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Literature on building Automatic Fault Detection and Diagnosis (AFDD) mainly focuses on simulated sys-
tem data due to high expenses and difficulties of obtaining and analyzing real building data. There is a
lack of validation on performances and scalabilities of data-driven AFDD approaches using simulated data
and how it compares to that from real building data. In this study, we conduct two sets of experiments to
seek answers to this question. We first evaluate data-driven fault detection strategies on real and simu-
lated building data separately. We observe that the fault detection performances are not affected by fault
detection strategies, sizes of training data, and the number of cross-validation folds when training and
blind test data come from the same data source, namely, simulated or real building data. Next, we con-
duct a cross-dataset study, that is, develop the model using simulated data and tested on real building
data. The results indicate the model trained on simulated data is not generalized to be applied for real
building data for fault detection. Kolmogorov-Smirnov Test is conducted to confirm that there exist sta-
tistical differences between the simulated and real building data and identify a subset of features with
similarities between the two datasets. Using the subset of the feature, cross-dataset experiments show
fault detection improvements on most fault cases. We conclude that even if the system produces simu-
lated data with the same fault symptoms from physical analysis perspectives, not all features from sim-
ulated datasets may not be beneficial for AFDD but only a subset of features contains valuable
information from a machine learning perspective.

� 2022 Elsevier B.V. All rights reserved.
1. Introduction

Buildings are complex and integrated systems consisting of
multiple sensors, subsystems, and automatically controlled com-
ponents. According to the United Nations Environment Pro-
gramme, 36% of global energy use and 39% of energy-related
carbon dioxide emission is attributed to building systems [1].
And, 30% of building energy usage is wasted [2] due to malfunc-
tioning control, operation, and building equipment [3,4]. It is esti-
mated additional energy consumption caused by some key
building faults is anywhere between 0.37 and 17.96 EJ each year
in the U.S. [5]. One viable solution for an energy-efficient building
system is automatic fault detection and diagnosis (AFDD) [5]. From
building design to the retrofit and commissioning process, under-
standing the reliability of a building and its energy faults is critical.
Faults that degrade the performance of the entire building should
be detected, diagnosed, and rectified, while in practice, significant
follow-up and technical assistance to correct faults are required
once detected and diagnosed. Over the past decades, many AFDD
methods have been developed for component level and whole
building level. Katipamula, Brambly, and Kim provide a compre-
hensive review and classification for methods used for Heating,
Ventilation, and Air Conditioning (HVAC) system AFDD [6–8]. Gen-
erally speaking, there are two groups of AFDDmethods: qualitative
and quantitative model-based methods (such as rule-based and
physics-model based); and process history-based methods (mostly
various data-driven and machine learning-based methods).
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Fig. 1. ERS experimental setup.
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Qualitative and quantitative models are easy to understand and are
popular among building engineers and researchers. However, the
issues are the high development cost, low scalability due to their
needs to be customized for each specific building/project (such
as the associated physics-based models, rules, and thresholds). As
a result, the market adoption rate has been low [9]. Process
history-based methods have therefore received great attention in
recent years for their good scalability and low implementation
cost. However, the performance of a process history-based method
heavily relies on the data that the method is trained from, and it is
recognized that the quality of the training data strongly affects the
performance of process history-based AFDD tools [10].

Literature-reported AFDD methods are mostly developed and
evaluated using simulated system data [11,12]. This is due to the
difficulties of obtaining and analyzing real building data. Imple-
menting faults and obtaining data that contain fault impacts in real
buildings are already challenging. Cleaning and analyzing real
building data to obtain ‘‘ground truth” is even more arduous since
unexpected naturally occurred faults could exist in the system and
cause abnormalities or complicate (sometimes even eliminate) the
fault impacts expected from the artificially implemented faults.

Strategies that are only tested using simulated data might expe-
rience difficulties when applied to real buildings due to the two
following issues: 1) data quality issues with typical building
automation system data (missing data, noise, sensor faults, sensor
accuracy, etc.), and 2) inherited differences between simulated
data and real data, in terms of fault symptoms and data character-
istics. After all, no model is perfect to represent reality completely.
These challenges exist for all AFDD strategies but are more signif-
icant for process history-based (data-driven) methods since their
performance depends on the data quality. To the best of our knowl-
edge, the literature only has a few discussions on how to evaluate
the accuracy of simulated fault data and nearly no discussion on
how to understand the impact of simulation data’s quality on the
data-driven AFDD method’s performance and scalability.

This study is therefore designed to examine how training data
obtained from simulation might affect a data-driven AFDD strat-
egy’s performance, in terms of accuracy, false alarm rate, etc., when
the developed strategy is used to analyze real building data. Two
datasets generated from an American Society of Heating, Refriger-
ating and Air-Conditioning Engineers (ASHRAE) project (ASHRAE
1312 [13]) are used. The two datasets include those from a real
building and those from the real building’s digital twin, i.e., simu-
lation models representing the real building. The performance of
the fault detection strategy on each individual dataset and cross-
dataset is then examined.

The paper is structured as follows. First, the two datasets are
introduced in section 2. In section 3, the data-driven fault detection
strategy used in this study is explained. The performances of the
fault detection strategies trained using real building data are com-
pared with those using simulated building data. In section 4, the
generalization of the fault detection strategies is evaluated by a
cross-datasets study, that is, fault detection strategy trained by
simulated building data is tested by real building data. The gener-
alization study also investigates the degree of similarity between
the two datasets to assess the gaps of fault detection strategies
using simulated vs. real building data. Section 5 provides conclu-
sions and future research directions based on this study.
2. Datasets Description

The two datasets used in this study were generated from the
ASHRAE 1312 research project [13,14]. These data were collected
from a laboratory building that was set up like a small office build-
ing. The office building layout is shown in Fig. 1. The building con-
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sisted of two variable air volume (VAV) air handling unit (AHU)
HVAC systems, each of which served 4 different rooms. The design
of the test facility was intended to have each AHU serving room
with nearly identical loads. As can be observed, each HVAC system
served rooms facing east, west, south, and one interior room.

While the two systems (A and B) would not generate the same
data, the performance was found to be very similar under all oper-
ating conditions. During the study, System B (AHU-B and all B
rooms) was continuously operated in a fault-free state, while Sys-
tem A (AHU-A and all A rooms) was artificially injected with vari-
ous commonly occurring faults.

In the same project, dynamic behaviors of the HVAC systems
and the four building zones that were served by the AHU, and four
VAV boxes, were modeled using HVACSIM + software [15]. The
model (called the 1312 model hereafter) was systematically vali-
dated using the real building data collected from carefully
designed tests to ensure that the 1312 model simulated the
dynamic behavior of the test facility for both fault free and faulty
operation under three seasons (winter, summer, and spring). It
was concluded in the ASHRAE 1312 project that the fault models
were able to replicate all major fault symptoms although detailed
dynamics between simulated data and real building measured data
did not always overlap. This is because the simulation models were
physics-based leading to the data generated may exhibit some
variations from the real measured data. For example, these simula-
tions most time don’t consider the behaviors associated with the
latency associated with sensor and control systems.

In this study, two datasets, i.e., real building dataset and their
corresponding simulated dataset, are selected from the ASHRAE
1312 project’s 2007 summer tests. Each dataset includes fault test
data generated from the A system and fault free data from the B
system. During a fault test, a fault was artificially implemented
into the system for 12 h from 6:00 am to 6:00 pm. There are 16
types of fault tests used in this study as described in Table 1. The
data sampling rate for both real and simulated datasets is one min-
ute. ASHRAE 1312 project provides 24 measurements (also
referred to as features in later sections) as summarized in Table 2.
For this study, Outdoor Air Temperature (OA-TEMP) and (OA-
HUMD) are not included since they represent weather conditions,
not building/system conditions. Moreover, the simulation testbed
does not simulate humidity variations. Therefore, two humidity-
related features, i.e., Supply Air Humidity (SA-HUMD) and Return
Air Humidity (RA-HUMD) are not included. As a result, there are
20 features considered in this study.



Table 1
Implemented 16 AHU faults during a summer period.

Category Fault Name

Equipment AHU Duct Leaking Fault - After Supply Fan
AHU Duct Leaking Fault - Before Supply Fan
Return Fan Complete Failure

Controlled Device Heating Coil Valve Leaking - Stage 1 (0.4GPM)
Heating Coil Valve Leaking - Stage 2 (1.0GPM)
Heating Coil Valve Leaking - Stage 3 (2.0GPM)
Cooling Coil Valve Stuck Fully Closed
Cooling Coil Valve Stuck Fully Open
Cooling Coil Valve Stuck 15% Open
Cooling Coil Valve Stuck 65% Open
OA Damper Stuck - Fully Closed
OA Damper Leaking � 45% Open
OA Damper Leaking � 55% Open

Controller Cooling Coil Valve Control Unstable
Cooling Coil Valve Reverse Action
Return Fan at 30% SPD

Table 2
Description of the 20 Features used in this study.

Category Features Abbreviation

Temperature Supply Air Temperature SA-TEMP
Mixed Air Temperature MA-TEMP
Return Air Temperature RA-TEMP
Heating Coil Discharge Air Temperature HWC-DAT
Cooling Coil Discharge Air Temperature CHWC-DAT

Position Exhaust Air Damper Position EA-DMPR
Return Air Damper Position RA-DMPR
Outdoor Air Damper Position OA-DMPR
Heating Coil Valve Position HWC-VLV
Cooling Coil Valve Position CHWC-VLV

Pressure Supply Fan Differential Pressure SF-DP
Return Fan Differential Pressure RF-DP
Supply Air Static Pressure SA-SP

Airflow Rate Supply Airflow Rate SA-CFM
Return Airflow Rate RA-CFM
Outdoor Airflow Rate OA-CFM

Fan Speed Supply Fan Speed SF-SPD
Return Fan Speed RF-SPD

Fan Power Supply Fan Power SF-WAT
Return Fan Power RF-WAT
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Each of the two datasets includes the same test days. Since the
measurement sampling rate in the test facility is one minute, for
each test day, each feature has 1,440 samples. Considering that a
fault is implemented from 6:00 am to 6:00 pm on a test day, each
test day contains 720 data points representing faulty operation and
720 data points representing fault-free operation. More detailed
descriptions about fault testing facilities and faulty operational
conditions can be referred to ASHRAE 1312-RP project reports [13].
3. Automated fault detection Strategy: Simulation vs. Real
building data

The main objective of this study is to understand whether there
exist performance differences between a AFDD strategy that is
developed using simulated building data vs. using real building
data. The two building datasets as described in Section 2 are used
as the simulated and real building data. To prevent the comparison
conclusion only applicable to a specific AFDD strategy, we have
designed a series of experiments using different strategies. Consid-
ering the complexity of fault diagnosis strategy, in this study, only
fault detection strategies are evaluated.

When developing a data-driven fault detection strategy, there
are typically three steps [16]: In step 1, a data-driven baseline
model that represents fault free status is developed. In step 2,
incoming snapshot data from the building is compared with the
3

baseline data, this is often done by comparing the reduced-order
snapshot model with the baseline model. Step 3 is to flag the sys-
tem status to be faulty or fault free based on the differences
between the snapshot data and baseline data. Hence two impor-
tant aspects affecting a data-driven fault detection strategy are:
1) data-driven model (typically based on machine learning strate-
gies), and 2) baseline data and training, which include sample sizes
and cross-validation schemes.

As an initial attempt in exploring AFDD strategies on different
datasets, we choose to design the experiments in a sequential
manner. That is, in Experiment I, we investigate the fault detection
strategy performance using different machine learning models
with a set of training sample sizes and cross-validation. With the
machine learning model being chosen from the first experiment,
we then set the cross-validation and investigate the impact of
the training sample size on fault detection strategy performance.
In the last experiment, we set the machine learning model and
training sample size to investigate the impact of cross-validation
on fault detection strategies. By systematically varying the
above-mentioned fault detection strategy characteristics for both
simulated and real building data, we attempt to examine whether
the conclusions are scalable to different data-driven fault detection
strategies.

Notice that in this section, for all experiments, both training and
testing data are from the same dataset. In another word, if the fault
detection strategy is trained using the simulated dataset, then it is
tested using the simulated dataset. A cross-dataset comparison is
performed in Section 4.

3.1. Automated fault detection Data-Driven models

Extensive efforts have been dedicated to investigating machine
learning models for building AFDD including random forest (RF)
[17–21], support vector machine (SVM) [21–26], decision tree
(DT) [21,26–28], K-nearest neighbors [21], neural networks
[29,30]. In this research, RF and SVM are of interest because RF
shows a strong ability to deal with flexible and overlapping deci-
sion boundaries, tolerate noisy data [21], and improve classifica-
tion performance by reducing overfitting on decision trees [31];
SVM has shown great power for solving nonlinear and high-
dimension classification problems [32].

Random forest (RF) is an ensemble learning algorithm proposed
by Breiman [33] for classification and regression [34,35]. RF con-
sists of an ensemble of M trees, Ti ff g; i ¼ 1; � � � ;M, where
F ¼ f 1; � � � ; f nf g is a set of n features from the data (e.g., room tem-
perature, sensor position, fan speed). The ensemble of M trees gen-
erates M predictions Y1; � � � ;YM , where Yi is the predicted value by
ith tree Ti Ff g; i ¼ 1; � � � ;M (e.g., in fault detection,Yi = 1 indicating
faulty condition being detected while Yi = 0 being fault-free).

The final prediction bY is obtained by taking the majority results
from the M trees. For example, letM = 10, if a data is predicted to
be faulty by 6 out of 10 trees, the data is predicted to be in a faulty
condition.

Support vector machine (SVM) is proposed by Boser, Guyon,
and Vapnik [36]. In fault detection, there are only faulty and
fault-free cases, the problem is constructed as a binary SVM classi-
fication. Let (Fi; yi) describe a datapoint i, i ¼ 1; � � � ;m, where Fi rep-
resenting the set of its features, yi representing its label, yi= 1 if it is
faulty andyi = �1 if fault-free. The SVM is solved as an optimization
problem:

min
w;b;n

1
2
j wj jj2 þ C

Xm
i¼1

ni ð1Þ

s:t:yi w
TFi þ b

� � � 1� ni ð2Þ
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ni � 0; i ¼ 1; � � � ;m ð3Þ
where ni is a loss function, and C is a penalty parameter on the

training error. A commonly used loss function for the SVM is the
hinge function:

max 0;1� yi w
T/ Fið Þ þ b

� �� �2 ð4Þ
where / is a function mapping training data to higher dimen-

sional spaces. A linear kernel function is commonly used in the
SVM training procedure. That is, given kernel function
K Fi; Fj
� � ¼ / Fið ÞT/ Fj

� �
; let/ Fið Þ ¼ Fi, K Fi; Fj

� � ¼ Fi
TFj . For the test-

ing, the result is predicted by:

byi ¼ sgn wT/ Fið Þ þ b
� � ð5Þ
3.2. Evaluation metrics

The performance metrics used for fault detection strategy eval-
uation are accuracy, sensitivity, specificity [37], and F1-score [38].
Accuracy measures a strategy’s ability to identify both abnormal
and normal samples correctly. Sensitivity, known as the true posi-
tive rate (TPR), measures a strategy’s ability to identify abnormal
samples. Specificity, known as the true negative rate (TNR), mea-
sures a strategy’s ability to identify normal samples. F1-score,
alternative to accuracy, measures a strategy’s ability to identify
both abnormal and normal samples correctly. Accuracy, TPR, TNR
and F1-score are calculated by equations as:

Accuracy ¼ TPþ TN
TPþ FNþ TNþ FP

ð6Þ

Sensitivity ðTPRÞ ¼ TP
TPþ FN

ð7Þ

Specificity ðTNRÞ ¼ TN
TNþ FP

ð8Þ

F1-score ¼ TP
TPþ 1

2 ðFPþ FNÞ ð9Þ

In these equations, true positive (TP) denotes the number of
abnormal samples correctly identified, the false negative (FN)
denotes the number of abnormal samples incorrectly identified
as normal; true negative (TN) denotes the number of normal sam-
ples correctly identified as normal, while false positive (FP)
denotes the number of normal samples incorrectly identified as
anomalous.

3.3. Fault detection strategy evaluation experiments

To comprehensively assess the fault detection data-driven
strategies (see Table 3), for both real and simulated datasets, three
experiments are conducted to investigate the impact of different
(1) fault detection data-driven models; (2) sizes of training data;
(3) cross-validation (CV) folds. Because 80% size of training data
and 10-fold CV are commonly adopted in statistical classification
problems [39], three experiments are conducted as follows. In
Experiment I, we focus on the performances of two fault detection
Table 3
AFDD Data-Driven Strategy.

Design parameters
AFDD data-driven
models

Random forest (RF), Support vector machine
(SVM)

Size of training data 90%, 80%, 70%, 60%, 50%, 40%, 30%, 20%
Cross-validation folds 3-fold, 5-fold, 10-fold
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models - RF and SVM (linear kernel) under a fixed 80% size of train-
ing data and a 10-fold CV. In the second experiment, we evaluate
the performances of different sizes of training data (90%, 80%,
70%, 60%, 50%, 40%, 30% and 20%) by choosing RF (supported by
the literature) and a 10-fold CV. In the third experiment, we com-
pare the performances of different cross validation folds (3-fold, 5-
fold, and 10-fold) under RF and an 80% size of training data. Again,
these variations are designed to examine if the conclusions are
scalable to different AFDD strategies.

3.3.1. Experiment I: Data-Driven models evaluation
The objective of this experiment is to evaluate whether two dif-

ferent AFDD models, RF and SVM, result in performances of differ-
ences between fault detection strategy trained by a simulated
building data and that by a real building data. Here the training
data size is fixed at 80% and the number of CV folds is fixed at 10.

Results under RF are firstly compared between training using
real and simulated building data (see Fig. 2A). It is observed that
there is no significant difference on fault detection performances,
using three metrics defined in Section 3.2, between the fault detec-
tion strategy trained using real data and that using simulated data,
as long as that they are also tested using the same category of data,
i.e., simulated or real. Among all fault tests, one fault case, i.e., Cool-
ing Coil Valve Control Unstable case, shows slightly different perfor-
mance. For this case, the accuracy is 0.99 with real data, and 0.91
with simulated data. Additionally, the sensitivity is 0.99 with real
data and 0.86 with simulated data. The specificity is 0.99 and
0.95, respectively.

Similar conclusions are drawn for SVM (see Fig. 2B). That is,
there is no significant difference on fault detection performances
between the fault detection strategy trained using real data and
using simulated data for all fault tests except for Cooling Coil Valve
Control Unstable case, whose accuracy is 1.00 with real data, and
0.77 with simulated data; sensitivity 0.99 with real data, and
0.68 with simulated data; specificity 1.00 with real data, and
0.85 with simulated data; F1-score 1.00 with real data, and 0.75
with simulated data.

We conclude under the fixed size of training data (80%) and
the number of cross validation folds (10-fold CV), SVM and RF
using simulated vs. real building data reach similar performance
for fault detection except for Cooling Coil Valve Control Unstable.
Since RF has been adopted in many AFDD literatures [17–21]
due to its advantage of making no assumptions on data distribu-
tion [33], we choose to use RF as the AFDD model in the following
experiments. RF, as an ensemble of decision trees, can be visually
presented to demonstrate the decision logics. Here for illustration,
we applied the RF method on real building data from the fault
test case AHU Duct Leaking Fault - Before Supply Fan, as shown
in Fig. 3

3.3.2. Experiment II: Training data size evaluation
In Experiment II, different sizes of training data (20% to 90%

with 10% increment) incorporating RF with 10-fold CV are com-
pared using real and simulated building data. It is observed the
experiments using training data of 20% to 60% have similar per-
formance as those from 70% to 90%. Since it is common practice
in machine learning studies that more data is used in training
with remaining is reserved for testing, the results from 70%,
80% and 90% are presented in Fig. 4 for illustration. As seen, there
is no significant difference in the performances under different
sizes of training data for all cases, but under each size of training
data, there is a significant difference of performances between
using real and simulated building data for Cooling Coil Valve Con-
trol Unstable.

We conclude that under fixed AFDD models (RF in this experi-
ment) and 10-fold CV, using real or simulated building data can



Fig. 2. Performances comparisons between random forest (Fig. 2A) and SVM (Fig. 2B) with 80% training size and 10-fold CV. ‘‘Real” means real building data and ‘‘Simulated”
means simulated building data.

Fig. 3. Random forest for fault detection using real building data of the fault test case AHU Duct Leaking Fault - Before Supply Fan. There are m different decision trees in the
random forest, and each decision tree contains 20 nodes, each node representing one feature. Each decision tree provides a prediction, and the final prediction of the random
forest is determined by the majority voting.
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reach comparable performances for all 16 faults with different
training sizes.

3.3.3. Experiment III Results: CV folds evaluation
Experiment III compares different CV folds (3-fold, 5-fold, and

10-fold) under RF and with an 80% training size. Similar to the
results from Experiments I and II (Fig. 5), under different CV folds,
the performances of fault detection trained by real or simulated
data are similar. Equivalently, under each CV fold, there is no sig-
nificant difference between using real and simulated building data
for all fault tests except for Cooling Coil Valve Control Unstable. We
conclude that under the fixed AFDD model and size of training
data, fault detection performances using real or simulated building
data do not change with respect to the number of CV folds.
5

3.4. Conclusion on AFDD strategy evaluation

In summary, we comprehensively evaluate AFDD data-driven
strategies trained and tested on real building data vs. those trained
and tested on simulated building data. We observe when the train-
ing data and blind test data are from the same data sources,
although the training and test data are not overlapped, the fault
detection performance is similar between using real building data
and using simulated building data. This conclusion is not affected
by fault detection strategies, sizes of training data, and the number
of cross-validation folds. However, under any circumstances
described above, there are some gaps of fault detection perfor-
mances between using real and simulated building data for the
fault case Cooling Coil Valve Control Unstable. This case is the only



Fig. 4. Performances comparisons among different training sizes of 70% (Fig. 4A), 80% (Fig. 4B), 90% (Fig. 4C) using real and simulated building data under random forest and
10-fold CV. ‘‘Real” means real building data and ‘‘Simulated” means simulated building data.

Fig. 5. Performances comparisons among a 3-fold CV (Fig. 5A), 5-fold CV (Fig. 5B), and 10-fold CV (Fig. 5C) using real and simulated building data under random forest and
80% training size. ‘‘Real” means real building data and ‘‘Simulated” means simulated building data.
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control-related fault case tested in this study. Fig. 5 illustrates the
original data, and it is observed that the simulated fault symptom
for this case, i.e., unstable control valve position, has a different
oscillation frequency from the real symptom. Notice that valve
oscillation frequency is the main fault symptom of unstable con-
trol. Hence, such frequency differences are not typically observed
in other fault cases. In other fault cases, although simulated data
could be different from real data, the variables often follow similar
frequency and differences are typically time-varying biases. We
contend that this could be a reason that causes the fault detection
strategies’ performance differences for this fault case. One might
also wonder why the cooling coil valve positions from simulated
and experimental data vary by about 10%. The simulation model
6

accuracy for cooling coil valve position was not directly reported
by the 1312 research project [13,14]. However, simulated valve
position accuracy is highly related to coil and zone energy model-
ing accuracies, which were reported to be about 10%. Considering
that energy meters generally have an accuracy of +/- 5%, it was
considered acceptable for energy indices to be within 10% accu-
racy. Such 10% accuracy is also reflected in Fig. 6, when comparing
simulated cooling coil valve position vs. the real values.

Please note in this section, the experiments are conducted on
real and simulated building data independently. It is interesting
to explore the generalization of the AFDD strategies. In the next
section, we conduct cross-dataset studies using RF, an 80% training
size, and a 10-fold CV as the AFDD strategy.



Fig. 6. Symptom plot for the fault case Cooling Coil Valve Control Unstable.[1–43].
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4. Automated fault detection and diagnosis (AFDD) Strategy:
Generalization evaluation

4.1. Cross-dataset AFDD strategy evaluation

In the cross-dataset study, we train the fault detection strategy
using simulated data and test it on the real building data. Given the
interest of the study is fault detection, we focus the discussions on
overall accuracy and sensitivity. As seen in Table 4, out of 16 faults,
only 2 fault cases (Return Fan Complete Failure, OA Damper Stuck
Fully Closed) achieve over 0.90 accuracy and 0.85 sensitivity, and
3 fault cases (Cooling Coil Valve Stuck Fully Closed, Heating Coil Leak-
ing - Stage 2 (1.0 GPM), Return Fan at 30% SPD) achieve over 0.85
accuracy and 0.75 sensitivity. The remaining 11 cases were per-
formed with accuracy or sensitivity below 0.5. Thus, in most fault
cases, fault detection strategy trained by simulated building data
and tested on real building data cannot reach comparable fault
detection performances to those of models trained and tested by
simulated building data.

We conclude the RF strategy shows a degradation of perfor-
mance when compared to its performance in Section 3, where both
training and test data are from the same source. It is hence of inter-
est to investigate further as to what the cause is for this perfor-
mance degradation. A hypothesis is that, although the simulation
model is validated from a physics perspective, i.e., the absolute val-
ues of key measurements and the fault symptoms are similar to
those from a real building, the features generated from a simula-
Table 4
Random Forest trained by simulated data and tested by real data (*: faults being detected w
and > 0.75 sensitivity).

Fault Type Accuracy

AHU Duct Leaking Fault - After Supply Fan 0.51
AHU Duct Leaking Fault - Before Supply Fan 0.50
Return Fan Complete Failure* 0.94
Heating Coil Valve Leaking - Stage 1 (0.4 GPM) 0.50

Heating Coil Valve Leaking - Stage 2 (1.0 GPM)** 0.89
Heating Coil Valve Leaking - Stage 3 (2.0GPM) 0.50

Cooling Coil Valve Stuck Fully Closed** 0.92
Cooling Coil Valve Stuck Fully Open 0.50
Cooling Coil Valve Stuck 15% Open 0.54
Cooling Coil Valve Stuck 65% Open 0.50
OA Damper Stuck - Fully Closed* 0.96
OA Damper Leaking � 45% Open 0.50
OA Damper Leaking � 55% Open 0.50
Cooling Coil Valve Control Unstable 0.49
Cooling Coil Valve Reverse Action 0.62

Return Fan at 30% SPD** 0.90
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tion model, from a data science perspective (e.g., distribution), dif-
fer from those in the real building dataset. We conduct a statistical
test in the next section to evaluate the differences.

4.2. Cross-dataset feature evaluation

We conduct Kolmogorov-Smirnov Test (KS test) [40], a non-
parametric statistical test to determine how significantly different
real dataset vs. simulated datasets is for fault detection. KS test is
widely used since it does not need assumptions on the data distri-
bution. The KS two-sample test hypothesis is defined as:

H0 : Two samples collected from different sources
=datasets come from the same distribution:

Ha : Two samples collected from different sources
=datasets do not come from the same distribution:

The test statistic is defined as D ¼ jE1 ið Þ � E2 ið Þj, where E1 and E2

are the empirical functions for the two samples.
Considering fault detection, in either simulated or the real

building dataset, we have faulty and fault-free conditions. We con-
duct two KS tests on the 20 features (see Table 2): the first KS test
is on a simulated dataset to identify a subset of the features that
mostly differ in the faulty vs. fault-free condition; (2) given the
subset features, the second KS test is to identify the similar fea-
tures in comparing simulated data (fault and fault-free combined)
ith > 0.90 accuracy and > 0.85 sensitivity. **: faults being detected with > 0.85 accuracy

Sensitivity Specificity F1-Score

0.79 0.22 0.62
0.01 0.99 0.03
0.88 1.00 0.93
0.00 1.00 0.01

0.79 1.00 0.88
0.00 1.00 0.00

0.83 1.00 0.91
0.00 1.00 0.00
0.33 0.76 0.35
0.00 1.00 0.00
1.00 0.93 0.97
0.00 1.00 0.00
0.00 1.00 0.00
0.77 0.21 0.60
0.24 1.00 0.36

0.81 1.00 0.89
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vs. real data (fault and fault-free combined). For both KS tests, 0.4
is used as a cut-off threshold here as in [41].

The final subset features selected by the two KS tests for each
fault test are summarized in Table 5. It is interesting to observe
there are no common features selected for Cooling Coil Valve Control
Unstable (see Section 3.4 for discussion). We contend that for an
unstable control, the fault indicator is typically the frequency of
a control device position change. That is, the control device oscil-
lates with a much higher frequency than that from the baseline.
Such feature may need wavelet-based approaches instead statisti-
cal KS test to be selected. It is also observed fewer numbers of fea-
tures are selected from the 5 Position category compared to other
categories. Next, we use the selected subset features for the
cross-datasets studies again to explore whether these features
can help to improve fault detection strategy performances. Please
note this is not to develop a better fault detection strategy, instead,
this is to understand how training data affects a fault detection
method’s performance (accuracy and scalability). By examining
more closely the subset features for the cross-dataset studies, we
attempt to see if the accuracy of certain subset of a training dataset
would affect the developed fault detection strategy.

4.3. Cross-dataset AFDD strategy revisit: Using selected subset features

The subset features identified by the two KS tests for faulty data
in Table 5 are used by the random forest strategy. Since there are
no subset features identified by the KS test for the case Cooling Coil
Valve Control Unstable, meaning that features from simulated data-
sets cannot capture any characteristics of those from real datasets,
this case is excluded for the comparison study. As a result, we are
interested in investigating the 10 cases (see Table 4) with accuracy
or sensitivity below 0.75 when the full feature set was used. The RF
strategy is trained using simulated building data on the subset fea-
tures with respect to each fault test. The model is then tested on
the real building data. The results show that the fault detection
performance improved for 5 out of the 10 fault tests. These include
(1) AHU Duct Leaking Fault - Before Supply Fan, (2) Heating Coil Valve
Leaking - Stage 1 (0.4GPM), (3) Heating Coil Valve Leaking - Stage 3
(2.0GPM), (4) Cooling Coil Valve Stuck 15% Open, (5) Cooling Coil
Valve Stuck 65% Open (see Fig. 7). We conclude the RF strategy using
the selected features identified by KS tests may improve the accu-
racy and sensitivity for some fault cases. Fig. 8 illustrates the exam-
ple of RF to detect the fault on real building data from the fault test
Table 5
Feature Subsets by two KS tests for each Fault Test.

Temperature Position

1 2 3 4 5 6 7 8

AHU Duct Leaking After Supply Fan X
AHU Duct Leaking Before Supply Fan X X X
Return Fan Complete Failure
Heating Coil Leaking Stage 1 (0.4 GPM) X X X
Heating Coil Leaking Stage 2 (1.0 GPM) X
Heating Coil Leaking Stage 3 (2.0 GPM) X
Cooling Coil Valve Stuck Fully Closed X X X X X
Cooling Coil Valve Stuck Fully Open X X
Cooling Coil Valve Stuck 15% Open X X X X X
Cooling Coil Valve Stuck 65% Open X X
OA Damper Stuck - Fully Closed
OA Damper Leaking – 45% Open X X X X X
OA Damper Leaking – 55% Open X X X
Cooling Coil Valve Control Unstable
Cooling Coil Valve Reverse Action X X X
Return Fan at 30% SPD

*See Table 2 for details on the 20 features, 1: SA-TEMP, 2: MA-TEMP, 3: RA-TEMP, 4: H
CHWC-VLV, 11: SF-DP, 12: RF-DP, 13: SA-SP, 14: SA-CFM, 15: RA-CFM, 16: OA-CFM, 17
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case AHU Duct Leaking Fault - Before Supply Fan using 11 selected
features.

In summary, cross-dataset study between real and simulated
building data indicates that simulated building data differ from
real ones in terms of statistical learning, although they are vali-
dated to be similar by real building data from a physical perspec-
tive. KS test assists in identifying similar features between real
and simulated building data, which indirectly indicates that simu-
lated building data are not always similar to real ones because a
fraction of similar features is less than 30%. However, AFDD strat-
egy incorporating these identified features show promises to
improve the sensitivity for some fault cases, meaning that these
features are an important component in true fault instances.
Specifically, for the 3 fault cases from the Equipment category,
cross-dataset experiment on the full feature set was able to detect
1 fault, and cross-dataset experiment on the selected feature set
was about to detect the additional 1 fault. For the 10 fault cases
from Controlled Device category, cross-dataset experiment on the
full feature set was able to detect 3 faults, and using the selected
feature sets, additional 4 fault cases were able to be detected. For
the 3 fault cases from Controller category, KS selected features have
no improvements for detection. This cross-dataset study raises a
warning for data-driven AFDD strategy development using simu-
lated fault data. Clearly, under the statistical learning lens, simu-
lated data often contain different information (e.g. distribution
difference of Heating Coil Discharge Air Temperature in Return
Fan at 30% SPD) from real building data. Different learning strate-
gies, such as transfer learning, may need to be explored for this
purpose.
5. Conclusions and future directions

The purpose of this research is to answer two questions in AFDD
development for building systems: (1) do simulated or real data-
sets affect AFDD strategy performance, and (2) to what degree of
similarity is between simulated and real building datasets from a
machine learning perspective. In the first place, we evaluate
data-driven fault detection strategies on real and simulated build-
ing data, respectively, from which we observe that the fault detec-
tion performances are not affected by fault detection strategies,
sizes of training data, and the number of cross-validation folds
when training and blind test data come from the same data source.
Pressure Airflow Rate Fan
speed

Fan
Power

9 10 11 12 13 14 15 16 17 18 19 20

X X X X X X X X X X
X X X X X X X X
X X X X X X X

X X X X X X X X X X
X X

X X X X X X X X X X X
X

X X X X X X X X X X
X X X X X
X X X X X X X

X X X X X X X X X
X X X X X X X X

X X X X X X X X X
X X X X X

WC-DAT, 5: CHWC-DAT, 6: EA-DMPR, 7: RA-DMPR, 8: OA-DMPR, 9: HWC-VLV, 10:
: SF-SPD, 18: RF-SPD, 19: SF-WAT, 20: RF-WAT



Fig. 7. Performances comparisons between using all features and sub features. (1) AHU-BF: AHU Duct Leaking Fault - Before Supply Fan, (2) HCL-Stage 1: Heating Coil Valve
Leaking - Stage 1 (0.4GPM), (3) HCL-Stage 3: Heating Coil Valve Leaking - Stage 3 (2.0GPM), (4) CCS15%: Cooling Coil Valve Stuck 15% Open, (5) CCS65%: Cooling Coil Valve
Stuck 65% Open.

Fig. 8. Random forest for fault detection on real building data of the fault test case AHU Duct Leaking Fault - Before Supply Fan using 11 selected features. There are m different
decision trees in the random forest, but each decision tree contains only 11 nodes, each node representing one feature. Similarly, each decision tree provides a prediction, and
the final prediction of the random forest is determined by the majority voting.
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In the second place, the cross-dataset study indicates the perfor-
mance of the AFDD strategy developed from simulated data
directly applied to the real building data is less than satisfactory.
This indicates even though the simulation model was carefully
developed and calibrated with a high degree of similarity with real
building data in terms of physical perspective, the two datasets
may not share the same statistical distributions from the data
science perspective. With the help of the KS test, we confirm the
distribution differences of the two datasets and identify similar
features between simulated and real building data that could be
used to improve detecting some but not all the fault cases. This
cross-data study explains the poor performances often observed
when applying AFDD strategies developed solely on simulated data
in the field. Clearly, even if a simulated dataset produces the same
fault symptoms from physical analysis perspectives, it contains dif-
ferent information from a machine learning perspective.

While this research does not propose new AFDD methods, this
study is much needed to help understand the challenges and issues
in using simulated data to support the development of data-driven
fault detection method development. The impacts are multi-fold: it
will help develop new transfer learning mechanism, for example,
pre-train fault detection on simulation and fine-tune on the real
building data; it will help construct and validate building baseline
9

to support the fault detection, just to name a few. It is our intention
to develop new methods based on the insights gathered from this
research. Specifically, our interest in the future study may lie in
answering two questions: (1) is it possible to develop a more
robust AFDD strategy to resolve issues in the cross-dataset study
since two sets of building data significantly differ from each other
statistically while they are indeed validated to be similar from
building domain knowledge? (2) is it likely to enhance the current
simulation model to generate more reliable simulated building
data for real building AFDD? We expect that the key to these
two questions will provide great potentials for building AFDD.
Additionally, it is noted that deep learning methods such as LSTM
on temporal data has been extracted great attention for building
fault detection and diagnosis. For example. Fan’s [42] and Marino’s
works [43] investigate LSTM methods for building energy predic-
tions respectively. We plan to incorporate deep learning methods
in the comparison study as our immediate next step.
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