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Abstract—The monitoring of data streams with a network structure have drawn increasing attention due to its wide applications in modern process control. In these applications, high-dimensional sensor nodes are interconnected with an underlying network topology. In such a case, abnormalities occurring to any node may propagate dynamically across the network and cause changes of other nodes over time. Furthermore, high dimensionality of such data significantly increased the cost of resources for data transmission and computation, such that only partial observations can be transmitted or processed in practice. Overall, how to quickly detect abnormalities in such large networks with resource constraints remains a challenge, especially due to the sampling uncertainty under the dynamic anomaly occurrences and network-based patterns. In this paper, we incorporate network structure information into the monitoring and adaptive sampling methodologies for quick anomaly detection in large networks where only partial observations are available. We develop a general monitoring and adaptive sampling method and further extend it to the case with memory constraints, both of which exploit network distance and centrality information for better process monitoring and identification of abnormalities. Theoretical investigations of the proposed methods demonstrate their sampling efficiency on balancing between exploration and exploitation, as well as the detection performance guarantee. Numerical simulations and a case study on power network have demonstrated the superiority of the proposed methods in detecting various types of shifts.

Note to Practitioners—Continuous monitoring of networks for anomalous events is critical for a large number of applications involving power networks, computer networks, epidemiological surveillance, social networks, etc. This paper aims at addressing the challenges in monitoring large networks in cases where monitoring resources are limited such that only a subset of nodes in the network is observable. Specifically, we integrate network structure information of nodes for constructing sequential detection methods via effective data augmentation, and for designing adaptive sampling algorithms to observe suspicious nodes that are likely to be abnormal. Then, the method is further generalized to the case that the memory of the computation is also constrained due to the network size. The developed method is greatly beneficial and effective for various anomaly patterns, especially when the initial anomaly randomly occurs to nodes in the network. The proposed methods are demonstrated to be capable of quickly detecting changes in the network and dynamically changes the sampling priority based on online observations in various cases, as shown in the theoretical investigation, simulations and case studies.

I. INTRODUCTION

SEQUENTIAL anomaly detection under network structure has raised increasing attention to ensure system stability and safety in many modern applications. With the rapid development of sensor and communication techniques, the sensing and monitoring of big data streams in large network settings became available for quality and reliability insurance. For instance, massive access points need to be simultaneously monitored in large-scale power networks [1], [2], [3] for tasks like line outage detection and intrusion detection. Other examples of such networked anomaly detection include detecting rumor spread in social networks [4], epidemic detection [5], and detection of malicious code spreading in computer networks [6]. All of these applications involve monitoring massive series of real-time and sequentially ordered observations collected from high-dimensional connecting nodes, where the networks typically involve certain underlying topology instead of distance-based [7], [8], [9], [10]. When abnormality occurs to any node, it propagates dynamically across the network, affects more and more nodes, and changes their associated data streams over time. The goal is to detect this change as quickly as possible subject to false alarm constraints.

Although the monitoring of networks has been studied in latest literature [11], [12], these methods are rooted in the assumption that data from all the nodes are fully observable and can be processed in real time. However, when applied to a very large network, such an assumption requires significant data acquisition, transmission, and processing resources that
are hardly available in practice [13], [14], [15]. For example, when detecting rumor spread in social networks, it is not feasible to continuously monitor the activities of all the users in the social network as the processing capability only allows a certain quantity of information to be evaluated in real time. Similar concerns arise in prohibitive costs of sensors and power consumption during the data acquisition and transmission processes. With the resource constraint, we are forced to monitor a subset of nodes in the network, and adaptive sampling approaches are required.

The objective of this paper is to integrate adaptive sampling in online monitoring of dynamic abnormalities in large and arbitrary networks in resource constrained scenarios. We introduce network measures into the monitoring and sampling framework for quick detection and balance between exploration and exploitation, considering two scenarios: (i) for local or regional networks when the number of nodes can be handled in computation memory and (ii) for global network in which linear computation complexity of node number poses a challenge. The contributions of the paper are detailed as follows.

- A change detection and spatial sampling algorithm is proposed on large and arbitrary networks with limited resources. The proposed method incorporated network centrality information [16] to address the challenge of handling the network topology to ensure the sampling performance.
- The work is the first to incorporate memory constraints in the problem of interest. The memory constraint makes the sampling and detection especially challenging due to possible information loss. The proposed adaptive method not only addresses the challenge of the spatial sampling, but also the adaptive memory set updating.
- The proposed methods are investigated theoretically and also evaluated thoroughly under various conditions.

The remainder of the paper is organized as follows. Section II reviews the related literature on network monitoring and adaptive sampling. Section III introduces the general monitoring and adaptive sampling algorithm for networks where resource constraints exist. Section IV further extends the method to the case where the memory capacity also poses a challenge. Section V details the theoretical properties of the algorithms. Sections VI and VII evaluate and validate the algorithms under various scenarios and the application of power network monitoring. Section VIII finally concludes the article.

II. LITERATURE REVIEW

There are two types of adaptive sampling approaches in statistical process control. One is the adaptive sampling in the time domain, including the variable sample size and variable sample interval approach [17]. Another approach is the spatial adaptive sampling, which adaptively takes observations at each sampling time from a large number of measurements that are distributed spatially [14], [18], [19], [20]. The spatial adaptive sampling approach tackles the online monitoring problem with resource constraints. Given online observations and inferred likelihood of abnormalities, this category of work intelligently employs the monitoring resources to informative locations [18], [19]. While the concept has been proved successful in monitoring big data [14], [20], few existing work has been applied on monitoring data streams with embedded network structures. Though Wang et al. [19] briefly touched this topic, the study is specially designed for 2D grids and cannot be applied to general network with arbitrary topology. This is not a trivial extension as network topology has a strong impact on the monitoring and sampling performance.

Woodall et al. [21] gives an overview of network monitoring and anomaly detection methods. Although both the network monitoring problems and our problem of interest involve a graph, the existing network monitoring papers, such as Azarnoush et al. [22], focus on monitoring edge weights, while we focus on monitoring values on the nodes. Unlike monitoring unstructured data, monitoring values generated from nodes of a network requires special considerations, as abnormalities may propagate dynamically according to the network topology, where the dependence among nodes may inform the design monitoring and adaptive sampling strategy. In the literature, abnormality propagation in networks is typically modeled in cascading fashion, with examples of spread of epidemic infections over the contact networks or spread of information in the social networks. It has been observed that the underlying network characteristics [23] and the initial abnormal nodes (which are typically referred to as seeds) [24] play a crucial role in characteristics of the abnormality propagation and the corresponding detection. Besides, existing monitoring and adaptive sampling works assume sufficient processing capabilities linear to the number of data streams, which may be violated in practice for large-scale networks.

To address the issue of resource constraints in network monitoring problems, there has been literature on sensor placement [1], [4] discussing the optimal placement of monitoring resources to minimize detection delay. The key idea of this category of research is to place the sensors on “important” nodes in the network. With similar considerations, in the social networks, there is a large body of research on influence maximization algorithms that aim to maximize the spread of the information [25], [26], [27], [28], [29], resulting from diffusion-driven information transfer among individuals in the social network. However, the design of these methods primarily focuses on the network structure and prior knowledge of abnormalities. When such prior knowledge is unknown, their performance may exhibit large variability in online detection as abnormalities may occur to any nodes with stochastic patterns unknown beforehand. Some literature such as the preprint Zhang and Mei [30] uses multi-armed bandit formulation to describe the data streams monitoring problem with partial observations. However, there are a few key differences between the bandit setting and the setting considered in our paper. First, it requires a specification of prior distribution that describes the believes of the out-of-control distribution and changepoint. Wrong specification of these believes will compromise the performance. However, such information is hard to find in practice. Second, the objective of multi-armed bandit is to minimize the regret, and thus focus on the performance of the estimation in long term.
However, we focus on quickly detecting the out-of-control scenario. As an additional challenge, when the network is extremely large, a large quantity of data concerning all nodes need to be kept in memory, which will pose huge demand on hardware memory. In cases where the memory constraint presents, existing methods cannot be applied directly. This challenge has been noticed in existing studies on online data analysis [31], [32], [33], but has not been tackled for large-scale adaptive sampling and anomaly detection.

### III. Monitoring and Adaptive Sampling for Networks

A detailed mathematical formulation of the network to be monitored is as follows. We denote the network of interest as a graph \( G = (V, E) \) with a set of \( n \) nodes \( V = \{1, \ldots, n\} \) (\( |V| = n \) and \( |\cdot| \) denotes the cardinality of a set) and a set of edges \( E \). Neighborhood \( \mathcal{N}(v) \) of a node \( v \) is a set of nodes \( v' \) adjacent to \( v \), i.e. \( v' \in \mathcal{N}(v) \) for all \( (v, v') \in E \). Then, the degree (or degree centrality) of \( v \), \( \deg(V) = |\mathcal{N}(v)| \). A path between nodes \( i \) and \( j \) is a set of nodes \( \{v_0, \ldots, v_d\} \subseteq V \) such that \( v_0 = i \), \( v_d = j \), and \( (v_k, v_{k+1}) \in E \), \( \forall k = 0, \ldots, d - 1 \). The shortest path between nodes \( i \) and \( j \) is the path containing the least number of edges among all paths between \( i \) and \( j \). The length of the shortest path between \( i \) and \( j \) in \( G \) is referred to as the distance between \( i \) and \( j \) in \( G \) and is denoted by \( d(i, j) \).

Let \( X(t) = (X_1(t), \ldots, X_n(t)) \) denote the measurement values associated with the \( n \) nodes at each time \( t \). Due to resource constraints, only \( q \) \((q < n)\) out of \( n \) nodes are observable at each time \( t \). Denote the sets of observable variables at time \( t \) as \( O(t) \). Consequently, for any time \( t \), \( |O(t)| = q \). At a random and unknown change point \( \tau \), an anomaly appears in the network, and affects nodes in the network. Without loss of generality, in this paper we adopt the Independent Cascade (IC) model as the abnormality propagation model. Under the model assumption, a node has two states, activated and not activated. An active node then receives i.i.d. samples from a post-change distribution \( q \) and is referred to as the distance between \( i \) and \( j \) in \( G \) and is denoted by \( d(i, j) \).

Let \( X(t) = (X_1(t), \ldots, X_n(t)) \) denote the measurement values associated with the \( n \) nodes at each time \( t \). Due to resource constraints, only \( q \) \((q < n)\) out of \( n \) nodes are observable at each time \( t \). Denote the sets of observable variables at time \( t \) as \( O(t) \). Consequently, for any time \( t \), \( |O(t)| = q \). At a random and unknown change point \( \tau \), an anomaly appears in the network, and affects nodes in the network. Without loss of generality, in this paper we adopt the Independent Cascade (IC) model as the abnormality propagation model. Under the model assumption, a node has two states, activated and not activated. An active node then receives i.i.d. samples from a post-change distribution \( q \) and is referred to as the distance between \( i \) and \( j \) in \( G \) and is denoted by \( d(i, j) \).

The problem is illustrated in Fig. 1. The key question is how to develop an effective adaptive sampling strategy that can intelligently and sequentially determine the sampling density subject to the resource constraints, to quickly detect the assignable causes while maintaining a system-wide in-control ARL requirement. During the monitoring, we assume that the algorithm can sample from any location at consecutive time points without sampling costs.

To quickly detect the abnormality occurred in the network, this paper proposes to use the Cumulative Sum (CUSUM) statistics, an algorithmic solution to minimize the detection delay of abnormality while maintaining the false alarm rate to be under a specified level. Note that such a framework does not require the observations to follow a specific distribution and thus can be widely applied in practice. Under the full observation scenario, the following local CUSUM statistic shows the likelihood for node \( i \) to be OC at time \( t \) based on its observations:

\[
W_i^F(t) = \max \left( W_i^F(t - 1) + \log \frac{f_1(X_i(t))}{f_0(X_i(t))}, 0 \right)
\]

with \( W_i^F(0) = 0 \). The superscript \( F \) represents the statistics under full observation. However, it is a challenging task extending the mechanism under partial observation scenario. First, when \( X_i(t) \) cannot be observed, the CUSUM statistic \( W_i^F(t) \) is not well defined. Approaches to systematically monitoring the entire network and infer unobservable nodes leveraging the network structure need investigation. Furthermore, how to design the sampling strategy that ensures an overall effective network monitoring performance is not resolved in the literature. To tackle these challenges, we investigate the monitoring and adaptive sampling strategies leveraging network structure in this section.

### A. Local Data Augmentation and Detection Scheme

We first establish a network monitoring framework under partial observations. To estimate the status of all nodes based on partial observations, inspired by existing adaptive sampling algorithms [19], [20], we introduce the data augmentation methods to infer the out-of-control likelihood of the unobservable nodes based on online partial observations and the network structure. Data augmentation refers to a type of methods via adding information or latent variables to the originally “unobservable” or “missing” data, such that the problem becomes tractable [20], [35]. The central idea here is to utilize kernel function to characterize the dependency of the status among neighboring nodes in the network. Specifically, we estimate the out-of-control likelihood of a node \( i \) at time \( t \) according to the following equation:

\[
\sum_{j \in O} K_h(d(i, j)) \log \frac{f_1(X_i(t))}{f_0(X_i(t))}
\]

where \( K_h(\cdot) \) denotes a kernel function that establishes the dependency among nodes close with regards to selected distance function \( d(i, j) \), such that an observable node can
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**Fig. 1.** Illustration of the network anomaly and sampling over time.
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“share” its acquired information. To highlight our main idea, we choose the popular Epanechnikov form of the kernel function $K_h(d(i, j)) = \max \left(1 - \left(\frac{d(i, j)}{h}\right)^2, 0\right)$ where $h$ is the bandwidth parameter here. $d(i, j)$ is the distance between nodes $i$ and $j$.

Therefore, according to (2), when an out-of-control node is observed, the out-of-control likelihood of its neighboring nodes will also likely increase. This mechanism matches with our assumption that faults may affect the status of the variables along the network structure, and allows to exploit limited partial online observations for quick change detection. Note that if the bandwidth parameter $h$ is chosen as a small number that $h \leq 1$, we will have $K_h(d(i, j)) = \mathbb{I}(i = j)$ given that $d(i, j)$ is an integer. Here $\mathbb{I}(\cdot)$ is the indicator function. In this case, (2) degenerates to likelihood at time $t$ for conventional CUSUM statistics similar to (1), such that observations of a node is only utilized to update its own CUSUM statistics. If $h$ is chosen as a very large number greater than the diameter of the graph, the observations of all nodes are used to update the statistic of each node. Overall, $h$ is recommended to be the diameter of the out-of-control region of the network, which can be determined based on domain knowledge.

Based on the data augmentation, we modify the CUSUM statistic in the partially observed network setting as follows

$$W_i(t) = \max \left(W_i(t - 1) + \sum_{j \in \mathcal{N}_i} K_h(d(i, j)) \log \frac{f_j(X(t))}{f_0(X(t))}, 0\right),$$

(3)

where $W_i(t)$ is the CUSUM statistic for node $i$ at time $t$ that demonstrates the cumulative out-of-control likelihood “locally” associated with node $i$ up to time $t$. At each data acquisition time $t$, the local statistic $W_i(t)$ is only updated when there is an observable node within distance $h$ in the network. The higher $W_i(t)$ is, the larger out-of-control likelihood node $i$ has. To determine the overall system status, we construct the global monitoring statistic

$$W(t) = \max_{1 \leq i \leq n} W_i(t),$$

(4)

which is the maximum of all local statistics [36]. Due to the data augmentation mechanism shown in (2), the spatially clustered out-of-control scenario in a network will lead to quick increase of local CUSUM statistic for nodes amid the clustered fault, which ensures the general efficiency of the global monitoring statistic. If the overall monitoring statistic $W(t)$ is greater than a threshold value, i.e., $W(t) > L$, we claim that the overall network is out of control. $L$ is the monitoring threshold based on a prescribed in-control average run length (ARL) requirement. In practice, we determine the value of $L$ by simulation based on large quantities of in-control data, the details of which are shown in Appendix A.

B. Adaptive Sampling Strategy

To ensure quick detection of abnormalities in the network setting, a critical precondition is that out-of-control nodes can be timely observed and kept under surveillance such that the detection framework in Section III-A quickly triggers an alarm. However, this is not an easy task and requires strategic design of adaptive sampling. Intuitively, the desired adaptive sampling strategy will need to balance between exploration and exploitation. When the system is in control (particularly when the observed nodes exhibit in control), we expect to explore other nodes to ensure no abnormalities occur elsewhere; when abnormalities occur, we expect to keep observing out-of-control nodes and their neighbors to reduce detection delay. We aim to design an integrated strategy that can dynamically switch between these two sampling considerations given online observations.

In this subsection, we will extend the adaptive sampling algorithm for online monitoring to the network scenario [19]. Given that $q$ nodes are observable online, we separate the monitoring resources into two sets based on the two desired considerations: (i) A portion of the resources are allocated based on the “Breadth-First Sampling” (BFS) consideration that explores the entire network to locate the clusters of out-of-control nodes in a more stochastic fashion. We denote the number of nodes observed by this mechanism as $q_B(t)$ at time $t$. (ii) The rest of the monitoring resources are assign based on the “Depth-First Sampling” (DFS) consideration to exploit the most suspicious nodes. We denote the number of nodes observed by this mechanism as $q_D(t)$ at time $t$. Apparently, $q_B(t) + q_D(t) = q$ is a constant limited by resource constraint. The superiority of the proposed adaptive sampling method lies in the dynamic balancing between exploration and exploitation by adjusting $q_B(t)$ and $q_D(t)$ based on online assessment of system status. If the system is likely to be in control, we will emphasize more on exploration and increase $q_B(t)$; otherwise when the observed nodes are suspicious, we increase $q_D(t)$ to facilitate a large number of observations taken on the suspicious nodes and their neighbors. Below we introduce these methods in detail to determine $q_B(t)$ and $q_D(t)$ as well as the corresponding layouts.

First, we dynamically update $q_B(t)$ and $q_D(t)$ based on the overall system status. To carry out the aforementioned DFS mechanism, we establish the relationship between $q_D(t)$ and the monitoring statistic $W(t)$ that

$$q_D(t) = \min \left(\left\lfloor \frac{\max(W(t) - D\theta, 0)}{D(1 - \theta)} \right\rfloor, q\right).$$

(5)

In this equation, $q_D(t)$ is determined by the expression in the ceiling function denoted by $\lceil \cdot \rceil$, and capped by the total number of observable nodes $q$. The expression inside the ceiling function is a linear function of the charting statistic $W(t)$ given that $W(t)$ is greater than $D\theta$. The ceiling function then maps the value of this expression to the smallest following integer to give a valid number of $q_D$ nodes. Inside the ceiling function, $\lambda, \theta \in [0, 1]$ and $D$ are the parameters designed to control the sampling performance. Intuitively, $q_D$ is the maximum designed value of $q_D(t)$; $D$ represents the threshold of $W(t)$ for which $q_D(t)$ reaches its maximum designed capacity $q_D$; and $D\theta$ is the threshold of $W(t)$ for which $q_D(t)$ starts to be non-zero. In practice, $D$ should be close to the alarm threshold $L$, such that the algorithm utilizes its full exploitation capability when there is sufficient evidence showing the network is out of control. Based on (5), $q_D(t)$ is a
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non-decreasing function of the monitoring statistic as planned in the depth-first sampling consideration. The number of nodes observed by the BFS mechanism \( q_B(t) \) is then determined by \( q_B(t) = q - q_D(t) \).

Second, we elaborate on the methods to determine the sampling layout. The DFS mechanism targets at and repetitively evaluates suspicious nodes, and thus we propose to update the sampling layout as the top \( q_D(t) \) nodes with the largest local statistics \( W_i(t) \). Mathematically, we denote the permutation of \( \{W_i(t)\}_{i=1}^n \) in descending order as \( \{W'_i(t)\}_{j=1}^n \), such that \( W'_1(t) \geq W'_2(t) \geq \cdots \geq W'_n(t) \). At time \( t+1 \), we monitor the nodes \( \{i_j(t)\}_{j=1}^{q_D(t)} \). Due to the data augmentation in Section III-A, the sampled nodes under DFS are likely to be out-of-control nodes and their neighbors. We will further show in Section V that such a sampling strategy will likely stick to the out-of-control nodes over time. On the contrary, the BFS mechanism aims at exploring the network in a more stochastic manner to identify new out-of-control nodes. In graph theory, centralities characterize the importance of nodes within a network corresponding to their network position. Besides degree centrality introduced before, many centrality measures have been used to identify important nodes in the networks [16]. For example, closeness centrality \( C_C(i) \) of node \( i \) is reciprocal of the average shortest distance from \( i \) to any other node \( j \in V \),

\[
C_C(i) = \frac{|V| - 1}{\sum_{j \in V} d(i,j)} \tag{6}
\]

Betweenness centrality \( C_B(i) \) of \( i \) is the fraction of shortest paths connecting any two other nodes \( j \) and \( j' \) that pass through \( i \),

\[
C_B(i) = \sum_{j,j' \in V} \frac{\sigma_{j,j'}(i)}{\sigma_{j,j'}} \tag{7}
\]

where \( \sigma_{j,j'}(i) \) is number of shortest paths between \( j \) and \( j' \), and \( \sigma_{j,j'}(i) \) is the number of those shortest paths that pass through node \( i \). We will also use other centralities (such as LocalRank and PageRank) in later sections to evaluate the monitoring and sampling performance of the proposed algorithms. Nodes with higher centralities are better connected or involved in the network, and thus may be more prone to be affected by cascading faults. Therefore, to increase the detection capability, we sample among all nodes not observed by DFS, with probability \( \rho(i) \) for node \( i \) proportional to a centrality \( C(i) \), i.e., \( \rho(i) \sim C(i) \). In Section VI, we will experiment with various choices of centralities to compare their impacts on sampling performances. Besides betweenness, and closeness centralities, we have used LocalRank [37], and PageRank of the nodes.

IV. EXTENSION TO LARGE NETWORKS WITH MEMORY CONSTRAINT

Although the proposed methodology described in Section III has significantly reduced the number of observations to be collected, transmitted, and processed, its computation complexity is linear in the number of nodes \( n \) in the network in the sense that local statistics of all nodes need to be stored. Therefore, when the network is extremely large, such a method will pose huge demand on hardware memory. This challenge has been noticed in existing studies on online data analysis [31], [32], [33] but has not been addressed for large-scale anomaly detection. The memory constraint impedes a large number of quantities to be kept in memory and thus the proposed method in Section III cannot be applied directly. To cope with this issue, we further extend the monitoring and adaptive sampling method in this section for extremely large networks with memory constraint.

When the monitoring and sampling strategy is limited by memory capacity, the major impact is that the local statistics \( \{W_i(t)\}_{i=1}^n \) cannot be fully saved over time. Therefore, we are forced to keep a partial list of local statistics in memory and part of the historical node behavior will be erased. It should be noted that nodes not in memory at time \( t \) will not cause an alarm to be triggered even if it is out-of-control, since no local statistic is associated with it. Similar to the sampling strategy, we expect to keep the local statistics of suspicious nodes in memory such that the identified suspicious nodes can be further investigated for anomaly detection. Meanwhile, we expect the mechanism to explore all nodes such that they may be included in the memory occasionally in case anomalies occur at them. To handle the memory constraint, we denote the set of nodes kept in memory at time \( t \) as \( \mathcal{P}_t \), and assume that the local statistics of a subset of nodes are available in memory. Without loss of generality, we assume that \( |\mathcal{P}_t| = M \), where \( M \) is determined by the memory capacity. We then modify the monitoring and sampling procedure in Section III such that the algorithm can be applied to adaptively determine the subset of nodes to be kept and deleted from the memory on top of the monitoring and sampling considerations. Here we present these four key components in the algorithm.

**Determining nodes in memory.** We start from determining the nodes in \( \mathcal{P}_t \), i.e., determining the set of nodes to be removed from memory and nodes to be added to memory. Intuitively, a critical criterion for node informativity is its local statistic that shows the out-of-control likelihood. Therefore, at each time \( t \), we remove nodes with small local statistics from the memory and instead replace with new nodes for quick exploration. Specifically, we propose to remove nodes with local statistics \( W_i(t) \) smaller than a threshold value \( l \). Here \( l \) is a parameter that acts as the “keep-in-memory” threshold. It should be noted that \( l \) should in general satisfy \( 0 < l < L \). If \( l \leq 0 \), no nodes will be ever removed from memory and thus the algorithm degenerates to the sampling strategy with a fixed layout over time. Therefore, a very small \( l \) may fail to filter an in-control node and thus cause ineffective exploration among nodes. If \( l \geq L \), no nodes will be kept in memory and thus the in-memory layout will change every time. Thus, a large \( l \) might lead to detection failure for smaller shifts as these nodes will be removed quickly before their local statistics grow. The optimal value of \( l \) depends on the steady-state behavior of local statistic \( W_i(t) \) and the actual mean shift magnitude, which will be further investigated in Section VI.

If there are nodes removed at time \( t \), to replace the removed nodes, we follow the BFS mechanism in Section III and randomly select new nodes into the memory based on network
topology. Specifically, we sample among all nodes in \( V \cap \mathcal{P}_{t-1} \), with probability \( \rho(i) \) for node \( i \) proportional to its centrality \( C(i) \), i.e., \( \rho(i) \propto C(i) \). As a special case, at the initial time \( t = 1 \), the entire memory set \( \mathcal{P}_1 \) is randomly selected with probability proportional to centrality \( C(i) \), i.e., all \( M \) nodes are sampled to keep in the memory.

**New node initialization.** At each time \( t \), for a node \( i \) that is newly added to the memory (i.e., \( i \in \mathcal{P}_t \cap \mathcal{P}_{t-1} \)), we initialize its monitoring statistics such that

\[
W_i(t-1) = W_0, \quad \text{for } i \in \mathcal{P}_t \cap \mathcal{P}_{t-1},
\]

where \( W_0 \) is the initiation parameter. Intuitively, \( W_0 > 0 \) as a head-start for a node cannot be too small in case the new nodes are immediately deleted. The design is very similar to the fast initial response in the literature [38], [39], [40], such that \( W_0 \) gives a head-start to the monitoring statistics of newly added nodes. It is shown in the literature that the fast initial response feature has little effect if the process starts out in control, but permits a more rapid response to an out-of-control situation [38]. This feature is especially useful for our problem of interest as nodes may be frequently moved into the memory as a new node without historical records, and thus the head-start boosts the out-of-control nodes for quick detection. Meanwhile, it has minimum effect on the local statistics of in-control nodes such that their local statistics will drop down to normal. Overall, the new node initialization is critical for quick screening of the entire system under memory constraint.

The value of \( W_0 \) balances between quick response to out-of-control signals and the drop-off of in-control nodes, which will be investigated further in Section VI. There is a natural constraint for \( W_0 \) that it should satisfy \( W_0 \geq l \). Otherwise, a newly added node will likely be removed very soon and the exploration of new nodes is impaired.

**Sampling strategy.** Without loss of generality, we again assume that only partial observations are available due to data acquisition and transmission capabilities. We note that data acquisition and transmission related constraints are in general more restricting than the memory constraints regarding data quantity, as the former is typically more expensive for hardware. Therefore, we assume that the in-memory capacity is no smaller than the number of observable nodes, i.e., \( M \geq q \). In this case, the sampling strategy introduced in Section III can be applied similarly under the memory constrained case, with the modification that the observable variables are only selected from \( \mathcal{P}_t \) based on the BFS and DFS mechanisms, mathematically, \( \mathcal{O}_t \subseteq \mathcal{P}_t \).

**Local statistics and monitoring statistics.** To update the statistics at time \( t \), (3) can still be applied in the memory constrained scenario for \( i \in \mathcal{P}_t \), as \( \mathcal{O}_t \subseteq \mathcal{P}_t \). The monitoring statistic \( W(t) \) is updated based on only the in-memory nodes that

\[
W(t) = \max_{i \in \mathcal{O}_t} W_i(t),
\]

To determine the status of the system, we compare \( W(t) \) with the monitoring threshold \( L \), and trigger an out-of-control alarm if \( W(t) > L \).

The illustration of the mechanism in the memory constrained scenario is shown in Fig. 2. A newly added node will have a head-start with a magnitude of \( W_0 \). For an in-control node, its local statistic will quickly drop down below \( l \) and thus removed from memory. In contrast, an out-of-control node will instead quickly increase and thus be kept in memory until an out-of-control alarm is triggered.

V. THEORETICAL PROPERTIES

In this section, we investigate the theoretical performance of the proposal algorithms and show the following properties. Without loss of generality, we assume that the variables \( X(t) \) follows a distribution from the exponential family. We denote their in-control and out-of-control probability density functions as \( f_0(x) = \exp[\eta(\zeta_0)T(x) - A(\zeta_0) + B(x)] \) and \( f_1(x) = \exp[\eta(\zeta_1)T(x) - A(\zeta_1) + B(x)] \). Note that the exponential family contains a wide range of distributions including the normal, exponential, log-normal, gamma, Bernoulli, categorical, and Poisson distributions, which covers a wide range of distributions frequently used for online monitoring.

We begin with the theorem that investigates the in-control property of the proposed algorithms.

**Theorem 1 (In-Control Sampling Property):** Assume that all nodes \( i \in V \) satisfy \( [\eta(\zeta_1) - \eta(\zeta_0)]E[T(X_i)] < A(\zeta_1) - A(\zeta_0) \).

Let \( U \) denote the set of nodes that there exist a finite time \( t_0 \) such that for any \( i \in U \), \( i \) will never be observed after \( t_0 \). Then \( P(U = \emptyset) \rightarrow 1 \) as \( L \rightarrow \infty \) for any \( \lambda \in (0, 1) \).

The assumption \( [\eta(\zeta_1) - \eta(\zeta_0)]E[T(X_i)] < A(\zeta_1) - A(\zeta_0) \) in this property means that the process exhibits in-control in the sense that \( f_1 \) and \( f_0 \) are close. In addition, \( L \rightarrow \infty \) ensures that the monitoring threshold is large enough and thus the process will be run forever without termination. Given these conditions, Theorem 1 shows that no variables will be left unobserved in the long run. This means that the proposed sampling strategy ensures effective exploration of all nodes such that abnormalities occur at any nodes can be identified. Note that the theorem is proved under both scenarios with and without memory constraints in Appendix B.

**Theorem 2 (Out-of-Control Sampling Property):** Suppose that there is at least one node with a mean shift, and its magnitude \( \delta \) is large enough such that \( [\eta(\zeta_1) - \eta(\zeta_0)]E[T(X_j(i))] - [A(\zeta_1) - A(\zeta_0)] > 0 \). In this case, once such a shifted node \( i \) is observed at time \( t \), there is a nonzero probability such that the variable will always be observed ever after.
According to Theorem 1, the sampling strategy will continue to sample all nodes until at least one observed variables is out-of-control. Theorem 2 then follows in the out-of-control case, and shows that if the shift is large enough, there is a nonzero probability that the shifted variable will be observed forever. This is a critical property as it ensures continuous assessment of a potential out-of-control node and thus quickly triggering of alarm. The theorem is proved in Appendix C for both cases with or without memory constraints.

Theorems 1 and 2 together shows the balance of and dynamic switch between exploration and exploitation of the proposal algorithms.

**Theorem 3 (Upper Bound of Detection Delay):** Let $\gamma_i$ denotes the frequency that node $i$ is observed by the proposed algorithms. The proposed strategies with stopping time described in Eq. (4) satisfy average detection delay

$$E(T) \leq \min_{i \in \mathcal{V}} \left( \frac{L}{\gamma_i I(f_{1,i}, f_{0,i})} + O(1) \right)$$

as the alarm threshold $L \to \infty$, where $f_{0,i}$ and $f_{1,i}$ are the in-control and out-of-control probability density functions of node $i$ respectively, and $I(f_{1,i}, f_{0,i})$ is the Kullback-Leibler information for node $i$.

Theorem 3 provides a detection performance bound for the proposed algorithms which guarantees the asymptotic detection speed. The proof of the theorem is shown in Appendix D.

**Remark 1 (Computation Complexity):** The computational complexity for the small and large networks are $O(|V|q + |V| + q \log q)$ and $O(|V| + M \log M + MQ + q \log q)$, respectively.

Each run of the algorithm requires selection of $M$ variables into memory. In the case of large networks, this procedure involves partial sort with complexity $O(|V| + M \log M)$. For small networks, the memory set is equal to the number of nodes in the graph $|V|$ and thus no sorting needed. For calculating $W_i$ for each node $i$ in memory $\mathcal{P}$, two nested loops calculate with regard to $q$ observable nodes for all $M$ nodes in memory, resulting in complexity $O(Mq)$ (or, $O(|V|q)$ for small networks). Lastly, at most $q$ deep variables are selected from the memory with complexity $M + q \log q$. We precompute distances $d(i, j)$ between each pair of nodes resulting in $O(1)$ complexity. For large graphs, number of nodes $|V|$ is much greater than $Mq$, thus, the complexity would be dominated by $O(|V| + M \log M)$ for large networks, and $O(|V|q)$ for small networks. The flow of the algorithm is shown in Algorithm 1.

Note that when $\mathcal{P} = V$ Algorithm 1 is for small networks and else for large networks.

**Remark 2 (Selection of Parameters):** Theoretical investigation of the effects of the parameters of the algorithm on the algorithm’s behavior is quite difficult. In essence, the system being monitored is essentially a Markov chain whose state space describes all local variables and the distribution of observable variables. The state space has a very high dimension, and individual parameters ($\lambda$, $D$, $\theta$, $h$, $l$, and $L$) affect the transitional probability of this Markov chain, and how these parameters affect the stopping times and asymptotic behavior of the chain is very complicated. Intuitively, the interpretations of individual parameters are as follows:

- $\lambda$, $D$, and $\theta$ jointly affect the deployment of the deep sensors. The discussion of these parameters can be found after Eq. (5).
- $h$ influence how much neighbors are affected by each observation. Big $h$ would hinder the exploration and make the monitoring scheme too sensitive to occasional extreme values of observations. If $h$ is too small, the out-of-control node will be easily missed even right after an observation.
- $l$ determines the rate of memory and thus the exploitation on suspicious nodes. Larger $l$ will lead to lower probability on keeping a node under memory and observation.
- As the alarm threshold, $L$ is typically selected based on prescribed average run length.

More discussions of the parameters can be found in Section VI.

**VI. Simulation**

In this section, we evaluate the proposed algorithms and gain better understanding of parameters via numerical simulation on large networks. The performance of the proposed method will also be compared with several benchmark methods to demonstrate the advantages and special characteristics. In the following subsections, we first introduce the simulation setups and then show the simulation results.

A. Simulation Setup

The overall objective of the simulation is to check how quickly proposed algorithms locate out-of-control nodes in
the network and trigger an alarm for the entire system. We experiment with different parameter settings, network structures, different number of seeds, and different centralities to determine the sampling weights for the BFS mechanism. Below we provide the details of the simulation setup.

We run the simulation procedures discussed below on two datasets: synthetic dataset generated by Barabasi-Albert model with |V| = 1000, and |E| = 1000; and real-world dataset NetHEPT comprised of citation network between authors of “High Energy Physics-Theory” section of arXiv.org from 1991 to 2003. The NetHEPT dataset had |V| = 15233, and |E| = 31398, we take the largest connected component with |V| = 6794, |E| = 19071. The NetHEPT dataset is frequently used in influence maximization research [41]. To cope with potential randomness of the simulation from (i) choice of seeds, (ii) the spreading of the cascade (depending on the propagation probability), and (iii) the BFS procedure (sampling randomness, partly because of the selected centrality), we repeat the simulation steps NumRuns = 5000 times for each case detailed below. The overview of the simulation steps is outlined in Algorithm 2.

Throughout the section, we assume that variables associated with nodes in a network follow normal distributions with standard deviation 1. Specifically, we assume that the in-control nodes follow normal distributions with mean 0. Out-of-control nodes have mean shifts with magnitudes of $\delta = 1, 2,$ and 3. Specifically, we utilize the independent cascade model such that the shift starts from NumSeeds seeds (i.e., initial infected nodes) with an activation probability $p_{uv}$ to infect their adjacent nodes to be constant across all edges $(u, v)$; further we denote it as $p_v$. The number of seeds NumSeeds ranges from 0.5% to 2% of the total number of nodes in the network, and propagation probability ranges from 0.1 to 0.8. Meanwhile, we consider two mechanisms of the selection of seeds. The first one is to randomly select nodes as seeds, which is referred to as the random seed case. This is a practical case where the initial faults may randomly occur, i.e., mechanical failures in a power grid. The second one is to select nodes that have the largest values of degree centrality, which we later refer to as the degree seed case. It is a less common case that initial faults only occur to nodes with highest centrality, but it holds for certain cases in practice, e.g., sabotage in a connected IoT system by an intruder who intends to maximize the influence. Although it is a relatively extreme case, we test under this case for thorough performance assessment.

For each case we consider, we report the average run length (ARL) and standard deviation of run lengths for the out-of-control cases, which shows the statistical property of detection delay. In-control average run length (denoted as $ARL_0$) for all cases are set as 370, and all results regarding average run length are reported based on 5000 simulation runs. We consider three benchmark methods to be compared with the proposed methods: (i) the CUSUM procedure with full observations, which is referred to as the “FULL” method later; (ii) the CUSUM procedure that applies to a fixed set of nodes that has the highest centrality, which is referred to as the “Fixed” method; and (iii) the “TRAS” method proposed in Liu et al. [14], which is a baseline adaptive sampling method without considering the network structure. For the proposed method, we let $\theta = 0.3, \lambda = 0.4,$ and $h = 2$. Here we choose $h$ as a small number to demonstrate the robustness of the bandwidth parameter to the size of the network. For TRAS, we set $r = 1$ and $\Delta = 0.1$.

### Algorithm 2 Simulation Steps

```plaintext
Input: Graph $G(V, E)$
Output: Run_length_statistics
Centralities $\leftarrow$ Compute_all_centralities($G$)
Run_length_statistics $\leftarrow$ [ ]
for InfectionProbability $\leftarrow$ 0.1 to 0.8 do
    NumSeeds $\leftarrow$ 0.5% to 2% do
        S $\leftarrow$ Generate_seeds($G, \text{NumSeeds}$)
        for j $\leftarrow$ 0 to |Centralities| do
            temporaryResult $\leftarrow$ [ ]
            for step $\leftarrow$ 0 to NumRuns do
                temp $\leftarrow$ simulate($G, S, \text{Centralities}[j]$)
                #network monitoring and sampling process
                temporaryResult $\leftarrow$ append(temp)
                Run_length_statistics[$\text{NumSeeds}, j$] $\leftarrow$
                append(temporaryResult)
        return Run_length_statistics
```

B. Simulation Results

We first evaluate the impact of the unique parameters of the proposed method and provide insights on parameter selection. We first test the unique parameters $W_0$ and $l$ in the proposed method in Section IV. Specifically, we conduct the study on simulated network with NumSeeds = 10, random seed, $p_v = 0.5$, and the betweenness centrality is used. The results are shown in Table I that reports the ARL values (i.e., detection delay) under various magnitude of mean shifts. In this table, $W_0$ ranges from 1 to 2, $l$ ranges from 0.5 to 1.5, and $W_0 > l$. We can observe that the performance of the propose method is fairly robust with regard to the parameter combinations. For large shift ($\delta = 3$), smaller $W_0$ and larger $l$ in general lead to quicker detection. This is because they result in smaller head-start values and quicker removal of in-control nodes in the memory, such that noticeable shifted nodes can be quickly observed and thus identified. For small shift ($\delta = 1$), in general a larger $W_0$ value results in a better performance. It will give newly observed nodes a quicker initial response such that nodes with less noticeable shifts can be observed longer. Meanwhile, the value of $l$ cannot be too large, as it may lead to early filtering of nodes with small shifts. Overall, the combination $W_0 = 1.5$ and $l = 1$ gives a satisfactory performance for all magnitudes of shifts considered. Therefore, these values are adopted in the rest of the section.

Recall that the proposed methods utilized centralities of nodes for effective sampling and quick identification of out-of-control nodes. We here compare various choices of centralities to understand the impact of the used centrality on the monitoring and sampling of the proposed method in Section IV.
will naturally affect more nodes in the network given that the seed is much faster than random seed, as the degree seed shows a robust performance for both cases and all benchmark methods for comprehensive evaluation and validation. We assume that $q = 10$ in the comparisons, which means the monitoring resources are extremely limited for online monitoring. We start with the comparison for the proposed method in Section III without memory constraint in the degree seed scenario, conducted on the simulated network. The results are shown in Table III. In this table, we consider various number of seeds $\text{Num Seeds}$, activation probability $p_a$, and magnitudes of mean shifts. First of all, it is obvious that the Full method performs well for small to moderate shifts. This observation is consistent with our expectation as the Full method acts like an oracle method that monitors only the seed nodes. The proposed methods show comparable performances in most cases, and even outperforms the Fixed method for large shifts or large $\text{Num Seeds}$ due to the augmentation mechanism. It allows the proposed method to leverage the network structure and exploit observations of neighboring nodes, which leads to quicker detection when larger shifts or more out-of-control nodes are observed. The proposed method also consistently outperforms the TRAS method. When the monitoring resources are highly limited, the TRAS method heavily relies on random sampling. Therefore, it takes longer for TRAS to trigger an alarm than the proposed method which leverages network structure and centrality. Although the Full method has perfect information of the entire network, it performs comparable or even worse than the proposed method at times. It makes sense in the degree seed scenario where more nodes will be affected, given that the probability for adaptive sampling methods to locate an out-of-control node is higher. Furthermore, since the Full method constructs monitoring statistic based on all nodes, its compensation for high-dimensional simultaneous tests results in the loss in detection power. In general, the proposed method shows overall satisfactory performance in this scenario compared to the benchmark methods. The next comparison is for the four competing methods in the random seed scenario without memory constraints. The results are shown in Table IV, the setting of which is the same with Table III except that the seeds are randomly

Table II shows the $ARL_1$ and corresponding standard errors for the proposed method applied on the simulated network with $\text{Num Seeds} = 5$ and $p_a = 0.1$. Five centralities are considered under both random and degree seed scenarios. For all cases, the detection delay decreases as the magnitude of mean shifts increase, as expected. For the two mechanisms of seed selection, we can see that the detection results are very different for each centrality and are not consistent over the choices of centralities. Overall, the detection for degree seed is much faster than random seed, as the degree seed will naturally affect more nodes in the network given that the seeds are highly connected with other nodes. For random seed, the local rank centrality shows the best performance. This is because local rank is a “local” measure and is based on the counts of first and second hop neighbors [37]. Betweenness centrality leads to the worst performance for random nodes as it is the highest for the nodes that lie on the intersection of many shortest paths; these nodes may not necessarily be important for the networks without pronounced community structure. On the contrary, for degree seed, betweenness centrality performs the best, because nodes with high betweenness could be close to the “superseeds” with high degree. Closeness centrality leads to the slowest detection, as closeness centrality may be highly affected by nodes with less neighbors and thus does not match with degree seeds. Overall, the local rank centrality shows a robust performance for both cases and all magnitudes of mean shifts. Therefore, we use the local rank centrality for the results later in this section.

Next, we compare the proposed method with the three benchmark methods for comprehensive evaluation and validation. We assume that $q = 10$ in the comparisons, which means the monitoring resources are extremely limited for online

<table>
<thead>
<tr>
<th>$\text{Num Seeds}$</th>
<th>$p_a$</th>
<th>Methods</th>
<th>$\delta = 1$</th>
<th>$\delta = 2$</th>
<th>$\delta = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.1</td>
<td>Proposed</td>
<td>12.11 (0.09)</td>
<td>5.26 (0.02)</td>
<td>3.84 (0.02)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TRAS</td>
<td>41.69 (1.09)</td>
<td>24.97 (1.06)</td>
<td>21.86 (1.06)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>8.51 (0.04)</td>
<td>4.50 (0.01)</td>
<td>3.41 (0.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full</td>
<td>11.66 (0.04)</td>
<td>6.49 (0.02)</td>
<td>4.85 (0.01)</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>Proposed</td>
<td>7.71 (0.04)</td>
<td>4.16 (0.01)</td>
<td>3.34 (0.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TRAS</td>
<td>13.31 (0.07)</td>
<td>7.36 (0.03)</td>
<td>5.80 (0.02)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>7.99 (0.03)</td>
<td>4.43 (0.01)</td>
<td>3.40 (0.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full</td>
<td>9.45 (0.03)</td>
<td>5.91 (0.01)</td>
<td>4.66 (0.01)</td>
</tr>
<tr>
<td>20</td>
<td>0.1</td>
<td>Proposed</td>
<td>8.68 (0.03)</td>
<td>4.19 (0.02)</td>
<td>3.17 (0.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TRAS</td>
<td>21.36 (0.19)</td>
<td>10.72 (0.09)</td>
<td>8.45 (0.08)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>7.17 (0.03)</td>
<td>4.05 (0.01)</td>
<td>3.13 (0.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full</td>
<td>10.02 (0.03)</td>
<td>5.73 (0.01)</td>
<td>4.36 (0.01)</td>
</tr>
<tr>
<td>20</td>
<td>0.5</td>
<td>Proposed</td>
<td>6.83 (0.03)</td>
<td>3.77 (0.01)</td>
<td>3.02 (0.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TRAS</td>
<td>11.12 (0.05)</td>
<td>6.30 (0.02)</td>
<td>4.94 (0.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>7.08 (0.03)</td>
<td>4.04 (0.01)</td>
<td>3.13 (0.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full</td>
<td>8.55 (0.02)</td>
<td>5.39 (0.01)</td>
<td>4.24 (0.01)</td>
</tr>
</tbody>
</table>

Table I

<table>
<thead>
<tr>
<th>$W_0$</th>
<th>$l$</th>
<th>$\delta = 1$</th>
<th>$\delta = 2$</th>
<th>$\delta = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>11.42 (0.23)</td>
<td>6.31 (0.09)</td>
<td>5.05 (0.06)</td>
</tr>
<tr>
<td>1.5</td>
<td>0.5</td>
<td>11.56 (0.30)</td>
<td>6.37 (0.10)</td>
<td>5.03 (0.04)</td>
</tr>
<tr>
<td>1.5</td>
<td>1</td>
<td>10.99 (0.20)</td>
<td>6.31 (0.09)</td>
<td>5.02 (0.04)</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>11.34 (0.24)</td>
<td>6.42 (0.10)</td>
<td>5.14 (0.06)</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>11.25 (0.24)</td>
<td>6.32 (0.09)</td>
<td>5.11 (0.05)</td>
</tr>
<tr>
<td>2</td>
<td>1.5</td>
<td>11.30 (0.23)</td>
<td>6.32 (0.08)</td>
<td>5.10 (0.05)</td>
</tr>
</tbody>
</table>

Table II

<table>
<thead>
<tr>
<th>Centrality</th>
<th>Seed type</th>
<th>$\delta = 1$</th>
<th>$\delta = 2$</th>
<th>$\delta = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Closeness</td>
<td>random</td>
<td>157.53 (1.94)</td>
<td>59.08 (0.84)</td>
<td>40.45 (0.58)</td>
</tr>
<tr>
<td>Degree</td>
<td>random</td>
<td>188.14 (3.09)</td>
<td>98.70 (1.87)</td>
<td>67.93 (1.19)</td>
</tr>
<tr>
<td>Degree</td>
<td>degree</td>
<td>12.51 (0.09)</td>
<td>5.43 (0.03)</td>
<td>3.95 (0.02)</td>
</tr>
<tr>
<td>LocalRank</td>
<td>random</td>
<td>116.13 (1.75)</td>
<td>37.36 (0.51)</td>
<td>23.13 (0.31)</td>
</tr>
<tr>
<td>Pagerank</td>
<td>random</td>
<td>183.95 (2.98)</td>
<td>90.46 (1.54)</td>
<td>61.29 (1.94)</td>
</tr>
<tr>
<td>Betweenness</td>
<td>random</td>
<td>282.49 (4.35)</td>
<td>233.04 (3.79)</td>
<td>215.71 (3.60)</td>
</tr>
<tr>
<td>Degree</td>
<td>7.51 (0.04)</td>
<td>3.82 (0.01)</td>
<td>2.80 (0.01)</td>
<td></td>
</tr>
</tbody>
</table>
selected. Compared to the degree seed scenario, the detection delay is in general longer as random seed leads to fewer out-of-control nodes overall. As expected, the performance of the Fixed method degrades the most, which confirms that the Fixed method is rigid in mechanism and relies heavily on the out-of-control scenario. The proposed method, on the contrary, is adaptive to online observations and consistently outperforms the Fixed method. The detection performance of the Full method is among the best in the random seed scenario as it utilizes all observations. However, it is not practical under the resource constraints. The proposed method utilizes only around 1% of the information and thus is less effective when NumSeeds, p, and  is extremely small. But it can achieve an comparable performance otherwise.

VII. Case Study

In this section, we use smart grid as a case study. Thanks to the development of the information and communication technology, sensors such as smart meters and phasor measurement units can report the measurements timely and remotely. Besides, as the price of the sensors decreases, the wide deployment of sensors becomes affordable. Thus, with real-time measurements monitoring most grid nodes, the grid operators are enhanced with situational awareness and can maintain the grid more efficiently. On the other hand, since the scale of a grid can be extremely large, monitoring the states of each node exposes heavy burdens to the communication network. Moreover, analyzing such large amount of data is time-consuming and can violate the real-time requirement of the grid. To address these limitations and monitor the grid more robustly, we apply the proposed adaptive monitoring method to power grids. Specifically, to monitor the stability of a grid, the voltage magnitude at each node is selected as the interested metric because it presents a direct perception on the state of the grid. Since electrical devices can function improperly or be damaged with high or low voltages, it is critical to keep monitoring the voltages and guarantee that the voltages are within a pre-defined range. The voltage measurements of neighboring nodes are correlated by the

<table>
<thead>
<tr>
<th>NumSeeds</th>
<th>p</th>
<th>Methods</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.1</td>
<td>Proposed</td>
<td>116.13 (1.75)</td>
<td>37.36 (0.51)</td>
<td>23.13 (0.31)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TRAS</td>
<td>130.61 (3.06)</td>
<td>108.18 (3.12)</td>
<td>104.61 (3.13)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>326.92 (4.92)</td>
<td>325.99 (4.93)</td>
<td>325.79 (4.93)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full</td>
<td>13.92 (0.05)</td>
<td>6.85 (0.02)</td>
<td>4.92 (0.01)</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>Proposed</td>
<td>32.57 (0.79)</td>
<td>12.88 (0.24)</td>
<td>9.02 (0.14)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TRAS</td>
<td>26.76 (0.73)</td>
<td>16.08 (0.68)</td>
<td>13.98 (0.68)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>107.49 (3.41)</td>
<td>103.84 (3.43)</td>
<td>102.84 (3.43)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full</td>
<td>11.38 (0.04)</td>
<td>6.59 (0.02)</td>
<td>4.88 (0.01)</td>
</tr>
<tr>
<td>20</td>
<td>0.1</td>
<td>Proposed</td>
<td>40.05 (0.59)</td>
<td>13.37 (0.15)</td>
<td>8.60 (0.08)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TRAS</td>
<td>31.04 (0.47)</td>
<td>16.29 (0.40)</td>
<td>13.48 (0.40)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>211.80 (4.41)</td>
<td>208.59 (4.44)</td>
<td>207.86 (4.45)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full</td>
<td>10.87 (0.03)</td>
<td>5.89 (0.01)</td>
<td>4.41 (0.01)</td>
</tr>
<tr>
<td>20</td>
<td>0.5</td>
<td>Proposed</td>
<td>9.32 (0.05)</td>
<td>5.49 (0.02)</td>
<td>4.51 (0.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TRAS</td>
<td>13.39 (0.07)</td>
<td>7.68 (0.03)</td>
<td>6.07 (0.02)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>10.79 (0.40)</td>
<td>7.02 (0.40)</td>
<td>5.89 (0.40)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full</td>
<td>9.67 (0.03)</td>
<td>5.79 (0.01)</td>
<td>4.38 (0.01)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>NumSeeds</th>
<th>p</th>
<th>Methods</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>33</td>
<td>0.05</td>
<td>Proposed</td>
<td>16.48 (0.14)</td>
<td>7.55 (0.05)</td>
<td>5.46 (0.03)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TRAS</td>
<td>36.75 (0.70)</td>
<td>20.34 (0.62)</td>
<td>17.23 (0.61)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>7.40 (0.03)</td>
<td>4.15 (0.01)</td>
<td>3.20 (0.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full</td>
<td>11.10 (0.03)</td>
<td>6.39 (0.01)</td>
<td>4.79 (0.01)</td>
</tr>
<tr>
<td>33</td>
<td>0.1</td>
<td>Proposed</td>
<td>11.75 (0.07)</td>
<td>6.20 (0.03)</td>
<td>4.74 (0.02)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TRAS</td>
<td>17.60 (0.11)</td>
<td>9.89 (0.05)</td>
<td>7.95 (0.05)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>7.36 (0.03)</td>
<td>4.14 (0.01)</td>
<td>3.19 (0.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full</td>
<td>10.39 (0.03)</td>
<td>6.28 (0.01)</td>
<td>4.76 (0.01)</td>
</tr>
<tr>
<td>67</td>
<td>0.05</td>
<td>Proposed</td>
<td>13.18 (0.10)</td>
<td>6.15 (0.03)</td>
<td>4.45 (0.02)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TRAS</td>
<td>28.56 (0.27)</td>
<td>13.85 (0.17)</td>
<td>11.19 (0.16)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>6.98 (0.03)</td>
<td>3.99 (0.01)</td>
<td>3.09 (0.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full</td>
<td>10.41 (0.03)</td>
<td>6.05 (0.01)</td>
<td>4.60 (0.01)</td>
</tr>
<tr>
<td>67</td>
<td>0.1</td>
<td>Proposed</td>
<td>10.85 (0.07)</td>
<td>5.50 (0.03)</td>
<td>4.14 (0.02)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TRAS</td>
<td>13.46 (0.10)</td>
<td>8.86 (0.05)</td>
<td>7.01 (0.04)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>6.95 (0.03)</td>
<td>3.99 (0.01)</td>
<td>3.09 (0.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full</td>
<td>9.82 (0.03)</td>
<td>5.95 (0.01)</td>
<td>4.56 (0.01)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>NumSeeds</th>
<th>p</th>
<th>Methods</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>33</td>
<td>0.05</td>
<td>Proposed</td>
<td>141.12 (2.35)</td>
<td>67.82 (1.21)</td>
<td>45.86 (0.85)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TRAS</td>
<td>128.14 (3.02)</td>
<td>106.99 (3.08)</td>
<td>103.41 (3.09)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>307.44 (4.94)</td>
<td>305.95 (4.95)</td>
<td>305.61 (4.96)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full</td>
<td>12.25 (0.04)</td>
<td>6.58 (0.01)</td>
<td>4.83 (0.01)</td>
</tr>
<tr>
<td>33</td>
<td>0.1</td>
<td>Proposed</td>
<td>19.03 (0.30)</td>
<td>11.82 (0.13)</td>
<td>9.73 (0.11)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TRAS</td>
<td>22.63 (0.29)</td>
<td>14.11 (0.27)</td>
<td>12.00 (0.26)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>20.30 (0.95)</td>
<td>15.86 (0.96)</td>
<td>14.42 (0.96)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full</td>
<td>11.71 (0.03)</td>
<td>6.54 (0.01)</td>
<td>4.83 (0.01)</td>
</tr>
<tr>
<td>67</td>
<td>0.05</td>
<td>Proposed</td>
<td>89.27 (1.60)</td>
<td>37.08 (0.64)</td>
<td>24.49 (0.41)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TRAS</td>
<td>54.58 (1.43)</td>
<td>34.78 (1.40)</td>
<td>31.41 (1.40)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>198.90 (4.40)</td>
<td>195.14 (4.43)</td>
<td>194.29 (4.44)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full</td>
<td>11.13 (0.03)</td>
<td>6.16 (0.01)</td>
<td>4.63 (0.01)</td>
</tr>
<tr>
<td>67</td>
<td>0.1</td>
<td>Proposed</td>
<td>15.47 (0.08)</td>
<td>9.55 (0.04)</td>
<td>7.85 (0.03)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TRAS</td>
<td>19.27 (0.11)</td>
<td>11.33 (0.06)</td>
<td>9.24 (0.05)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fixed</td>
<td>12.05 (0.05)</td>
<td>7.69 (0.03)</td>
<td>6.27 (0.02)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full</td>
<td>10.80 (0.03)</td>
<td>6.13 (0.01)</td>
<td>4.62 (0.01)</td>
</tr>
</tbody>
</table>
Kirchoff’s circuit law and the Ohm’s law. Thus, the proposed method has an improved anomaly detection capability with the neighboring measurements included.

We simulate line outages as the out-of-control abnormalities. During a line outage, the power between two nodes is cut off. Thus, the power flows in the remaining network will be re-distributed to meet the network demands, which leads to voltage variations. Depending on different types of network structures, the voltage variation patterns can be different. Specifically, for meshed networks, in which most nodes have more than one neighbors, the voltage variations will be small. Based on the direction of the power flow, we differentiate two nodes connected by a line as the starting node and the ending node, and we call the starting node as the parent node of the ending node. The voltage of the starting node will slightly increase because itself or its parent node need to push more powers to the remaining neighbors. Meanwhile, the voltage of the ending node will decrease but not to zeros because powers can still be supplied by other neighbors. On the other hand, for radial networks, the power flowing into a sub-tree is supplied by a single node. Once the connection to the node is cut off, the voltages of all the nodes in the subtree will become zero. The voltage of the parent node will increase because less power is injected into the network (meshed networks do not have decreased power injections because the graph is still connected). Furthermore, when the line outage is cleared, in the radial network, the voltage of the parent node will have a sudden decrease because of the suddenly increasing load, while in the meshed network, such a voltage variation is negligible.

We will investigate the effectiveness of the proposed method on grids with different sizes and types. Simulations are conducted on three grid models: the IEEE 118-bus network [42], the 342-Node Low Voltage Network Test System (LVNTS) [43], and the 8500-Node Test Feeder [44], each of which is run for 20s with a time step of 0.01s. Line outages occur at lines which are randomly selected. The IEEE 118-bus network is a transmission network with a mesh topology. It has 118 nodes, including 19 generators, which inject power to the network. Line outages are simulated at time 5s-5.2s on line 35-65 and 12s-12.2s on line 77-82. Since generators appear in the network, we formulate detailed physical models and control models of the generators and simulate the grid with the root-mean square (RMS) model to capture the voltage oscillations caused by the line outages. Besides, LVNTS is a distribution network with a mesh topology. It has 390 nodes, including 150 nodes constituting 8 radial primary distribution feeders, 192 constituting the grid network, and 48 auxiliary nodes constituting 8 spot networks. Three line outages are simulated on the three parts, including line outages at 5s-5.2s on line P141-P142, 10s-10.2s on line S53-S54, and 15s-15.2s on line S196-S194. Since no generator appears, the voltage oscillations are negligible, and the phasor simulation is used for speeding up. Furthermore, the 8500-Node Test Feeder is a distribution network as well but with a radial topology. There is only one feeder in the network. Therefore, the tree structure of the grid makes the anomaly at a node observable at its off-springs. Line outages are simulated at 5s-5.2s on line L3235275-M1026347, 10s-10.2s on line L2673313-M1027011, and 15s-15.2s on line R18243-N1139552. Similar to LVNTS, phasor simulation is used. For simplicity, we only monitor the voltages of phase A.

The monitoring statistics and detection time of the four competing methods on the IEEE 118-bus network are shown in Fig. 4. The parameters are set as $q = 10$ and $M = 50$. As the network size is small and the shift is large, the detection results are similar for all four methods. Since the RMS model is used, the voltage oscillation increases gradually. Thus, a small delay is induced, and the abnormality is detected at $t = 512$ for all four methods.

The monitoring statistics and detection time of the four competing methods on the LVNTS network are shown in Fig. 5. The parameters are set as $q = 10$ and $M = 200$ in this case. For this scenario, the proposed method triggers the out-of-control alarm slightly later than the Fixed and Full methods. The TRAS method, however, takes much longer to detect the shift. From the monitoring statistic of the TRAS method, it seems that it failed to sample the major out-of-control nodes of the first line outage and was not fully aware of the large shift.

The monitoring statistics and detection time of the four competing methods on the 8500-Node Test Feeder network are shown in Fig. 6. The parameters are set as $q = 10$ and $M = 200$ in this case. For this scenario, the proposed method triggers the out-of-control alarm right after the shift, which is the same as the Full methods. Although the TRAS method also triggers an alarm quickly, it did not keep any key
the monitoring variables in network where only a subset of observations are available at each acquisition time. The proposed method is also generalized to the case where memory constraint poses a challenge. In addition, we investigated and proved two important properties regarding the sampling layout of the proposed algorithm with and without memory constraints. When the process is in control, the algorithms keep searching for abnormality among all variables. This property ensures that no matter when and where the mean shift occurs, our sampling algorithm is able to quickly realize the changes. When the process is out of control, the algorithms stick to the nodes that are most likely out of control. This property ensures that our sampling algorithm is able to effectively leverage the limited resources to maximize the detection capability. The performance of the proposed algorithms was demonstrated and evaluated through simulations and a case study on power grid monitoring. Both studies revealed the effectiveness of the proposed algorithms under various network settings.

APPENDIX A
CALCULATING THE AVERAGE RUN LENGTH

Here is the algorithm for calculating the run length (RL) of a control chart for a single process, given a threshold $L$:

1) Run the monitoring procedure for a time horizon $T$ (we call it a single run).
2) For $t = 1 : T$, if $W(t) > L$, the run length $RL(t) = t$.
3) Return $t$.

Algorithm for calculating the average run length (ARL) by repeating the above procedure for $n$ repetitions:

1) For run $i = 1 : n$, calculate its run length $RL_i(L)$.
2) The average run length is calculated as $ARL(L) = \frac{1}{n} \Sigma_{i=1}^{n} RL_i(L)$.

As a side note, most of the time we also calculate the standard deviation of ARL for comparison purpose. $n$ is typically chosen as 1000, 5000, 10000, depending on the computation time.

To control the false alarm rate, the threshold $L$ should be selected such that the average run length is a target value $ARL_0$ (typically 200 or 370). Here is a basic algorithm for searching for the threshold value $L$ given a $ARL_0$ value:

1) For $j = 1, 2, \cdots$, calculate $ARL(L = exp(j))$ until $ARL(L = exp(j)) > ARL_0$ (find out the upper and lower bound of ARL, which later denoted as $L_1$ and $L_2$);
2) Denote $L_1 = exp(j-1)$ and $L_2 = exp(j)$;
3) Until $|ARL(L) - ARL_0| < \epsilon$ or $|L_1 - L_2| < \epsilon$:
   - calculate $ARL(L = \frac{1}{2}(L_1 + L_2))$;
   - if $ARL(L = \frac{1}{2}(L_1 + L_2)) < ARL_0$
     - let $L_1 = L$;
   - else:
     - let $L_2 = L$.

APPENDIX B
PROOF OF THEOREM 1

Proof for networks without memory constraint: We first show that there are infinite many time stamps such that
$q_0(t) < q$. In the in-control case, the local monitoring statistics

$$W(t) = \max_i W_i(t)$$

$$= \max_i \max \left( W_i(t-1) + \sum_{j \in \mathcal{C}_i} K_h(d|i, j)(\mu_1 X_j(t) - \mu_1^2/2), 0 \right)$$

$$- [A(\zeta_1) - A(\zeta_0)], 0 \right) \leq \max(S(t), 0),$$

where $S(t) = \sum_{t \leq t} \sum_{j \in \mathcal{C}_i} \max \left( (\mu_1 X_j(t) - \mu_1^2/2), 0 \right)$.

As a special example, if $X_j(t)$ follows standard normal distribution and select $f_j(x)$ to be two-sided $N(\mu_1, 1)$ and $N(-\mu_1, 1)$ for $\mu_1 > 0$,

$$W(t) = \max_i W_i(t) = \max \left( W_i(t-1) + \sum_{j \in \mathcal{C}_i} K_h(d|i, j)(\mu_1 X_j(t) - \mu_1^2/2), 0 \right) \leq \max(S(t), 0),$$

where $S(t) = \sum_{t \leq t} \sum_{j \in \mathcal{C}_i} \max(\mu_1 X_j(t) - \mu_1^2/2, -\mu_1 X_j(t) - \mu_1^2/2, 0)$.

Therefore, there are infinite number of time points such that

$$W(t) < D \left( \frac{1 - q^{-1}}{\delta} + \theta \right),$$

which further leads to

$$\frac{q_0(W(t) - D\theta)}{D(1 - \theta)} < q - 1,$$

such that $q_0(t) = \min \left( \frac{q_0(W(t) - D\theta)}{D(1 - \theta)}, q \right) \leq q - 1$. This is equivalent to the fact that there are infinite number of times $t_1, t_2, \cdots$ such that $q_0(t) \geq t$. Note that at any of these time there is non-zero probability $p$ for any variable to be sampled by the BFS mechanism given that employed centralities are positive for nodes. Therefore, the probability for a node $i$ to be in set $U$ is

$$P(i \in U) = \lim_{j \to \infty} (1 - p)^j \to 0.$$

**Proof for networks with memory constraint:** Following the proof for small networks, we only need to show that there are infinite number of times that certain variables will be moved out of the memory, as any nodes has a positive probability bounded from below. This is equivalent to show $W_i(t) < l$ for infinite number of times. Actually,

$$W_i(t) = \max \left( W_i(t-1) + \sum_{j \in \mathcal{C}_i} K_h(d|i, j)([\eta(\zeta_1) - \eta(\zeta_0)]$$

$$\cdot T(X_j(t)) - [A(\zeta_1) - A(\zeta_0)], 0 \right) \leq \sum_{t \leq t} \sum_{j \in \mathcal{C}_i} \max \left( [\eta(\zeta_1) - \eta(\zeta_0)]T(X_j(t)) \right)$$

$$- [A(\zeta_1) - A(\zeta_0)], 0 \right).$$

Similarly, the last term is a random walk with a negative mean, which means that $W_i(t)$ is bounded by a random process that returns to 0 infinite number of times. This finished the proof.

**APPENDIX C**

**PROOF OF THEOREM 2**

*Proof for networks without memory constraint:* We show the proof for large enough $\delta$ such that $[\eta(\zeta_1) - \eta(\zeta_0)][\mathbb{E}(T(X_j(t)) - [A(\zeta_1) - A(\zeta_0))] > 0, \lambda > \frac{\mu_1}{2}$ and $h = 1$. Without loss of generality, we assume the shift is positive. At time $t$, if $[\eta(\zeta_1) - \eta(\zeta_0)]T(X_j(t)) > [A(\zeta_1) - A(\zeta_0)] + D$,

$$W(t) \geq W_j(t) \geq \max \left( W_j(t-1) + ([\eta(\zeta_1) - \eta(\zeta_0)]$$

$$\cdot T(X_j(t)) - [A(\zeta_1) - A(\zeta_0)], 0 \right) \geq \max \left( [\eta(\zeta_1) - \eta(\zeta_0)]T(X_j(t)) - [A(\zeta_1) - A(\zeta_0)] \right).$$

As a special example, $X_j(t)$ follows normal distribution, $[\eta(\zeta_1) - \eta(\zeta_0)]T(X_j(t)) - [A(\zeta_1) - A(\zeta_0)] = \mu_1 X_j(t) - \frac{\mu_1^2}{2}$ is positive if $\delta > \frac{\mu_1}{2}$. Then $\mu_1 X_j(t) - \frac{\mu_1^2}{2}$ is positive if $\delta > \frac{\mu_1}{2}$. Therefore,

$$W(t) \geq W_j(t) \geq \max \left( W_j(t-1) + \mu_1 X_j(t) - \frac{\mu_1^2}{2}, 0 \right) \geq \mu_1 X_j(t) - \frac{\mu_1^2}{2}.$$
to Janssen et al. [47], $P(Y(t+n) > 0$ for all $n \geq 0$) is a non-zero probability that

$$P(Y(t+n) > 0$ for all $n \geq 0$)

$$P\left( \sum_{t=1}^{\infty} \left( \mu_j X_j(t) - \frac{\mu_j^2}{2} \right) \geq 0 \right)

$$

$$= \left( 1 - \Phi \left( \frac{\delta - W_j(t-1) - W_i(t-1) + \mu_1}{\mu_1} \right) \right) \cdot \sqrt{2\delta - \frac{\mu_1^2}{2} \exp \left( \frac{-\frac{\mu_1^2}{2} \cdot \sum_{r=0}^{\infty} \frac{1}{(2r+1)} \cdot \left( -\frac{\mu_1}{2} \right)^2 }{2} \right)} ,$$

for $0 \leq \delta - \frac{\mu_1}{2} \leq 2\sqrt{\tau}$, where $\zeta(\cdot)$ is the Riemann zeta function.

**Proof for networks with memory constraint:** We show the proof for $D > 1$. It is obvious from the proof for networks without memory constraint that once variable $i$ is kept observed, $W_j(t) > D > 1$ and thus will always be kept in memory.

**APPENDIX D PROOF OF THEOREM 3**

**Proof:** Without loss of generality, consider a scheme where the monitoring statistic is $W_i(t)$ instead of $W(t) = \max_{i \in V} W_i(t)$. The stopping time in this scheme is $T' = \inf\{ t \geq 1 : W_i(t) \geq L \}$. Let $S_k$ denotes the total time that node $k$ is observed before the stopping time $T'$. We have $T' = \sum_{k=1}^{\infty} S_k$. Then $E(T') = \sum_{k=1}^{\infty} E(S_k) = \sum_{k=1}^{\infty} E(\xi)$. As $W_i(t)$ is only updated when node $i$ is observed, and the stopping time depends solely on $W_i$, we have $E(S_i) = \frac{E(T)}{\max_{j \in I(f_{ij}, f_{ij})}} + O(1)$ as $L \to \infty$, followed by Chapter 2 of [45]. In addition, $\lim_{L \to \infty} \frac{E(S_i)}{E(\xi)} = \frac{1}{q_i}$. Therefore, we have $E(T') \leq \sum_{i \in V} \frac{E(T)}{q_i} (f_{ij}, f_{ij}) + O(1)$ as $L \to \infty$. At the time that $W_i$ is updated, by the definition of $W_i$, we have $W(t) = \sum_{i \in V} \hat{W}_i(t) \geq W_i(t)$. Therefore, $E(T) \leq E(T') \leq \sum_{i \in V} \frac{E(T)}{q_i} (f_{ij}, f_{ij}) + O(1)$ as $L \to \infty$. Since the inequality holds for all locations $i \in V$, we have $E(T) \leq \min_{i \in V} \frac{L}{q_i} (f_{ij}, f_{ij}) + O(1)$.
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