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LOCAL EXISTENCE, LOWER MASS BOUNDS, AND A NEW
CONTINUATION CRITERION FOR THE LANDAU EQUATION

CHRISTOPHER HENDERSON, STANLEY SNELSON, AND ANDREI TARFULEA

ABSTRACT. We consider the spatially inhomogeneous Landau equation with soft potentials.
First, we establish the short-time existence of solutions, assuming the initial data has sufficient
decay in the velocity variable and regularity (no decay assumptions are made in the spatial vari-
able). Next, we show that the evolution instantaneously spreads mass throughout the domain.
The resulting lower bounds are sub-Gaussian, which we show is optimal. The proof of mass-
spreading is based on a stochastic process, and makes essential use of nonlocality. By combining
this theorem with prior results, we derive two important applications: C'°°-smoothing, even for
initial data with vacuum regions, and a continuation criterion (the solution can be extended as
long as the mass and energy densities stay bounded from above). This is the weakest condition
known to prevent blow-up. In particular, it does not require a lower bound on the mass density
or an upper bound on the entropy density.

1. INTRODUCTION

1.1. The Landau equation. We are interested in the Landau equation from plasma physics, in
three space dimensions:

(L.1) Of +v-Vof =Qr(f, f) = tr (alfID} f) + ¢l f1f.

For a constant v > —3, the coefficients a[f](¢, z,v) € R3*® and ¢[f](¢,z,v) € R are defined by

w w
(1.2) alf]:=a / (I— ®> lw[" T2 f(t, z,v — w) dw,
" Jrs jw| " Jwl
(1.3) clf] = c,y/ |w|” f(t, z,v — w) dw,
R3
where a.,c, > 0 are constants and I is the identity matrix on R3. For v = —3, the expression of

a[f] is unchanged and the expression for ¢[f] must be replaced by ¢z f for a fixed constant ¢z > 0.
We assume that initial data f;,(z,v) > 0 is given. The solution f(¢,2,v) > 0 to (1.1) models the
evolution of a particle density in phase space in a regime where grazing collisions predominate.
When v > —3, the Landau equation can be seen as an approximation to the non-cutoff Boltzmann
equation in this regime. See, for example, [8, 33] for the physical background. We are interested
in the case of soft potentials, i.e. v € [=3,0). The case v € [—2,0) is also called moderately soft
potentials, v € [—3, —2) is called very soft potentials, and v = —3 is called the Landau-Coulomb
equation.

It is not currently known whether global-in-time classical solutions to (1.1) exist for general,
non-perturbative initial data. In this paper, we establish the existence of a C'°° solution of the
Cauchy problem for (1.1) on some time interval [0,T], without a smallness assumption on the
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initial data, and give a continuation criterion in terms of physically relevant quantities. Define

M(t,x) = flt,z,v)dv, (mass density)
R3

E(t,z) = / lv2f(t,z,v)dv, (energy density)
R3

H(t,z) = / f(t,z,v)log f(t, z,v) dv. (entropy density)
R3

In the homogeneous setting, i.e. when there is no x dependence, the mass and energy of the solution
are conserved and the entropy is decreasing, but these properties have not been shown for the full
inhomogeneous equation. Several regularity results for weak solutions of (1.1) have been derived
under the assumption that M(¢,z), E(t,x), and H(t,x) are bounded above, and that M(¢,x) is
bounded away from zero, including [7, 20, 29]. (See the Related Work section below.) The present
paper makes three contributions: first, to develop a local existence theory that is compatible with
these a priori results; second, to remove the assumptions that the mass of f is bounded from
below and the entropy is bounded from above from the regularity criteria for our solution; third,
to show that solutions may be continued so long as the mass and energy can be controlled from
above when v € (—2,0); when v € [—3,—2], we require, additionally, that a higher moment and
the L*° norm of f are controlled.

In both the Boltzmann and Landau equations, coercivity of the bilinear collision operator is a
crucial ingredient in proving regularization theorems. For the Landau equation, the coercivity of
Qr(f, f) comes from the ellipticity of the matrix a[f], and it is clear from (1.2) that the ellipticity
may degenerate if M (¢,2) = 0 at some (¢, ). Our Theorem 1.3 implies that, under relatively weak
assumptions, M (t,x) is necessarily positive for ¢ > 0 and a[f] is uniformly elliptic. Our method
also allows us to remove the entropy bound from our criteria for smoothness and continuation.

1.2. Main results. Before stating our results, we define the uniformly local weighted Sobolev
spaces we use. Uniformly local spaces (first introduced by Kato in [31]) do not specify any decay
as |z| — oo. Let (v) = (1 + |v|>)'/2. For integers k, £ > 0, define

||g||H§1,e(R6): Z sup/ |p(x — a)(v)¢020P g(z,v)|* dz dv,
o+l <k 2€E TR

where ¢ € C§°(R?) is a cutoff satisfying 0 < ¢ <1, ¢ =1 in By, and ¢ = 0 in R® \ By. Here, for
o, B € (NU{0})3, 0 = 022052092, We define 9} similarly. Then, our uniformly local spaces are:

(1.4) HE'B®) = {9+ 19l s gy < 20}

We often write Hfl’z = Hllfl’z(RG). Let HK = Hllfl’o, Li’f = HSI’Z, and L% = Li’lo. Our main
time-dependent spaces will be

oo k,
(1.5) Yi o= L((0, T, Hyy(R®) N L2([0, 7], Hy ' (R®)).

Our first main result is the local well-posedness of (1.1):

Theorem 1.1. Let fi,(z,v) : R xR — R, be such that ep0<”>2fm(x, v) € HK(R®) for some py >
0 and some k > 4. Then for some T > 0, depending only on vy, po, k, and ||e”0<”>2fm||Hkl, there is a
unique solution f >0 to (1.1) with f(0,z,v) = fin(z,v) and e?™*/2f € YENCO([0,T], HE (RS)).

While the proof of Theorem 1.1 involves mostly classical techniques, a local existence result
for the Landau equation was previously missing from the literature (except in the case v = —3,
see [28]), and we believe it is important to fill this gap. Our existence theorem also provides a
convenient framework for our other results.
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Note that, in light of the definition of Hfl’l7 Theorem 1.1 makes no assumption on the behavior
of fin as |z| = co. The requirement that f;, have four Sobolev derivatives is an improvement over
[28], and matches the current state of the art for results on the Boltzmann equation [3, 4, 5]. At
this time, it is unclear whether this hypothesis can be relaxed further.

Next, by relating equation (1.1) to a certain stochastic process, we prove that the mass density
M (t,x) instantly becomes positive, and moreover stays uniformly positive on compact sets away
from t = 0. Before stating this theorem, we define well-distributed initial data, a hypothesis under
which we can strengthen our results.

Definition 1.2. We say that a function g : R?* x R® — [0,00) is well-distributed with param-
eters R, 6,7 > 0 if, for every x € R3, there exists x,, € Bgr(z) and v,, € Br(0) such that
g Z 6]1B,.(:137,L)><B7.(vm)'

Heuristically, a function is well-distributed if for every 2 € R3, there is some uniform amount
of mass nearby at relatively low velocities. For a simple example of well-distributed initial data
consider the following: if x¢ and xper are continuous, non-negative, non-zero functions, with Xper
periodic, then any fo(z,v) > x0(v)Xper(x) is well-distributed.

Now we state our mass-pushing theorem, which will be crucial in obtaining the smoothness
of solutions to the Landau equation. For technical reasons, we work with solutions of the type
constructed in Theorem 1.1, but a similar property should be expected to hold for solutions with
weaker decay and regularity.

Theorem 1.3. Suppose 0 < T < T < T and that f is a solution of (1.1) on [0,T] such that
e"(”)zf € Y{% for some p > 0, and such that f is non-negative and not uniformly equal to zero.

(i) Then, for any (t,x) € [T, T] x R3, there exists vy, pr.x > 0 depending only on T, T, K, the
wnitial data, and the quantities

sup (M(t,I) + E(t,l‘)), Zf’}/ € (_2a O)a or

(1 6) z€R3,t€(0,T]
sup (M(t,$)+E(t,1’)+P(t,I)+ ||f(t7$a')||L°°(R6))a Zfry € [_37_2]7

z€R3,t€[0,T]

such that, for all v € R3,
f(t, z,v) > vp ,exp {—pz)$|v|max{3_%4}} .

Here, P(t,x) = [gs [0[P f(t, 2, v) dv with p > 3|y|/(5+7).

(i) If, in addition, f(0,-,-) is well-distributed for some parameters R, 0, r, then, we find vy, p > 0
depending on R, 6, r, T, K, and the quantities (1.6), with vy depending additionally on T,
such that, for all (t,x,v) € [T,T] x R® x R3

(1.7) f(t,x,0) > vrexp {—plo[*7}.

The significance of T in the previous theorem is as follows: we wish to apply Theorem 1.3
iteratively (in combination with Theorem 1.1 and Theorem 1.4) to show continuation of solutions
past any T such that (1.6) is finite. The time of extension may go to zero as T' approaches some
finite value, but the key point is that this can only happen if (1.6) blows up, not as a result of the
dependence of the estimates on 7.

In the well-distributed case of (1.7), one might expect a lower bound like e‘p‘”|2, as these
“Maxwellians” are the steady state solutions of the Landau equation. The above result, however,
is sharp for well-distributed initial data, as we demonstrate in Proposition 4.4. In light of results
that show convergence to Maxwellians for a priori global solutions such as [14], or for solutions
starting close to equilibrium such as [36, 39], we infer that the comparatively fatter tails of the
Maxwellians form as t — oco. For non-well-distributed initial data, it is not clear whether the lower
bounds in Theorem 1.3(i) are optimal. We leave this question for future work.
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The proof of Theorem 1.3 relies on probabilistic methods to show that a positive amount of mass
anywhere in space and velocity can spread (at least a small amount) to any other location and
velocity instantaneously. Given the kinetic setting, which naturally involves following “random”
trajectories, probabilistic methods seem well-adapted to the problem, and there is a somewhat rich
history of using stochastic processes to study kinetic equations (see Section 1.4 below).

Theorem 1.3 implies in particular that M (¢, x) fRS f(t,x,v)dv > 0 for every t and x, that the
positive lower bound is uniform locally in ¢t > 0 and = € R3 and that it is uniform in z, for fixed
t, when the initial data is well-distributed. Theorem 1.3 also implies a[f] is uniformly elliptic. An
almost immediate consequence of this, along with the Schauder estimates of [29], is the smoothness
of f, as stated in the following:

Theorem 1.4. Suppose 0 < T < T < T and that f solves (1.1) with e Yf e Y} for some
p > 0. Then f € C®((0,T] x R3 x R3). Moreover, suppose that ||er)” fllya < A for some
A >0 and fix p € (0,p). For every compact set K C R3 and for every (t,z) € [T,T] x K, we
have ||€ﬁ<’u>2f(t,m,')HHk(]R3) < Cy, i for all integers k > 0. If the initial data is well-distributed,
then ||eﬁ<”>2f||Loo([LT]’H§1(Ra)) < Cy for all integers k > 0. The constants depend on the sub-

scripted quantities along with A, T, T, p, p, and, in the well-distributed case, those constants in
Definition 1.2.

Theorem 1.4 applies in particular to the solution constructed in Theorem 1.1. To our knowledge,
this is the first C* solution to the Cauchy problem for (1.1) that does not require perturbative
initial data. Also, note that the initial data of our solution may contain vacuum regions. When
the initial data is well-distributed, the dependence of the constant on f can be weakened; we refer
the reader to Theorems 1.5 and 5.1.

Finally, we show that our solution can be extended as long as the physical quantities remain
bounded above. In particular, this implies that any blow-up of solutions to the Landau equation
with suitable initial data must occur at the level of the quantities (1.6). We state this roughly at
present, for the ease of the reader (see Theorem 5.1 for a more detailed statement).

Theorem 1.5. If the initial data f;, is well-distributed and €p0<v>2fin € HY, for some py > 0,
then a unique solution to (1.1) exists for as long as the quantity (1.6) remains finite.

In the case v € (—2,0), Theorem 1.5 gives a physically meaningful continuation criterion.
Namely, that blow-up can be prevented, and the solution extended, by obtaining upper bounds on
the mass and energy. When v € [—3, —2], one must control also the higher moment P and the L*>
norm of f. The additional restrictions in Theorems 1.3 and 1.5 in the case v € [—3, —2] (see (1.6))
are inherited from [29]. This is related to the challenging issue of finding an a priori L° bound
for f when v < —2, which is open even in the spatially homogeneous case.

The requirement that the quantities (1.6) remain finite is the weakest known condition for
global existence of solutions to the inhomogeneous Landau equation. We emphasize that we do
not require an a priori positive lower bound on the mass density M (¢, x) f]Rg f(t,xz,v)dv, as is
required in [7, 20, 29, 38]. While earlier regularity results for the Landau equation such as [20, 29]
were based on adapting the corresponding theory for local equations, our proof of Theorem 1.3
makes essential use of nonlocality, since the spreading of mass from (g, zg, vg) to (t1, 1, v1) relies
on velocities that are in general far from vy or v;.

1.3. Related work. So far, global-in-time classical solutions to (1.1) have only been constructed
for initial data close to an equilibrium state: see the work of Guo [26] in the z-periodic case and
Mouhot-Neumann [36] with € R3. For general initial data, Villani [42] showed the existence
of renormalized solutions with defect measure. Existence or non-existence of classical global-in-
time solutions for general initial data remains a challenging open problem. Regarding short-time
existence, spatially periodic classical solutions were found by He-Yang [28] in the Coulomb case
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(y = —3) by taking the grazing collisions limit in their estimates on the Boltzmann collision
operator. They take initial data in a weighted H;U space, with mass density bounded away from
zero. Compared to [28], the present paper makes a stronger decay assumption on f;, in v, but
improves on the required number of derivatives, covers both the cases v = —3 and v € (-3,0),
and allows f;, to have vacuum regions, which is more satisfactory on physical grounds.

There is a previous “mass pushing” result for the Boltzmann equation, due to Briant [6], which is
obtained on T3 xR? or O xR3, where 2 is a smooth, convex domain. It is shown that vacuum regions
are immediately filled and the solution obeys a lower bound of the form f(¢,z,v) > exp{—|v|¥/C}
for some C' and some explicit K. However, the methods of [6] leverage the fact that the differential
operator in the Boltzmann equation is an integral operator; this is advantageous for obtaining
pointwise bounds, but is unavailable for the Landau equation. Further, the lower bound of [6]
depends on stronger norms of f and the constant K tends to infinity in the grazing collisions limit
that recovers Landau from Boltzmann. As such, our proof is completely independent of that in [6].
We mention also the earlier work of [35, 37], on which [6] is based. We note the relative simplicity
of our proof when compared to that of [6].

Our regularity results make use of prior work from the last few years on weak solutions of
(1.1) with M (t,z), E(t,z), and H(¢,x) bounded above, and M(¢,x) bounded below. In that
context, Golse-Imbert-Mouhot-Vasseur [20] showed local Holder continuity (see also Wang-Zhang
[44]), Cameron-Silvestre-Snelson [7] showed global Holder continuity and propagation of Gaussian
bounds (in the case v € (—2,0)), and Henderson-Snelson [29] established C*° regularity for v < 0,
with stronger assumptions on f in the case v < —2. At least for solutions in the class we consider,
Theorem 1.3 allows us to improve this regularity criterion. Earlier smoothing results for (1.1) such
as [9, 34] that make much stronger assumptions on f (infinitely many moments in v bounded in
HS’U) also include a condition about f having mass bounded below, either explicitly or as part of
the assumption that f is close to a Maxwellian equilibrium. The same is true of many smoothing
results for the Boltzmann equation such as [2, 3, 10].

There has also been a great deal of work on existence and regularity for the spatially homo-
geneous Landau equation, which results from taking f independent of = in (1.1). We refer to
[1, 12, 13, 22, 21, 38, 43, 45] and the references therein.

1.4. Probabalistic approaches to kinetic equations. Early work related the homogeneous
Boltzmann and Landau equation to a fully nonlinear stochastic process which, through Malliavin
calculus or Martingale theory, could recover weak solutions to the equations (see [40, 19]). By
relating these processes to certain Wasserstein distances, the weak function-solutions could be
shown to be unique (see [41, 17, 18, 16] and references therein); i.e., the distance between two weak
function-solutions is nonincreasing along the flow generated by the equation. The techniques have
since been adapted to show higher regularity (with some a priori assumptions) for solutions to the
homogeneous equations for the case of Maxwell molecules (see for instance [23, 25, 15, 11]), though
the techniques can also apply to moderately soft potentials [24]. These approaches are limited
to the homogeneous (and largely measure-valued) setting because they relate the equations to a
fully nonlinear stochastic process, which is then used to build the solutions. To the best of our
knowledge, Theorem 1.3 is the first application of ideas in probability to the mass distribution for
the inhomogeneous Landau equation. The crucial difference is that we know, from Theorem 1.1,
that a unique solution f already exists; and, moreover, that it is Holder continuous. For the proof
of Theorem 1.3, we only need to relate the linearized Landau equation to a much simpler process
(see Lemma 4.2). Powerful pre-existing techniques are then applied to obtain a much shorter (and
more precise) proof.

1.5. Proof ideas. The strategy of our proof of Theorem 1.1 is as follows. First, we divide f
by a Gaussian with time-dependent decay. The equation (2.1) for the resulting function g is
approximated in multiple steps: we first solve a linearized version of the equation on a bounded
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domain with an extra diffusive term (Lemma 3.1). By deriving appropriate uniform estimates, we
use a compactness argument to take the limit as the size of the domain increases and the added
diffusion goes to zero to find a solution of the linearized Landau equation on the whole space
(Lemma 3.2). Finally, we solve (2.1) by iteration, making use of our estimates for the linearized
problem. This method is in some ways inspired by previous work on local well-posedness for the
non-cutoff Boltzmann equation by the AMUXY group (Alexandre, Morimoto, Ukai, Xu and Yang),
see [3, 4, 5]. Those papers use an approximation scheme based on cutting off the angular singularity
in the Boltzmann collision kernel. Such an approximation is not available for the Landau equation
because the Landau equation results from focusing on grazing collisions in the Boltzmann equation,
i.e. taking the limit where the angular singularity essentially becomes a derivative in v. We point
out that our proof covers all cases v € [—3,0), which requires extra care, while [4, 5] make the
restriction that v > —3/2, and [3] replaces the factor |v — w|” in the Boltzmann collision kernel
with (1 4 |v — w|?)?/2, which also sidesteps the difficulties associated with very soft potentials.

Roughly speaking, mass spreading (Theorem 1.3) holds because nonzero initial data f;, must
have a “core” of positive mass near some point (g, vg), which spreads out instantaneously in v
because of the diffusive property of the equation, and some small amount of this mass is in turn
spread out to any point x at any time ¢ because of the pure advective term. By relating the value
of f to the expectation of a random variable (Lemma 4.2), we show these properties by analyzing
the associated stochastic process. Here it is important to understand the trajectories along which
the equation propagates information. This allows us to roughly estimate how the process spreads
mass from one point to another in R3 x R3. This mass-spreading leads almost immediately to
Theorem 1.4, as mentioned above.

To prove Theorem 1.5, we need to apply the main theorem of [29], which states that weak
solutions of (1.1) with Gaussian-decaying initial data are smooth for all ¢ > 0 provided M (¢, z),
E(t,z), and H(t,x) are bounded above, and M (t,z) is bounded below. With Lemma 4.3, we
can derive lower ellipticity constants for f directly from the lower bounds of Theorem 1.3, which
allows us to side-step the conditions that M (¢, z) is bounded below and H (¢, x) is bounded above.
Combining the estimates from [29] with the results in [7], we obtain a Gaussian bound on f at
time T'. Applying Theorem 1.1 with initial data f(T),,-) provides the extension. Here it is crucial
that the bounds obtained in Theorem 1.3 depend only on those quantities in (1.6).

1.6. Organization of the paper. In Section 2, we establish various estimates on the coefficients
of the equation that will be needed in the proof of existence. In Section 3, we prove local-in-time
existence for f (Theorem 1.1), and in Section 4, we establish the mass-spreading property of the
equation along with the sub-Gaussian bounds (Theorem 1.3). In Section 5, we apply Theorem 1.3
to show that our solution to (1.1) is C*° (Theorem 1.4) and that the solution can be extended for
as long as the quantities (1.6) remain bounded (Theorem 1.5).

2. PRELIMINARIES

First, we introduce the following modified Cauchy problem: for pg,x > 0, let T, . = po/(2k),
pu(t,v) = e=(Po=s®* and g(t, z,v) = pu(t,v) "L f(t,z,v). From (1.1), the equation for g is

g +v - Vag + k(v)’g = 1 Qrpg, ng)
= p~tr (a[ugl(uDig + D2+ Vi ® Vg + Vg © Vi) + eluglg
(2.1) = tr(Alg]Dzg) + Blg] - Vg + Clglg,
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with
(2.2) Aijlg] = aijlpgl,
_ Oy,
(2.3) Bjlg] = 2a;;{ug] M )
) _ 0,0, 10
(24) Clgl = clug] + ai;[ng] —
where, in general, we sum over repeated indices. Explicitly,
O,
UTZH = —2(po — kt)v;,
(2.5) 52
vivjp“ 2
i = —2(po — Kt)d;; + 4(po — Kt)“vv;.

The main purpose of this section is to derive the estimates on the coefficients A, B, and C
defined in (2.2)—(2.4), as well as @ and ¢ defined in (1.2)—(1.3), that will be needed in Section 3.

Lemma 2.1. Let v € [—3,0), let p € [2,00], let a and B be multi-indices, let g be a function on
R® such that 0%g(z,-) € Wq‘)ﬂl’p(R?’) for all x € R3, and let p(v) = e~ for some A > 0.

(a) For any unit vector e € S?,
10207 (@i [ngleie;) (@, v)| S 1053 9(x, Myis10 g, (0) 2.
In addition, we have the following improved bounds in the v direction:
10207 (@ijlpglvivy) (2, v)| S 1039(2, )y 150 g, (0) 2,
10207 (@i [1glvy) (z, )| S 107 9(, ) yiste sy (0) 72
(b) For p = o0, one has
10207 elug)(x.0)| S 1029, Y yyo1 o) (V)

(¢c) If p>2 and 6 > 3+ py, one has
—0|qa b= p < leY NP
| - 10z0telugl e, o)l dv S 102 My g

The implied constants depend only on «, B, v, A, and, where appropriate, 8 and p.

Proof. Note that for any o and 3, one has 0205 a;;[g] = @;;[0205 (ug)] and 9292 e[ug] = ¢[0205 (ug)].
Also note that

(2.6) 0200 (ug)l S > [Vioal gl.
[871<|8]

With p’ € [1,2] such that 1/p+ 1/p’ = 1, we have from (1.2) and (2.6) that

0205 pg)(v) < > / w2020 g(v — w) |/ (v — w) dw

1671<18] 7B
1/p’
S 192 gllwionr sy ( / W72 (0 — w0 dw) S 102 gllyy o1 oy (07,

where we use that [w[?’(+2) is integrable near the origin since p/(y + 2) > —3.
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Next, we show that the quadratic form e-(9207ae) has improved upper bounds in the v direction.
First, suppose |a| + |3| = 0. Following the calculations of [7], we have for w = v — z € R3,

2
v - (]_w®w)u|w|v+2:|v|2 1— ((vz)e> v — 2[7+2
lw| " fw] lv— 2|

= ol (lo = 2 = (ol = 2+ €)*) Jo = 2"
= [o? (|21* = (z- )?) [v — 2|" = [v]*|2|*sin® plv — 2|,
where ¢ is the angle between v and z. Let R = |v|/2. If z € Br(v), then |sin¢| < |v — z|/|v|, and

/ [of2]2[2 sin® gfo — 2["ug(z) dz < / 2Pl — 22 ug s
Br(v Bgr(v)

1/p
< ()2 (/ P g dZ) < Nl Lpes) ()72
BR(’U)

On the other hand, if z ¢ Br(v), i.e. |[v— 2| > R =|v|/2, then |v — 2|7 < |v|7, and we have

/ [o[2212 sin plv — 2| g(z) d= < |lgllpaces) (0) 2.
RA\Bg(v)

Still under the assumption that |o| + |5| = 0, we now show the improved bound on a@;;v;. Let
{v/|v|,e2,e3} be an orthonormal basis for R? and write

v

alugly = 51m + Baea + Bzes.

The above bound on v - (av) implies 81 = (v/|v]) - (a[uglv) < llgllrzrs) ()T, Since a;;(ug] is
positive-definite, we have

B2 = ez (aluglo) < 5o (aluglo) + ge2 - @liglea) S oluzen (o).

Similarly, 53 S HgHL{f(R3)<U>’Y+2' We conclude ELijUi 5 ||g||L5(R3)<U>’Y+2.
For |a| + |B| > 0, we write

(2.7) o008 alugl) = Y. Caprgraldf pol 00910l v
BB/ B=p
If |5""] = 1, then letting ¢ be the unique index such that 8} = 1, we see that

(2.8) (a0 poy 05910 vl = 1aloy ud)” 03 gles| S 1029l yie0 (0) T < 05 gy por0 (0)7F2,

where the second-to-last inequality follows exactly as above. If || = 0, then we write 8% ud28%" g =
V(g4 — g-), where g4 and g_ are both non-negative. Then

aloy poy" 029107 v = al\/ugylv + alVig-lo.
Since g4 and g_ are both non-negative, we apply our work from the case |a| + |5] = 0 to see that
(2.9) |aldy poy 95910; vl < laly/ng-lol + lalyig-1v] S g+l oos)(0) > + llg- |l yces) (0) 2

Since |85 1| < VI, it is clear that
(2.10)

19412 oy + 19125 sy = 1077208 10208 9 gy 102170 gy < 192151
Combining (2.7), (2.8), (2.9), and (2.10), we obtain the desired estimate:

10207 (alpglv)l S 102 9lly 1610 s, (0) 7+,
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Proceeding in a similar manner and using our bound on 9%97 (a[ug]v ) we can show
10200 (v aluglo)] < 1921l o1 g ()7
This establishes (a).
For (b), if v € (—3,0), (1.3) implies

eeoleluglol £ 3 [ 10208 gto = w)lilo — w) du

181<18]
10l = e / VA = Wl dw) £ 1050y e ey 0

since v > —3. If v = =3, then ¢[ug] = c3pg, and an even stronger bound is satisfied.

To prove (c), in the case v = —3, the desired estimate is an immediate consequence of the
formula ¢[ug] = csug. Letting v € (—3,0), we restrict to the case || + |3| = 0 for brevity; the
remaining cases follow easily from (2.6). Using Holder’s inequality,

lefugll? < /]RS g(v —w)P|w[p(v — w) dw (/N (v — w)w|” dw>p/p/

< / () [ g(v — w) P — w) du,
R3

where p’ is the dual exponent to p. Note that p/p’ = p — 1. This implies that

v) e Pdv ) “OIFYED Vg (v — w)|Pu(v — w) dw do
[ earavs [ [ ) 0l lg(o ) (o — w) dud

Rl}
S [ @ e wplgto — w dwdo £ gl [ () Dl de,
R3 JRR3 R3

by Fubini’s Theorem and the estimate [[(v)"u(v — w)||pe(@s) S (w)" for any r € R. The last

~

integral is finite because, by assumption, —6 + yp < —3. O

Lemma 2.2. Let v € [-3,0), u = e~V for some A > 0, and let g, o, and B be such that
0%g(x,-) € HY for x € R3. Let Algl, Blg], and C|g] be defined by (2.2)—(2.4). Then we have

10507 Alg) (z, v)| S 1105 (@, )| 11 ()2,
10207 Blgl(z, )| S 105 9(x, )| g1 (0) 2
If 0%g(z,-) € WP for x € R3, then
10507 Clgl(w, v)| S 1105 9(x, )|y 101,00 ()72,

[
[

The implied constants depend only on «, B, v, and .

Proof. The bounds on A[g] and Blg] follow immediately from Lemma 2.1(a) with p = 2, and the
bound on Clg] follows from Lemma 2.1(a) and (b) with p = co. O

3. LOCAL EXISTENCE

In this section, we solve (2.1) on a time interval [0, T']. To do this, we first consider a linearization
of (2.1) with added viscosity on a bounded domain. Let us introduce the following notation: for
any € > 0 and R > 3, define the mollifier (.(z,v) = ¢75((z/e,v/e) for some non-negative, C>°
function ¢ such that [ ¢dzdv = 1. Next, let Qg = {(z,v) € R®: |z]|? + |v]? < R?} be a ball in RS
centered at the origin. Finally, let y g be a smooth cutoff function on R®, supported in Qr_1, equal
to 1 in Qp_o, radially symmetric, monotone, and such that D ,xr| < 2" for any n € NU {0}.
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Lemma 3.1. Let g;, € HY and h € L*°([0,T], HX) be given nonnegative functions with T > 0.
For any e > 0, let h, = (. *h. Then, for all R sufficiently large, there exists a unique solution

G =GhRre to

(3.1) G = ey G +tr (A[h]D2G) + Blh:] - V,G —v-V,G + (Clh] — (v)*) G

on [0,T] x Qg with initial data and boundary values

(3.2) G(0,z,v) = xr(x,v) (¢ * gin) (x,v) and G(t,y,w) =0 for all (t,y,w) € [0,00) x INR.
The solution G is nonnegative and G € C*°([0,T] x QR).

Lemma 3.1 follows from standard parabolic theory. For existence and uniqueness, see [32,
Theorem 5.6]. Higher regularity follows from [32, Theorem 4.28], and the nonnegativity of G is
implied by the maximum principle [32, Corollary 2.5]. As such, we omit the proof.

Our next step is to solve the linearized problem (3.1) on the whole space and with e = 0. We
do this by looking at the solutions G}, g of (3.1) above and extracting a weak limit as R tends
to oo and ¢ tends to zero. Recall that T}, . = po/2k.

Lemma 3.2. Let T € (0,T), ], let h € L*([0,T], H) and g, € HY be given nonnegative
functions. Then there exists a solution G € Y.} to the linearized problem

(3.3) %G +v - V,G + k(v)>G = tr (A[h]D2G) + B[h] - V,G + C[h]G
with G(0,2,v) = gin(z,v). Moreover, G is nonnegative and
(34) 1G5 < llginll2gs, exp (1T (14 112 o 011 ) )

for A = max{8,2/|v| + 1} and some Cy; > 0 depending on k, vy, po, and k.

Proof. Before beginning, we set some notation and make some useful observations. Let i be a
fixed smooth cut-off function in the velocity variable; that is, 1 is radial, nonnegative, identically
1 for |v| < 1, vanishes for |v] > 11/10, and monotonic. For 0 < r < R, define 9, (v) = ¢(v/r). We
then define

olageon = 3 s [ jola =@ ()00l ) do o
’ R

la|+8|=k *Br/10
(3.5)

k
HQHYTka = ||9||Lw([o,T},H{jlﬁ(QR)) + ||9||L2([o,T],H{;=}r(QR))’ and ||9||Yq’f,R = Z HgHY'T"}R/Z,,L,R'
m=0

We note that the higher-derivative norms in [ - [ly —are more strongly localized. In particular,

notice that Y7 , coincides with L>([0,T], L2, (Qr)) N L2([0, 7], H%' (QR)) since g = 1 on Qp.
We also mention that the support of ¥ and the admissible a in the supremum are chosen so that,
when m > 1, supp(¢(- — a)yg/2m) avoids the boundary of Qr when R > 40V/3/17.
We write ¢ = ¢(x —a), ¢p2 = ¢((x —a)/2), and ¢ = 1 (v). We frequently use the following facts:
(1) ¢ = op2;
(i) Vo] < 6;
(iii) for any s,m > 0, (v)27% < n(v)? 4 Cyn~ 2@{2/s=1.0} for C, > 0 depending only on s;
(iv) replacing ¢ with ¢ in the definition (1.4) of || - ||z~ defines an equivalent norm.

Also, recall that if 9202 f € LP for some multi-indices o and 3, then [|0202 ((c* )| e < [|0208 1o
This implies A[h.], B[he], and C[h.] satisfy the same bounds as A[h], B[h], and C[h] (cf. Lemma
2.2), with constants independent of .

Throughout the proof, we take N to be a fixed positive integer that will eventually be chosen
large enough (independently of R or £) that our inequalities close correctly. Also, we denote by
(4 a running constant that is independent of R and ¢ (but may depend on N). Finally, we denote
by Ca running constant independent of R, €, and N.
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For given R and ¢, let Gr = G}, g, be the solution to (3.1) with boundary conditions (3.2) on
Qg, guaranteed by Lemma 3.1. We will establish a bound on Gg in Yq’f’ g (uniform in R and ¢)
that will then allow us to take a limit as R tends to co and € tends to zero.

For ease of notation, we define

X = X(t) = Il p~qogmty Yk = Yir(®) = |Gl e o.q.am

ul, R/2m (Qr))’
(3.6) 3
and ZkR—ZkR ZY”%LR .
We now begin the mechanics of the proof. Our goal is to prove that
BT LIGRI s on + FIGRIG @ +elGRIGse o) < C1 (L4 XY) Zig,

and, by induction, that

d 2 2 AN 2
(38) %”GRHH‘I?IL 0/ m(Q2R) + KHGR||H$:1;/2m (Qr) + €||GR||H7Y;1/SH;(QR) < Cl (1 + X ) Z R + Gma
for all 1 < m < k and all R sufficiently large (depending on the parameters and the data). Recall
that C; is a fixed constant that depends on k, pg, k, v, and N, but not on R or . Here G,, is a
time-integrable function such that, if R is sufficiently large in a way we make explicit in the sequel,

T ~
/ G (t)dt < c.
0

Base case: Recall that, for m = 0, there is no longer any cut-off in v in the H-norms. We multiply
(3.1) by ¢2G R and integrate over Q. Since Gr = 0 on Of2g, we can integrate by parts without
boundary terms, yielding

2dt\|GR||L2(QR +n/ PV drdvte [ $VGR dedv
Qn

g/ ¢v-Vw¢G2Rdxdv—/ $*V,Gr - Alh] - V,Grdz dv
Qr Qr

1
— [ $*Gr(V,-Alh]) - V,Grdrdv — 3 #*GLV, - Blh]dzdv + [ ¢*C[h.]G% dxdv
Qr Qr Qr

:Il+IQ+I3+I4+I5

Since h is nonnegative, so is h., and therefore A[h.] is nonnegative definite. We may then ignore
I, since it is nonpositive. The transport term is easily bounded using Young’s inequality:

K
|11] < N/ o (V)2 GHdrdv + Oy | ppoGHdrdv < —||GR||H01 +C1Z5 R
Qr Qr

For I3, we note that GG g vanishes on the boundary of g, allowing us to integrate by parts without
boundary terms. We then use Lemma 2.2 and Young’s inequality with 1 > 0 to obtain

Ii=—3 [ (Ve AR Vi@ drdv s [ GDIARGhdrdv
QR QR

S/Q [l 2 (v)* 7GR da dv < X || $(0)GrllT2 () + 0~ " TN X | 9GRI2 (0 -
R
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Settingn = kN~'X ! yields I3 < £ HGRl'iISi,lR(QR) —&-ClXAZg’R. The remaining terms are bounded

in a similar way. That is, using Lemma 2.2,

\I4|§/ ¢*G%|VyBlhe]| dz dv
Qr
K
< /QR ¢2||h€||H5 <v>2+7(ﬁ{ drdv < N”GR”?{I&}R(QR) + ClXAZg,R,
and using Lemma 2.2 and the Sobolev embedding, i.e. H*(R®) ¢ L*>°(RS),

|Is| S/ ¢*GRICh]dedo S [ ¢?[|hellLee (0)*T7 G da do
Qr Qr

K 2 A2
< NHGRHHSi}R(Qm + C1 X" Z5 R

Summing over all @ and S, taking a supremum in a, and choosing N large enough yields (3.7).

Induction Step: Let a and 8 be multi-indices with |a| + |8] = m < k. Let ¢y, = 1r/om. Applying

0298 to (3.1), multiplying by ¢?12 020G g, and integrating over Qg yields

1d 5 o
-— 210992 Gr?drdv+ & 22 (0)20208 G Rr|? da dv
(3.9) 57 QR¢ | R| QR¢ Yo (V)7 Rl
=S+ o+ I3+ Jy+ J5+ Js,
where
Ji= [ ¢*¢2000%r (Alh]DEGR) 0205G R dz dv,
Qr
Jo= | $*2000P (Blh.] - V,GR) 025G R dz dv,
Qr
Js= | ¢*n070](Clh:]Gr)930]Grdz dv,
Qr
(3.10) J1=- o *Y2, (0205, v+ Vi + Kk(v)?] GROSOGR dr dv =
3
== | 02 (0079007 4 2k(v;000) % + 000 *)) GrOSO)G R du du,
j=178r
Js = — P22 -V, 000 P GRroC0PGRrdrdy, and
Qr
Jo=c | ¢*2A0°0°Gr0%0°G R dxdv.
Qr
Here, 937 means 95 +1092002, etc., 9, Gr = 0 if i <0, and the [-,-] in J; is the commutator.

Note that we have not yet integrated by parts in any variable. We proceed to bound each of the
six terms above.

Estimating J1: By the product rule we have

= > P2 tr (ag/aff/ (A[hg])Dgag”af”GR) 9%0°Gr dz dv.
7 1" QR
o' +aoa' =«

B'+5"=p

We must use different techniques depending on the distribution of derivatives.
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Jy terms with |o'| + |8'| = m > 2: In this case, o = a and ' = 8. Lemma 2.2 yields

$*r, |05 0] Al || D2GR||05 05 G | dx dv
Qr

S [ R0y 020Gl D3| e
Qr v
S / D205 he | 191 Bl (0) 70207 G | 12 6| o (V) Dy G Rl 2 da
Qr
By Holder’s inequality in  and the Sobolev embedding, i.e. H2(R?) C L*(R?), we have

/ G210% he | 11 1o (0) 70207 G| 12 6| o (V) Dy G gl 2 dae
Qr

16202l o o [680m (070208 Gl 2 | 6tom (D D3Gomllponz i > 4
< ||¢28mah€”LgHL3|||¢¢m<v>1+’yazaagGR”L2||¢1/)m<U>D12)GRHL;L:L% if m=3
16205 hel e 121 |0 (W) 702 0] G Rl 2| $0m (0) DI G R | 2 if m=2

< X[lgtm (0) 10208 Gl |Gl s oy

Therefore,

¢* P2, 0505 Alhe]|| DS G Rr||050) Gr| dz dv
Qr

< X GUin (0) 0202 Gl 2 |Gl e

— max N a
+ O~ max{y 1,0}X||¢1/)m8$85GRHL2||GR||H‘m,1 @)

11, R/2m

< X ||GRll%m,

~2max{1/|y|-1,0} -1 2
v 1,r1{/2m(QR) T C?] ‘X”GYRHH"M0

wlr/om (R)

Setting = kN ~!X ! then gives

2
010205 A[h.]|| DG R||0205 Gyl dz dv < |Gl ma + O xR 7
N Hul,R/2m(QR) s

(3.11) 9= )
K
< WHGRH%I:?:];/Q‘“(QR) +Ci1(1+ XA)ZTQn,R'

The remaining case (|o/| + |5'| = m = 1) is handled later, as it relies on a different approach.

J1 terms with |&'| 4+ 8’| = m —1 > 2: The analysis is similar to the previous case. We use Lemma
2.2 to obtain

¢*y2,102" 05 Alh.]|| D20%" 02" G |05 00 GR| dz dv
Qr

< | PR )0 el 0| D205 02 Gl |02 05 G | da dv
QR v

S / 62010 he | 518l (0) DZOS" O G| 2 6 (v) 7020 G| 1 L.
R
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By Holder’s inequality in = and Sobolev embedding, we have
/Q 620105 he | o1 Bl (0) D3OS 0 G| 2 Gl 0) 7050/ Cr 2
R
o J19202 Bl gy 199m (0) D302" O Gl a2 | 69m () 7020 G2 3 m 2 4
(312) = 9202 hell il 68 (0) DO 07 G| 2 ||t (0) F7 0RO Gl if m=3

< X[t () H70205 GRl| 2 ||GRHH:;§/W(QR)

2K
<k 2 A\ 2
=N ”GR”H:{:FI{/QH,(QR) + Cl(]' +X )Zm,Ra

where the last inequality was obtained in the same way as in (3.11). The remaining cases (|a/| +
|8l =m—1=1and |o/|+]|5'| = m—1 = 0) are handled later, as they rely on a different approach.

Jy terms with 2 < || 4+ 8’| < m — 2: This is a generic “middle case” where each factor in the
integrand has a mild number of derivatives. Here we use Lemma 2.2 to write

¢*y2,105" 95 Alh.)|| D202 05" G Rl|02 00 G | dz dv

< / 32 (0) F2(|02 he| 1571 G| D202 0y B G R| 10 |05 05 G| d o
Qr v

(3.13)
< 6207 hell e g1 ||¢¢m<v>1+vaﬁafGR||L2HGR||H§;;{/2,,,(QR)
2K 2 AN 2
< FHGR”H;?.)I;/Q"‘(QR) +Ci(1+ X Z5, R

The last lines follow by the Sobolev embedding and the same analysis as in (3.11) and (3.12).

J1 terms with |o/|+|8’| = 1: This also includes the cases where |o/|+|8'| = m = 1 and |o/|+|5/| =
m — 1 = 1. Here we use integration by parts to write

o22 tr (ag/af/A[hE]Dgag”af”GR) 8208 G p dz dv

Qr

=— | 2 V,00 0 Gr -0 05 Alh.] - V,000° G dz dv
Qr

— [ 2 (V0% 0% Alh.)) - V,02 08" Gro2 0P G da dv
Qr

2 [ PVt - 02 00 Al - V,02" 08 GRrOCOSGRdr dv =: Jiy + Jig + Jis.
Qr

The term Ji 2 is handled in the same way as (3.11)-(3.13). For Jj 3, by Lemma 2.2, the fact that
(v) < 2R on Qg, and the fact that |V ¢,,| < R 14, 1, we have

Tia S [ 620102 el yyon (0027 (80, + I Votbml?) 67V, 05 0 G110 0, G| d dv
QR v
S 16205 hell e o [ S0 (0) V005" 0 G 2 | b (0) 050 Gl 1.2

+ RY|0207 hell g 1001V 005" 0 Crll 2 | $m—105 0 Girl 2

2K
< Gzl |+ O+ X2 g+ RYXN|Gr o

L om (2R g yzm—1(QR)

ul,R/2m

The bound for J;; is a combination of the two used above. Since ||+ |5”| = m — 1, we have
that 020°Gr = 0.(0>" 98" GR), with 8, a single derivative in one coordinate (either z or v). Let
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M = (m;j) be a symmetric matrix and let H be a vector field. Then, we have the following
identity:

H-M-0,Hdxdv = Z/ H;ym;;0,H; dz dv
RS RO

1
= — Z/ 82Himinj dzdv — Z H,-@Zminj dedv = —= H - azM - Hdxdv.
i R6 .7 /RS 2 R6

Applying this identity to Ji,1, we see that

1 ! ’ 17 17
ha <y [ vhl0.08 o) A0 0F Gl dedo
(3.14) on

+ / 10 (6202,)]10% 0% Ah ][IV .02 82" G da do.
Qr

The first term on the right-hand-side of (3.14) is bounded in the same way as Ji 2 (see (3.11)-
(3.13)). The second term changes slightly based on the nature of 9,. If 9, is a derivative in v,
then the second term is bounded in the same way as J; 3. If 0, is a derivative in z, then

/ 10 (6202102 07 AlR]||V 02" 08 Gpf? e o
Qr

~

< | daoyr |02 0 Alh)||V,08" 0] Gal? da do
Qr

o a a// 7 K
S X batpm (0)' 3 V007 0 Grllie S IGRIGma o+ Cr(l+ XN 2T g,

~ H:frla /2m !
using Young’s inequality as before. Combining the different estimates above, we see that

| Pyt (00 Aln)) D203 0] G ) 020) G dw v
(3.15) Jon

< C=GRIZma

K
<C% i o T O XNZ gt CLRVX |G

‘rm,0 .
Hul,R/2m—1(QR)

J1 terms with |o'| = |B’| = 0: This also includes the case where |o/|+|5'| = m—1 = 0. Integrating
by parts yields

¢*Y2tr (A[h] D202 05 GR) 0205 G R da dv
Qr

=— | ¢*W2LV,0000GR - Alh.] - V,0505Gr dx dv
Qr

— ®*2 (V- Alhe]) - V40207 GRro%0° G dz dv
Qr

—2 [ *VuVothy, - Alhe] - V, 0505 GRro205G R da dv.
Qr
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Crucially, the first term is nonpositive, so we may ignore it. For the rest, we integrate by parts
once more and use Lemma 2.2 and Young’s inequality to obtain

(3.16)
¢*Y2 tr (A[h:) D202 05 GR) 0205 G R da dv

< . 0?1050 G r|* (V| DEA[] + ¥ Vot | Vo Alhe]| + (IVothi]? + | D3t )| AlRe]]) daz do

< / 20200 Gl (0)* bl | sz (02, + R202,_,) ddw

< 7||GR||H71 +Ci(1 +XA)Zz R +CleHGR||Hm,O

om (Qr) ey

1 (2R)’

analogously to the above estimate for J; 3.
Combining (3.11)-(3.13), (3.15), and (3.16), we see that

(3.17) Ji < C—HGRHHml + C1(1+ XNZ2 g+ CLRYX||GR%mo

/om (2R) ul,R/2m—

1 (QR) ’

Estimating Jo: Next we consider the integral term Jy, which can be written as

Jy = Z Copor p / 22,02 08 Blh.] - V,0" 9% Gro“9° G r da dv,

a—i—a '=a

B'+B"=p

where Cy g.o,5 is a positive constant depending only on «, 8, o/, and 5.

Jo terms with 2 < |o/|+|B’] < m: We use the estimates on B[h.] in Lemma 2.2, Holder’s inequality,
and the Sobolev embedding to obtain

(3.18)

22,02 08 Blh.] - V,02" 0" Gro“0P G dz dv
Qr

~

S ()0 hell i1 S0 V008 05 G |60 0505 G r| da dv
QR v

IN

/Q 620105 hel o1 Bl (0) 7V ,027 0 Grll 12 6l b (0) 05 0/ Girl| 12 da

16208 hell e 1o [ 60m (0) YV 005" 0F Gl 2| G ()02 O] Gl 2, || + 18] < m 2
16208 hell y 1o |9 (0) YV 005" O Gl a2 | S0 () OF O] GRll L2, o] + 18| = m 1
1620 hell 15 1ot | () 4 ()0207G gl 12, jof| + (8] =m >3
16202 hel e 11160 (0) TV oGl 12 | S (0) 02 O] G| 12, o[ +18'| = m =2

/\

7||GR||H"L 1/2 (Qr) + Cl(l + XA)Z%%R,

through identical analysis as for J;. We emphasize that for each of the cases above, |o/| +|5'] > 2.
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Joy terms with |o'| + |B’] = 1: Here there are m derivatives on each of the G factors in the
integrands. We again use Lemma 2.2, Holder’s inequality, and the Sobolev embedding to obtain

*2,02 0% Blh.] - V,02" 08" GRrOC0 G dx dv
Qr

S / 620105 el 11 @1 (0) 7V 005" 0 G 12 Bl (0) 05 0) G 12 da
R

(3.19)
< 16205 Bell e gy 080 (0) 79,02 05 Gl 2 | 686 (000205 G 12
2K 9 N
< y IGrl AL (@) T Ci(1+ X)AZ2 4,

through identical analysis as above.
Jo term with || 4+ |8’| = 0: We integrate by parts to write

$*2 Blh.] - V,020°Gro%0° G r dx dv

Qr
1
=5 $*p2 V, - B[h.]|020°GR|* dz dv — 3> Vo thy, - Blhe]|020P G g|? dz dv
QR QR
=:Jo1 + Joo.
By Lemma 2.2,

K
(320) o 5/ O* V2, || he |2 (0)*T7[020 GR|* dz dv < FlIGalGm o + 1 XM Z2 5.
QR .

ul,R/2m

The other term is bounded in the same way as J; 3. Namely,

Joz2 S | Pllhellez (0)* T (v, + Voo [?) 1050) Gr|* dz dv
(3.21) QZR

sk 2 Ay 72 y 2
< N ”GR”H‘YIL”FI{/Z[H(QR) + Cl(l +X )Zm,R + ClR X||GR||H$:§/2m—1(QR).
Combining (3.18), (3.19), (3.20), and (3.21), we see that

~ K
(3.22) T2 < O |G| o+ O+ XMNZ2 1+ CLRYX GRG0

2
‘rm, 1 .
HUI”R/2m (Q ul,R/2m*1(QR)

Estimating Js3: We have

Js = *p2, 0% 0% Clhe)0” 08" GRroY0° G R dz dv.
a/+a/I:a QR
B'+8"=p
Here, the case-by-case analysis is simpler because there is no longer any extra gradient in v. Recall
that Clhe] = €[uhe] + @ij[phe] ="' 0;;p. Then, using the expression (2.5) for 8;ju/u, we write

o*2,0% 0% Clhe)o" 8% G RO 0P G R da dv
Qr

< [ 210205 cluhl)||02” 952" GR||0S 92 G R da du

~J
Qr

+ [ ¢*2 10205 (v-aluhd] - v)||027 0" G020 GR| drdv =: Js 1 + Js..
Qr
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J31 term with |&'| 4+ |8'| > 1: For the first term, in preparation to apply Lemma 2.1(c) with
6 = 7/2, we notice that

s < [ on ([ w0 Hore chundPao ¥ (003Gl 8 00500l 5 0
R

if o] + 18] = m > 2,

if [o/|+|8=m-12>1,

Jay < /Q b2 (/R (o)~ H0 08 e[ dv) | pllgm (o )55 Gl gy 2.4 o (0) 5 0208 Gl 12
R 3

J3,1§/S 2 (/ (v) 205" 0} eluhe |3dv> Bl (0) 2 G|y 1.0l (v) 12020 G| 2
R R3
if 2< || +18|<m -2,

Jor < /Q b (/ ()30 0 luh ] o) Sl (o V5 Gl 1.0 (0) 5 0208 Gl 12
R R3
if |[&/|+1|8|=1, any m.

Therefore,

[ $ahe | rrm (| tm (v) % GR| oo | $thm () E G g if ||+ 8] =m >2,

[B2hellw 1.5 |6 () = Grllwrollgwm (0) 2 Grllpm i |0/ +]8|=m—1>1,
[ $ahellym—2.4 |6 () 16 G Rllwm—2.l|$vom (V) T Grllam  if 2 <|o/|+]8/| <m -2,
[ $2hel[wr.ol|$tm (v) 5 G w1 || @m (0)F1GRllgm  if |o/|+]8| =1, any m.

J31 S

By (weighted) Sobolev embedding and Young’s inequality with 7 > 0, we have in all cases

2
(3:23)  Jox S X (nlGrlima o +Cin Zumr) < 7\|GR||HW L FOATXNZ g

1,R/2m (QR

111
where we have chosen n = k2 N"2X "2

J31 term with |o'| + || = 0: From Lemma 2.1(b) with p = oo and the Sobolev embedding
(H*(R®) C L*°(R")), we see that

(3.24) J31 S lldohell [ ¢*02(0)7|0205GRr* dudv < (14 XM Z2, |
Qr ‘

J32 term: For the last term, Lemma 2.1(a) with p = 2 implies

Js32 S [p2he IIHm/ 22 |(0)02 0P GR||(v) 0% 0P G| da du
(3.25)

< —IIGRHHM +Ci(1+ XNZ g

R/2m (Q)

Combining (3.23)-(3.25), we see that

+C1(1+ XM Z2 5+ CLRYX||Grl%

~ K 2
(3200 L= OglOnliny ..o B0 s ()
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Estimating J4 and Js: All derivatives appearing in Jy are of order at most m. By Cauchy-Schwartz,

(3.27) Je S| PR ()| D, GRl0205GR| da dv < f||GR|\H,,L1 am T C1Z0 n-
Qr ul,R/2m
Likewise, since V¢ < ¢2, we integrate by parts in J; to obtain
Js= | 4néVed-0|0f0)GRPdrdv S | ¢¢20, (v)[070)GR[* dudy
Qr

(3.28) s
2
||GR||Hm 1/2"‘(Q ) + ClZm)R.

LR

Estimating Jg: For the final quantity on the right-hand side of (3.9), we integrate by parts to write

Jo=—c | 22 |V020°Gpr|?dzdy — ¢ / V (¢*92) - VO2 0L GRro2 02 G R dx dv.
QR QR

The first term is negative. We will need it to close the estimates. We integrate the second term

by parts once more (note that supp(¢i,,) C Qg for m > 1), yielding

—¢ / V (%92, - VOLOGRro2OSGR da dv = % / A (¢*92) [0202G R |? dx du
Qr Q

R

<e / (6202, + 02, (V.0 + GLD20]) + 6>V sthinl? + 1| D2])) 0200 G dae o
Qr

SClEZz R"’_ClRQHGR”HmO 1(QR).

1,R/2m—
For the last inequality, we used analysis similar to J; 3 above. We also used that |V 1., |D24,,| <
R™%y,,_1. Therefore,

(3.29) Js+e | *Y|VOLOIGR? duvdv < CieZy, x + C1— |IGR|%mo .
Qg R? Hul R/zm—l(QR)

Proof of (3.8): Combining (3.17), (3.22), (3.26), (3.27), (3.28), and (3.29), then summing over all

a and B with |a| 4+ |8] = m yields

1d

2
Ol i T AICR s (@ T ElCRIG s, 2y

(3.30)

2
= CNHGRHHKJ

Ly FOLL+XNZE 5 4 CLRVX Gl

H:j’y’f{/zm,l (Q2r)"

If we now choose N larger than 2C/k, the first term on the right-hand side is absorbed on the left.
We then define }
G = C’1R7X||GRHHm 0

ul,R/2m— 1(QR).

By induction, (3.8) holds for m — 1. Integrating from 0 to ¢, we have

t
IGRM 10 +n/ GRS G R)ds+s/0 IGRE) G0 (o) ds

ul,R/2m ul,R/2m— ul,R/2m—1
< gl + €1 [ (1 X6 22y n(s) s+
X ]

Applying Gronwall’s inequality, we see that for all ¢ € [0, T

t
(Gl e [ 1GR6 et < (Il +2) e (0 [ (X0 as).

ul,R /2"

See (3.5). In particular, the bound on the second term implies that

Gi X

-

T

(3.31) /OTG (s)ds < e if R>2< (Ilgmllm +6) exp (C17T(1 +XA)))
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Fixing R as above, and using the bound from (3.31) in (3.30) yields (3.8).

Conclusion of Proof: Summing (3.7) and (3.8) for all m up to k and using Gronwall’s inequality
as above gives, for all ¢t € [0, T}, ],

(3.32) 1GRIZs, < (lginl3s +2) exp (CIT(1+ X (1))

Now consider the sequence of functions {Gg} (for K € N) of solutions to the problem (3.1) on
Qx with boundary conditions (3.2) and with ¢ = (In K)~!. Note that this choice of ¢ still allows
condition (3.31) to hold true, for sufficiently large K depending on the parameters of the problem.

The bound in (3.32) holds for each such Gx. If L > 0 is any large number, we conclude that
[XGxkllyx is bounded uniformly in K. Recall that x, is a smooth cutoff function in z and v,
supported in the ball of radius L — 1, and equal to 1 in the ball of radius L — 2. Therefore, a
subsequence converges weakly to some limit in G, € Y supported on the ball of radius L — 1.
Note that G, and G/ are identical on the ball of radius min(L, L’) and for all t € [0, T.

A diagonalization argument allows us to take L to co and extract a subsequence (which we also
denote as {G}) and a limit G € Y} such that

Gx — G in YT’C on compact sets.

Lemma 2.2 implies that A[h.] — A[h] in the space L>([0,T],H}) as ¢ = (InK)~' — 0, and
similarly for B[h.] and Clh]. Since k > 4, the function G has sufficient regularity that it is a

solution to the linearized problem (3.3) in W,"*H2,, on all of R®. By the maximum principle for

(3.1), each Gk is nonnegative, and therefore so is G. Furthermore, G inherits the bound (3.4)
from (3.32). O

We are now ready to solve (2.1) by constructing a sequence of approximate solutions in the
space Y} given by (1.5).

Theorem 3.3. Assume that g;, € Hffl, and that
lgin ey, < Mo.
Then, for some T € (0,T,, ] depending on My, there exists a unique nonnegative g € Y{f solving
(2.1) with g(0,2z,v) = gin(x,v).
We emphasize that, although T depends on My, My can be arbitrarily large.

Proof. Define ¢°(t,x,v) = gin(x,v) and, for n > 1, define the sequence {g"} recursively as the
solution of

(333) atgn + - vzgn + H<U>g" = tr (A[gn—l]Dign) + B[gn—l] . vvgn + C[gn—l]gn7

with ¢™(0,x,v) = gin(z,v). This is precisely the linearized problem (3.3). Then, by Lemma 3.2,
for any T' € (0,T),,x), each g" exists, is nonnegative, belongs to quf , and satisfies

(3.34) g™ < llginlZe exo (T (14 19" 2oz, ) )+

for some A > 1 and C; > 0 that are independent of n.
Assume by induction that, for n > 1,

(3.35) Hgn_luLOO([O,T],Hfl) < 2My,
for some T' € (0,7, .]. This hypothesis holds for n = 1 by our assumption on g;,. Then (3.34)

becomes
Hgnllzy;g < Mg exp(C1T(1 4 (2Mo)*).

2In2
T<mind——F—-— T %,
—mm{cl<1+<2Mo>A>’ }

If we take
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then [|g"[|yx < 2Mp, and in particular [|g"(| < (o,71,a%) < 2Mo. Note that T is independent of n.
We conclude (3.35) holds for all n > 1.

Next, define w™ = g™ — g"~ 1. Equation (3.33) implies, for n > 2,

Q" + v - Vow” + k(v)*w”™ = tr (Alg" ' |Dw") + Blg" '] - Vyw" + Clg" ™ Huw"

4 tr (A[wnfl}Dggnfl) + B[wnfl] . Vﬂgnfl + C[wnfl]gnflv
and w"(0,z,v) = 0. For all multi-indices with |«| + |8| < k, we differentiate the equation for w™
by 9202, multiply by ¢2020°w™, and integrate over RS. Note that the estimates developed in
the proof of Lemma 3.2 were independent of R and . Repeating the calculations (now without

any cutoff in v or mollification of ¢g"~! or w”’l) vields, by Lemmas 2.1 and 2.2 and the fact that
19" lyx < 2Mo for all n > 0,

T
[wn By <€ [ (1 g™ 6y )l 6) By s

T
01 [ @l (I @l + 1061y ) ds
< OT(L+ (M) [w” [ + CaT ((2Mo) + (A)™) (4M5) A2 .

since [|w"||gr < 4My and similarly for w™ L. If necessary, we choose T smaller, so that
1 1
CIT (1+(@2Mo)%) <5 and  O/T ((2Mo)" + (4Mo)*) (4Mo) A=+ < T

Now we have

n n— 1 n— n—
(3.36) lg" =" Hlyg < Slg" ™t = g" vy

We conclude g is a convergent sequence and the limit g € Y} is a classical solution of (2.1).

The uniqueness of g follows along the same lines. If g; and go are two solutions of (2.1) in V£
with the same initial data, then w := g7 — g5 satisfies

Ayw + v - Vow + £(v)*w = tr (Alg2] Dyw) + Blgo] - Vyw + Clgo]w
+ tr (A[w] D2 gz) + Blw] - Vg2 + Clwlgs,

and w(0,z,v) = 0. By the same estimate as above, and Gronwall’s inequality, we conclude that
[wlly; = 0. 0

Theorem 3.3 implies our first main result, Theorem 1.1, with f = e’(f"’”{t)<“>2g.

4. MASS-SPREADING
We first state a slightly weakened form of Theorem 1.3:

Proposition 4.1. Suppose that the assumptions of Theorem 1.3 hold. Suppose further that there
exist 6,79 > 0 and xg, vy € R3 such that

(4.1) 001 B, (20)x Bry(vo) < Jin-

Then there exists T, > 0, depending only on rq and the upper bound of the physical quantities
in (1.6) such that for every 0 < T < t < T, there exists v > 0, which depends only on dg, ro,
T, T, |vo|, the physical quantities in (1.6), and |z — xo|, and p > 0, which depends on the same
quantities, such that

(42) f(t7 x, ’U) > vexp {_p|v‘max{473_7}} .

We first prove Proposition 4.1, and then show how to obtain Theorem 1.3 from it.
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4.1. Proof of Proposition 4.1. We prove the lower bound in Proposition 4.1 using a probabilistic
representation. In order to do this, we require an approximation process; namely, we need to cut-off
a;; at infinity and regularize f. The former is to construct a unique stochastic process associated
to the equation and the latter is to apply Ito’s lemma and relate the stochastic process to f.

We define this approximation process now. Let x be any smooth cut-off function such that
0<x<1,x(v)=1if |v] <1, and x(v) = 0if |v| > 2. For any R sufficiently large, define

(4.3) ag(f(t, z,v) = x(v/R)a[f](t, z,v) + (1 = x(v/R))I,

where I is the identity matrix on R3. Then, for any ¢ € (0, 1), define fR,e as the solution to

(4.4) Oifre +v-Vafre =tr[(ar[f] +el)D2fre] + €[flfre, in (0,7] x R® x R3,
' fRre = fin, on {t =0} x R3 x R3,

With f fixed in the coefficients, the existence and uniqueness of fr . follows from the work in
Section 3. Indeed, (4.3) is the linear Landau equation, so the bounds on fr . are, in fact, easier to
obtain. We get, immediately, that ePv)’ fr.c is bounded in Y} independently of R and e.

Next, we claim that f € C([0,7] x R* x R?) for some a € (0,1). Indeed, since f € L{°Hy , N
W, H2 , then, by the Sobolev inequality, f € LYW 2 N W/}'°LS  for any p € [1,00). We may
then apply the anisotropic Sobolev embedding [27, Theorem 2] with p > 36/5 to obtain the Holder
continuity of f. We note that fgr . inherits the same bound.

Due to the above discussion, along with the uniqueness of solutions to the linearized Landau
equation in the class of functions with ePlv)? f € Y}, which follows from Theorem 1.1, we obtain
in particular that
(4.5) lim lim fr.=f,

e—0 R—o0
where the above limit holds locally uniformly in C, for some « € (0,1). This convergence is a
key point in our argument since, in general, we obtain pointwise lower bounds for fr . when R is
sufficiently large and then we take the limits R — oo and € — 0 to obtain lower bounds on f.

The main tool in the proof of the mass-pushing theorem is a probabilistic interpretation of (1.1).
In preparation for this, we set some notation and collect a few important facts.

Since ag is symmetric and non-negative definite, we may find a symmetric, positive definite
matrix o such that

ag +el = OR,cOR,e-

We note that the upper bound on @, i.e. that a < (v)?*7 (cf. [29, Appendix A]), which depends
only on the physical quantities (1.6), yield the upper bound op. < (v)m2x10:149/2} " which is
independent of R and . This is important in the proof of Proposition 4.1.

Further, since f € Y, the matrix ar is uniformly Lipschitz in all variables due to the cut-off in
v (see Lemma 2.1). Since € > 0, we notice that Gg . is uniformly Lipschitz as well. We note that
the € is not crucial here since the square root of a non-negative C? function is C%'. The bound on
the Lipschitz constant of 5 . depends on € and R, but we use it only to guarantee the existence of
a solution to our stochastic differential equation below. Importantly, we do not use this Lipschitz
bound anywhere in our estimate of m.

Lemma 4.2. Suppose that the conditions of Theorem 1.8 hold. For any (t,x,v) € [0,T] x R3 x R3,
there is a unique solution to the stochastic differential equation

AVETY =GR (t — s, X0®0 VEY) AW,
(46) dX‘g’I’v = 7‘/;’1”’” dS,
t,x,v t,x,v
Vo =v, Xy =u,
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for all s € (0,t), where Wy is a Brownian motion in R®. Further, we have
(4.7) Jre(t;z,v) = B [l cms X0 Vamtds f (gpey, o) |

Though the kinetic setting is non-standard, the proof of Lemma 4.2 follows from the usual argu-
ments. The existence is due to a Picard iteration, the uniqueness is due to Gronwall’s inequality,
and the formula for fg . requires only an application of Ito’s Lemma. As such, we omit the proof.
We refer the interested reader to [30]. It is important for the application of Ito’s Lemma that
fre be Clin t and x and C? in v. Using the Schauder estimates of [29] along with the positive
definiteness of ar + €I, we see that this is the case. This is where the I term is crucial; the
regularity of fr . is required below.

We also need the following lemma, which shows that pointwise lower bounds for f in a small
ball give a lower ellipticity constant for the matrix a[f]. This implies a lower bound for 5z .. The
proof of this lemma is similar to calculations that appeared in [13] and [38], but there is a key
difference: with pointwise lower bounds available, there is no need to use the upper bound on
the entropy density H (¢, x), so this lemma allows us to remove the entropy assumption from our
criteria for smoothness and continuation.

Lemma 4.3. Let g : R? — R, be an integrable function such that g > 01 B, (vy), for some 6,7 >0
and vo € R3. Then a[g] defined by (1.2) satisfies

1+ )Y, ees?
L+)*2, ev=0,

for unit vectors e, where ¢ > 0 is a constant depending only on vy, vy, and 7.

(4.8) aijlgl(t, z,v)ee; > cé{

Proof. We consider the case vy = 0, but the general case follows similarly. For any e € S?, (1.2)
implies

L \2
(4.9) aijlgleie; = a'y/ <1 -~ 62) ) lw| " 2g(v —w)dw = § sin? (0. )w]" 2 dw,
® ! B,(v)

where 0, ,, is the angle between e and w. Let A, = {w € B,(v) : |w-e|?> > |w|?>(1 —¢)}. Since

sinf, ,, is close to zero in A, we want to avoid that set to derive a lower bound. We can assume

e = v/|v|, since that is the worst case, i.e. the case where A, is largest for a given e. Clearly, there

exists g9 € (0,1) such that |A.,| = |B,|/2. With (4.9), this already implies a;;[gle;e; 2 §(1 + |v|)”

for small |v]. For |v| large (compared to r), since A., contains a cylinder of diameter ~ |/gg|v|

and height 2r, and this cylinder must have volume bounded independently of |v|, we conclude
~ |v|~2. Hence, from (4.9),

B
aijlgleie; 2 5/ o golw| 2 dw > 560|U|7+2% > 8|v| 2|72 > Slv].
'U

To conclude the proof, we need only consider the case when e-v = 0 and |v| > 3r. In this case,
for any w € B,(v), we have w-e < r and |w| > [v] — r > 2Jv|/3. Thus, (w-e)?/|w[* < &, which,
in turn, implies sin® Oy > %. From (4.9), we have, as desired,

_ 1
aijlgleie; 2 05 (o] =) Br(v)] 2 orfu] T2,

We are now in a position to prove Proposition 4.1.

Proof of Proposition 4.1. We prove this in four steps. We first show that the initial bound is
preserved on a slightly smaller set for all ¢ € [0, 7%]. Then we crucially use Lemma 4.3 to conclude
the diffusivity matrix g . is positive definite for ¢ € [0, T.] and = near xy. This allows us to spread
mass to any v. In the third step, we use the fact that we have mass at any velocity to use the pure
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transport term to spread mass to any x, though only for a small range in v. Finally, for a fixed =z,
we use the small mass clustered at some of the velocities to repeat our earlier step: we obtain a
lower bound on the viscosity and spread mass to all v. These four steps give us a lower bound on
f for all t € [0, T].

Before beginning, we asssume, without loss of generality, that §o < 1. We also note that
all estimates depend on 7 and the physical quantities (1.6), though we often do not mention this
dependence explicitly in the sequel. Finally, we denote m(t, 2, v) to be a positive function satisfying
the properties as in the statement of Proposition 4.1 that changes line-by-line.

Step 1: Preserving a mass core for short times: The first step is showing that the lower bound on
the mass at (xg,vg) given by (4.1) remains for a short time.

We make this explicit. Fix any R > 2(|vg| +19) and € € (0,1). Let rq = min{ro/2,/r,}. We
claim that there exists T, > 0 depending only on vy and 7y such that, for all ¢ € [0, T,],

é
(410) fR,E(t7x7U) Z Eo]lBﬂo(wo)XBlo(Uo)(x7v)'

To see this, define 7, = inf{t € [0,T7]: |V;H®" —wg| > ry} and use Lemma 4.2 to obtain
(4.11)
fret;z,v) 2 E {ﬂ{rﬁm}fm(Xf’x’”v Vf’“ﬂ > 6oE []1{@0>t}]1{xtt"'”63m @} LV eB,, (v@}}
= 80P {7, > t,X;"" € Byy(0), V""" € Byy(v0)}

We make the following crucial observation. By our choice of 7, , we consider only trajectories
VE® that never leave By (vo) C Bgr(0). As a result, (X5, VH®") and thus our estimates in
this step are independent of R (cf. (4.6) and the definition of o ).

Let T5 > 0 be a constant to be determined and define

. 1 ro—rg
4.12 Te:=min<T,ry, =—— T o .
e S ey

If |v — wol, |z — xo] <1y and t € [0, 7] then we claim that
(4.13)
t.x, t,x, , X,V
P {7, >t,X;"" € Byy(w0),V;""" € Bry(vo)} > P(ry, >t} =P {Orgggt |[VEY — g < T‘O} )

Indeed, suppose that |[VH%Y —v| < 1, for all s € [0, T%]. First, we observe that |V5%Y| < |v| 41, <
|vo| + 70 < R. Hence 7, > t. Second,

t t
|Xtt’x’”—$o|§‘/ Vi ds +|x—zo\</ (Iv0] + o) ds + 7 < Teluo| + (Ts + Dirg < ro.
0 0

Here we used the third term in the definition (4.12) of T, along with the fact that r, < rq/2.
Third, it is clear that V;"*" € B,,(vo). Hence, (4.13) follows.
From (4.13), we conclude that

t,x,v t,x,v YT
(4.14) P{TKO > t,Xt S Bro(xo),‘/t S BTO(U())} >1-P {Orggé{t IV'St R Ul > TO} )

Hence, (4.10) follows from an upper bound of the last term on the right-hand side of (4.14). To
obtain such an upper bound we first apply Markov’s inequality:

P< max [VEY —v| > 1y ¢ = P{ max [VIY — v]? > z% < z62E max |VI*Y — vl?|.
0<s<t 0<s<t 0<s<t
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In order to bound the term on the right hand side, we argue as follows. Use Doob’s inequality and
the Ito Isometry to obtain
2

E | max |V8t,x,v _ ’U|2:| 5 E U‘/;t,w,v _ UIZ] —F

t

= t,x,v t,x,v

ORe (XY, V®"YdB
Ogsft /0\ R,E( S » Vs ) S

t
=E {/ |5R,5(X;vz’”,V;@»U)Fds} )
0

Using the asymptotics of 6 and the fact that £ < 1, we now obtain bounds on E[max; |[V/*? —
v|?]. Tt is useful to consider two cases separately:

First, if v € [-3,—2], then 6 is bounded above independently of X%*¥ and V}*". Hence,
we see that
(4.15) E {max |VEey — v|2] < Cpt,

0<s<t
where Cj represents the implied constant above and the upper bound on g . In this case,
Cot
IP’{ max |[V55Y — o] > 7"0} < —g.
0<s<t 5

Letting T, = r3/2Cy the above is bounded by 1/2. Combining this with (4.11) and (4.14), we
obtain, for all (t,z,v) € [0,T%] x B, (z0) x By, (vo),

fR,E(ta‘Tav) Z 530

From our definitions of T, and 75, it is clear that T, = T if r( is sufficiently large, depending only
on |vg|. This finishes the proof of the claim in the case v < —2.
On the other hand, if v € (—2,0) then

t
E {max |VEEr v|2] <E [/ (1+ \V;’x’”|1+7/2)2 ds] <tE [1 + max |[VE5Y — oY 4 U|2+7:| )
0<s<t 0 0<s<t

Above, we used Lemma 2.1 in the first inequality. We use Young’s inequality on the second term
in the expectation, obtaining

1
tew 12 < 24 ‘2‘ 1 te,w (2
E [Orggi(tws v } < Cot (1 + (Jvo| 4 10)**7) + (Cot) PT + 2IE Joax, |V v|*|,

where Cj again comes from the implied constant above. After increasing Cy, this may be re-
arranged to give

(4.16) E |:0r2?§t Ve — U|2:| < Cot (1 + (Jvo| + f0)2+ﬂy) + (Cot)ﬁ.
Hence, we obtain
2
v CoT? 2 (CoT) T
(4.17) P{JE%M’ v — o] > 7’0} <7 (1+ (Jvo| +1)°™) + o

We now let o
1 ré ry
T, = - mi —0 = 5.
2 4mm{00<1+ (ool + 20777)" o }
Then the right hand side of (4.17) is smaller than 1/2. Using this along with (4.11) and (4.14),
we once again obtain that, for all (¢,z,v) € [0,T%] x B, (x0) X By, (vo),

fR,E(taxa’U) Z 6?0

Using the definitions of T, and T3, we again note that T, = T if r( is sufficiently large.
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Our bounds do not depend on R and e. Hence, taking R — oo and ¢ — 0, we obtain

(4.18) ft,z,v) >

o | S

]1310 (z0)X By (UO)(xa U),

which finishes the proof of the Step 1.

Step 2: Spreading mass inv for x ~ xy: The next step is to show that the mass of f instantaneously
“spreads out” in v. We require this to “spread out” the mass in « in Step 3, below. We make this
explicit. Fix 0 < T <t <T,. For any z € Bzo/g(xo),

(4.19) flt,z,-) > vexp {—p|v\ma"{473*”} ,

where € and p are as in the statement of the proposition.
Applying Lemma 4.3 and using the definition of or ., we find that there exists A9, depending
only on &g and ry such that

(420) 61:1’,,8 (tv x, U) > )‘0 <v>’Y/2‘

Fix any R > 2(|v| + |vo| + 70) and any e € (0,1). Let t. = ry/(4max{|v], [vo|, Ny [v[*77}), for
Ny, > 1 to be determined. We first prove the claim when ¢ < t.. Then we let 75, = inf{s > 0 :
|VE®?| > 2max{|v|,|vo|,1}} and notice that

xr,v xr,v 6
fR,E(tvxvv) > E[l{r2|1,‘>t}fin(X? ’ aVst’ ’ )] > gP{TQIU\ >, (X:,%v’ V;ftxw) € BEO(Z‘()) X Bzo (UO)} .
Since ¢ < t. then it follows that, if ¢ < 7o, X e B, (o). Hence the above simplifies to
6
(4.21) fre(t,z,v) > EOIP’ {Toju) > t, V™Y € By, (v0)} -

Define v : [0,¢] — R? as 9(s) = v + (s(vo — v))/t. Then (4.21) further reduces to

0<s<t

(4.22) fre(t,z,v) > 6201[”{ max |V —o(s)| < 7’0} .

In order to obtain a lower bound on the right hand side of (4.22), we use Girsanov’s transform
to change probability measures to Q such that Yy := V5%? — () and

dY, = ap(Xb®Y VE*) dB,

where Bj is a Q-Brownian motion. Let Ay, = {maxo<s<¢ |Ys| < 1}, Then we have that

1 t
. S 1 .
t,T, T - =—1 s 12
P{Org‘?i(t|vswvv(s)|§7"o}]EQ |:eXp{/O ’UO’Rﬁst*é\/O |UUR,8| ds}]lAT0:|
. —lvg—wv]|? t .
> e ot Utlvoltivitro)” ey [exp {—/0 176;%)16 st} ]lArO} .

Here Cy is the implied constant in (4.20). Let ¢,, = Q(A; ). Then, using Jensen’s inequality, we
obtain

—lvg—v]|?

t
P {Orgg‘?t |Vst,w7v —o(s)| < TO} > ¢ CotA g (lvol+lvl+ro) QKOEQ |:]1Aro qﬂ_ol exp/ 65;2,15 dBS]
<s< 0

(4.23)

—|vg—v]|? t
CotAa2 v —1 . 1 A
> ¢ G023 (Hlvol+lvl+ro) qr, exp Eq |:]1A7'0q7‘0 /0 VoR . st] .
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We note that, after fixing a sufficiently large N, depending only on |vol, rg, and the physical
quantities (1.6), we may obtain a lower bound for ¢, by arguing exactly as in Step 1. On the
other hand, letting R = |v| + |vo| + 7,

(4.24)
t t . t 1/2
‘IE@ []1"‘7‘0/0 vaRedB} :’EQ [nATO/O w};last] < Q(A,)/?Eq []1,47,0/0 |1')01T%18|2d3}

1/2 [vo — | [vo —v]?

= oo (1 + [vol + [o] + £0) 772 — 0 CFIAG(L+ fuo] + [o] + £)7
where we used Holder’s inequality and the Ito isometry in the first inequality, and we used the
lower bound (4.20) in the second inequality.
Let 8 = max{3 —v,4}. Combining the discussion regarding ¢, with (4.24), (4.23), and (4.22),
and using the fact that |v|2=7¢~1 < |v|? 4+ C; for some C; depending only on ¢ and ~y, we obtain

2=y
fR,E(t7xaU) > v exp {_p|v|t} > Vlexp{_pllvlﬁ} )

for some v and p’ with the same dependences of v and p. Since all estimates are independent of R

and e, we may conclude the proof of Step 2 in this case by taking the limit as R — oo and € — 0.

If t > t., we may simply translate the argument in time and use the semi-group property. Hence,
|U|2_’Y / 11,,13

fre(t,z,v) > vexpq —p / 2V eXP{—P |v] } ‘

c

for some v/ and p’ with the same dependencies as v and p. We conclude exactly as above. This
establishes (4.19).

Step 8: Spreading mass in x for select velocities: We now obtain a lower bound on f for all ¢t and
x and some subset of velocities. Specifically, we aim to prove that, for all t € (0,7,] and all z € R?
there exist v, € R?, depending only on |vgl, ro, ¢, and |z — z¢|, and ¢, > 0 depending on the
same quantities and also do, such that, for all v € B, /4¢(vt,2),

(4.25) ft,z,v) > 0.

Further, v, and d;, depend continuously on (t,z) € (0,7%] x R3. In particular, this provides a
lower bound of the form (4.1) for f(t,-,-) at (z,v;,) for any ¢ > 0 and z € R3.

To establish (4.25), fix any ¢ € (0,7,] and R > 0 to be determined. Again notice that up to
shifting in time, we may assume that t < tg, for ¢y to be determined below, and that the lower
bound from Step 2 (4.19) holds for the initial data. Define v; , = —(z¢ — z)/t. Fix any ¢ € (0,1)
and any R > 2(Jvy 5| +10/2t + 1), and let

T
3 . t,x,v =0
Tzo/t:mf{s. |V3® — g | > }

Fix any v € B£0/4t(vt,$) and, using (4.19), there exists mo > 0 depending on dg, |vg|, ro, t, and
|z — xg| such that

(4.26) fR,E(t, x, U) > mOE[]l{Tzo/t>t}]l{Xf’x’vEBio/g(wo)}]l{Vt'm’uEBrO/zt(vt,z)}] = moP {Tio/t > t} .

t,x,v

In the equality above, we used that if 7. ,; > ¢ then V""" € B, /9, and
r
<=

t
JRUSETTE B
0

Hence, in order to finish the proof of Step 3, we need only obtain a lower bound on

(4.27) P{r, ;i >t} = ]P’{max |VEEY — 4] < 2}zl—P{Ogaiith”—vm|>2t}

| Xy — | =

T —x0+ / Vst’m’”ds
0
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Since the estimates are significantly simpler when v < —2, we only show the case when v > —2.
Indeed, we follow the work in Step 1 and use the estimate (4.16) to obtain

r 2+ 2
+°> +Co(Cot) ™ |,

T — X0

T t2
4.2 P VEhEv _p > 22 < tl1
(4.28) {o’??é' s Vel > 5 0 < 2 Cot [ 1+ ,

where C is a positive universal constant. We are now in a position to define tg. Let

[v1

1 2+]v]

1
1. 3 \?® r3 H o r3
to:zmln 3247 ) 32470 |x—x\2+7 ' o4y 10 2 ’
0 0 0 3WCOI'Y C'ycoM

and then (4.28) implies that

T 1
P yheo _ >08 >
{mi STl > 5025

Plugging this into (4.27) and then (4.26) yields the lower bound for fr .. Taking the limits R — oo
and € — 0 yields the lower bound for f. The continuity of this lower bound and of v, is clear
from the proof. This finishes the proof of Step 3.

Step 4: Spreading mass in v for all x: Since the lower bound of f obtained in Step 3 holds locally
uniformly in z, we may repeat the arguments of Steps 1 and 2 in order to see that, for any
(t,z,v) € (0,T.] x R? x R3, there exists m(t,x,v) > 0, depending only on ¢, |v|, |vo|, T, |2 — 20|,
and dg, such that f(¢,2,v) > m(t,x,v). This finishes the proof. O

4.2. Using Proposition 4.1 to obtain Theorem 1.3.

Proof of Theorem 1.3.(i). First, note that the assumed regularity of f implies that f(0,-,-) is
Holder continuous (see the discussion after formula (4.4)) so that (4.1) is satisfied for some g, 79,
Tg, vg. Next, notice that applying Proposition 4.1 one time implies that f is positive everywhere
for some small time interval (0, T.]. At which point, we may re-apply Proposition 4.1 on the time
interval (T, T]. This is possible because, by choosing 1, small enough, we may find r7, arbitrarily
large such that

or. 1B, (0)xB.,, (0)(7v) < f(Ts,2,0).

The sub-Gaussian lower bound then follows directly from Proposition 4.1, concluding the proof of
Theorem 1.3.(3). O

Proof of Theorem 1.3.(ii). Arguing as above, and using the well-distributed initial data, we im-
mediately obtain é1, depending only on R, 6, r, T, T, and the quantities in (1.6) such that, for all
(t,z,v) € [T/2,T] x R® x B1(0), f(t,z,v) > ;. Define

flt,z,v) =6, exp{—B(t)|v|2*“*}7

for 8: Ry — Ry to be determined. We claim that f is a sub-solution to the linear Landau equation;
that is, letting L := 9, +v -V, —tr(a[f]D3-) —¢[f], we claim that Lf < 0in [T, T] x R* x {|v] > 1}.

By a direct computation, we obtain

Lf = f =B = ay[f] (2 = )8 |v| = viv; — B2 — 7)o 77 (85 — vl ~*vivy)) — elf]]

< f[-BPTT = O P 4+ C ) ]

where C is a constant depending only on ¢; and the physical quantities (1.6). In the inequality we
used the anisotropic upper bounds for a[f] of [29, Appendix A], the lower bounds of Lemma 4.3,
and the fact that ¢[f] > 0.

At this point, we choose (t) = 1+ C1/(t —I'/2). We choose the constant C large enough that
=B/ ()w]*~7 + C(v)? < C1B2(t)|v[*~7 for all |v| > 1. Hence, Lf < 0. Since f(t,z,v) > & >
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f(t,x,v) whenever t € [T'/2,T] and |v| = 1, and we can extend f smoothly by zero when ¢ = T'/2
and |v| > 1, we have f < f on the parabolic boundary of [I'/2,T] x R? x {|v| > 1}. It follows
from the comparison principle applied to f and f that f < f in [T'/2,T] x R3 x {|v| > 1}. This
concludes the proof. O

4.3. Optimality of self-generating lower bounds. We show that the asymptotic behavior of
the lower bounds in Theorem 1.3(ii) cannot be improved in general. We find quite general initial
data such that corresponding upper bounds hold. This upper bound may perhaps be known in
the space homogeneous setting, but we are unable to find a reference.

Proposition 4.4. Let T > 0 and f be any bounded solution of (1.1) on [0,T] x R3 x R?® such that
the quantities (1.6) remain bounded on [0,T] and such that, for some p, K > 0,

£(0,2,v) < K exp{—p|v[*77}.

Then there exist a and C, depending only on vy, the quantities (1.6), and || f||ze(o,r)xre), sSuch
that )
-
flt,zv) < Kexp{at - 2/107;|t_|_l} for all (t,z,v) € [0,T] x R® x R3.
Before beginning the proof, we note that there exists f satisfying the conditions of Proposi-
tion 4.4, see, for example, Theorem 1.1.

Proof. In order to conclude, we need only construct a super-solution in [0, 7] x R3 x R3. Let L be
as in the proof of Theorem 1.3.(ii). Let f(t,z,v) = Ke®* =B’ where o > 0 and B : Ry — R
are to be determined. Computing Lf directly as in the proof of Theorem 1.3.(ii), and using the
upper bounds for a[f] and ¢[f] in [29, Appendix A] and the fact that a[f] is nonnegative definite,
we find a constant C, depending only on v, the quantities (1.6), and || f|| £ ([o,7]xre), such that

Lf > fla=B O = CB () ()" = C)].
Then, we define 3(t) = p/(2pCt + 1), so that the positive term —3'(¢)|v|*~7 dominates for large
|v|. Choosing o > 0 large enough, we have Lf > 0 for small [v] as well. By our assumption on the
initial data, the comparison principle implies that f < f on [0,7] x R? x R3. This concludes the
proof. O

5. SMOOTHING AND CONTINUATION OF SOLUTIONS
We are now ready to show that our solutions to (1.1) are C*° in all three variables.

Proof of Theorem 1.4. We will apply the main theorem of [29]. The Gaussian decay of f in v
(which is uniform in ¢ and z) implies uniform upper bounds on M(t,z), E(t,x), and H(t,x).
Theorem 1.3 implies that M (¢t,z) > m;, > 0 for each t € [0,7], z € R3, and that a uniform,
positive lower bound on M (¢, x) holds in any cylinder Q..(to,zo) = (to — r2] x B,(xg) so long as
r?2 < to. As written, the smoothing theorem [29, Theorem 1.2] requires a lower bound on M (¢, x)
that is uniform in ¢ and x. However, these proofs are entirely local in ¢ and z, and still go through
with our locally uniform lower bound on M (¢, x). Hence, by the (locally uniform) lower bound on
the mass M(t,x), Gaussian decay in v of f, and the upper bounds on the physical quantities (1.6)
and H(t, ), we conclude f is in C*°([0,T] x R? x R?) via [29, Theorem 1.2]. Since f has uniform
Gaussian decay in v, the proof in [29] shows that all partial derivatives have Gaussian decay which
is locally uniform in ¢ and z, with constants depending on the order of the derivative. This implies
the moment bounds in the statement of the theorem.

If, in addition, f;, is well-distributed, the lower bound on M (t,z) is uniform on [T'/2,T] x R3
for any T € (0,T]. Together with the uniform Gaussian decay, this implies, via [29, Theorem 1.2]
applied to f(T'/2+t,x,v), that all partial derivatives of f satisfy Gaussian-in-v estimates that are
uniform on [T, T] x R3. O
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Finally, we show that solutions can be extended so long as they are well-distributed initially
(see Definition 1.2) and the hydrodynamic quantities remain bounded. The following is a more
precise statement of Theorem 1.5:

Theorem 5.1. Suppose that the assumptions of Theorem 1.4 hold for some p >0 and T € (0,T)
where T > 0. Then there exists T} > 0, depending only on vy, p, and |\ep<”>2f(T, “ ~)||H4l, such that
[ can be extended to be a solution of (1.1) in Y} . . '

If, in addition, the initial data satisfies e”°<”>2fm € HY for some py > p, and fi, is well-
distributed with parameters R, §, r, then the solution f satisfies emi“(“"’o/2)<”>2f € Y3 for some p >
0. The constant j and the time of extension Ty depend only onT, v, R, §, r, ||ep0<”>2fm||H§l, and

the bounds on (1.6). In particular, Ty may be chosen independently of p and ||e*)” f(T,-, M -

Remark. The significance of the decay rate min(u, po/2) is as follows: in constructing a solution
f in Theorem 1.1, our first step was to divide f by e~ (Po—rt)(v)? for a positive constant k that is
more or less arbitrary, but the resulting time of existence T depends heavily on po/k and . This
theorem allows us to remove this dependence when the initial data is well-distributed.

Proof. For a solution f with ep<”>2f € Y, we of course have e”<”>2f(T, ) € H{fl, and we may
apply Theorem 1.1 to obtain a solution on [T,T + Tj] for some T; depending on p, v, and

Hep<”>2f(T, )| x - We concatenate this solution with f to obtain a solution on [0,7 + T3].
Next, suppose that f;, is well-distributed with parameters R, J, r, and that e”°<”>2fm € Hﬁl.
By the uniqueness in Theorem 1.1, there is some tg € (0,7 depending on ||ep0<”>2fm||H41 such that

e”o<v>2/2f € Yt‘é We want to apply [29, Theorem 1.2] to show f and its derivatives up to order 4
have Gaussian decay up to time 7', with constants as in the statement of the current theorem. As
written, [29, Theorem 1.2] requires a uniform upper bound on H(t,x) and a uniform lower bound
on M (¢, x), but the only place in [29] where these two assumptions play a role is in showing a lower
ellipticity bound for a[f] of the form (4.8). Since f;, is well-distributed, Theorem 1.3 and Lemma
4.3 imply such an ellipticity bound holds, with constants depending only on ¢y, T, v, the quantities
n (1.6), R, §, and r. With this modification, we can apply [29, Theorem 1.2]! and conclude that
there exist positive constants C' and p, depending only on ty, T, v, R, &, r, and the upper bounds
on (1.6), such that

”emin(u,po/zxv)?f(t,.,.)||H311 <C, telty,T).

Now we may proceed as in the first paragraph of the proof and obtain a solution on [0,T + Ti],
with 77 as in the statement of the theorem. O
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