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anisotropic effects during simulation of
laser impact welding

• The findings reveal grain elongation
and alignment resulting from grain-
boundary sliding, which confirms the
development of adiabatic shear banding

• By capturing microstructure, increased
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face are revealed, resulting in greater
plastic heat dissipation

• Unlike existing homogeneous models,
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increased jetting with higher tempera-
tures, even at lower collision velocities
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Introduced is a comprehensive numerical modeling framework that includes microstructure when simulating
the laser impact welding (LIW) of metals to study the transient phenomena that occur during weld formation.
Such transient phenomena include evolution of shear stresses, plastic strains, thermal response, andmaterial jet-
ting. Inhomogeneous microstructures for two dissimilar foils (aluminum 1100 and stainless steel 304) are first
predicted using the Dynamic Kinetic Monte Carlo (KMC) method to simulate laser-based powder bed fusion
(PBF-LB) additivemanufacturing (AM). Thesemicrostructures are subsequently incorporated into an Eulerian fi-
nite element (FE) simulation of the LIW process, enabling prediction of grain elongations that result from the
varying yield surfaces, stacking fault energies, and grain-boundary sliding effects. Trends in the predicted micro-
structure deformation patterns show strong agreement with those from experimental images in the literature.
Compared to existing homogeneous models, the new framework with inhomogeneous AM microstructure re-
veals higher collision velocities at the weld interface, resulting in increased plastic strain rates, greater plastic
heat dissipation, and increased material jetting with higher jet temperatures. The framework allows for new op-
portunities to study correlations between grain topography (as well as polycrystalline metal texture) and the
transient process phenomena occurring at the impact weld interface.
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1. Introduction

Impact welding involves a rapid collision process, typically lasting a
fewmicroseconds, resulting in the formation of a joint that is considered
to be primarily mechanical in character [1–3]. A notable benefit of im-
pactwelding is themitigation of undesirable thermomechanical charac-
teristics typically observed in fusion welds between dissimilar metals
having large variations inmelting temperature. These detrimental char-
acteristics can include formation of brittle intermetallic compounds [2],
porosities [4], and micro cracks [5] that occur during the subsequent
cooling period.

Experiments conducted as early as the 1960s reveal impact welded
joints, as seen in Fig. 1. Abrahamson (1961) (Fig. 1 Top Left) documented
observations for an impactweld interface formedwhen amild steel bul-
let (flyer) was fired into a copper plate (target) at over 800m s−1 with a
30° impact angle [6]. The difference in yield strength together with the
relative velocity of the dissimilar colliding materials may explain the
elongation in themild steel grains relative to that seen in the copper tar-
get at theweld interface. Cowan et al. (1971) (Fig. 1 Top Right) observed
shear elongation of grains along the collision interface for an explosion
cladding process wherein a nickel flyer was collided with an AISI 1008
steel target at 1600 m s−1 [7]. A fluid flow analogy was used to explain
formation of theweld interfacemorphology. Dittrich et al. (2018) (Fig. 1
Bottom Left) used electron backscatter diffraction (EBSD) along with in-
verse pole figure (IPF) maps to characterize and analyze a Cu-Cu vapor-
izing foil actuator weld (VFAW) interface and its severe plastic
deformation. Their observations revealed the presence of twinning
and adiabatic shear bands, as well as static and dynamic recrystalliza-
tion at the weld interface [8]. Liu et al. (2019) (Fig. 1 Bottom Right) per-
formedVFAWexperimentswith subsequent peel strength tests for both
wrought and PBF-LB additively manufactured 15–5 PH steel specimens.
Based on mean impact velocities of 677 m s−1 and 630 m s−1 in the
wrought and AM flyers, respectively, adiabatic shear bands and cracks
were observed near the weld interfaces, in addition to a shear-
deformed layer. It was noted that the more elongated grains, observed
as the shear-deformed layer became thicker (with increase in impact
angle), were indicative of a greater degree of dynamic shear strain [9].
Fig. 1. Images of impact welds documented in literature. (Top Left) A mild steel bullet fired into
explosion clad nickel-steel impact weld, adapted from Cowan et al. (1971) [7]. (Bottom Left) I
recrystallization (SRX) and dynamic recrystallization (DRX) from the vortex region of the we
(Bottom Right) Adiabatic shear banding and microcracks from VFAW experiments on wrought
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Raoelison et al. studied the interfacial features formed during magnetic
pulsewelding (MPW) of Al 6060-T6 tubular assemblies. The Al-Alwelds
were observed to be either straight or wavy in shape. Large shear defor-
mation in grains adjacent to the weld interface caused the grains to
evolve from an undeformed equiaxed structure to a flatter elongated
morphology, indicating formation of a joint without sliding or
debonding [10].

While several impact welding techniques that create solid-state
welds of varying scale and geometry have been studied, including ex-
plosive, magnetic pulse, vaporizing foil, and gas gun types [2], this
work focuses on examination of the transient weld interface behavior
during laser induced impact weld formation. Laser impact welding
(LIW), shown schematically in Fig. 2, involves a confined ablation pro-
cess [12] wherein a flyer is accelerated towards a stationary target due
to the high-pressure plasma formed during ablation. Collision velocities
of several hundred meters per second occur between the flyer and tar-
get, which (under the right process conditions) produce a welded joint.
Jetting of material from the obliquely colliding metal surfaces is ob-
served, indicating formation of an impact weld [13–16]. Under certain
conditions, springback (separation of the flyer from the target foil
after impact) is also observed [3,17].

Numerous applications for impactwelding are suggested in the liter-
ature, ranging from the cost-effective joining of automotive compo-
nents involving differing materials [2], the joining of AM metal parts
sensitive to high heat inputs during fusion welding [9], and lighter bev-
erage can tab end designs, as described in a LIW patent by Daehn and
Lippold [18]. Such applications likely require rigorous experimental
testing before large scale industrial deployment. To help alleviate the
costs and degree of experimental testing, researchers rely on physics-
based predictive models of the impact welding process to determine
conditions conducive to successful welds. Table 1 provides a compre-
hensive summary of the state of the art in numerical models developed
to date for impact welding processes.

As noted in Table 1, a shortcoming of the existingmodels is that they
neglect the anisotropic effects that modeling microstructural inhomoge-
neitymight have on the transientphenomenapredicted duringweld for-
mation, or rather, they assume homogeneous grain morphology, with
a copper plate, adapted from Abrahamson (1961) [6]. (Top Right) Interfacial features of an
PF map of an EBSD image revealing twinning (TW), adiabatic shear banding (ASB), static
ld interface formed in a Cu-Cu VFAW experiment, adapted from Dittrich et al. (2018) [8].
and additively manufactured 15–5 PH steel, adapted from Liu et al. (2019) [9].



Fig. 2. (Left) Schematic of a laser impact welding process featuring necessary components and depicting the expanding plasma that propels the flyer towards the stationary target. Upon
impact,material jetting phenomena is observed. (Right) The resulting impactweld, also featuring a springback region that develops [3]. (Inset) Opticalmicrographof a cross section of anAl
1100 – SS 304 laser impact weld, adapted from an earlier publication by the authors [11].
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isotropicmaterial definitions for both the flyer and target. This helps gar-
nermotivation for the novel framework introduced and demonstrated in
this paper. The presented work seeks to illustrate the impact of micro-
structure modelingwhen simulating a LIW process featuring inhomoge-
neous flyer and target foils, as fabricated by selective lasermelting (SLM)
type additive manufacturing. Accordingly, Section 2 of this paper de-
scribes a Lagrangian FE model used to predict corresponding SLM ther-
mal histories of the dissimilar foils. The thermal histories are
subsequently exported to the microstructure modeling tool, from
which 3D microstructures are predicted and mapped into an Eulerian
computational LIW model. Section 3 describes the Eulerian FE formula-
tion used to simulate the LIW process, wherein the model captures
both spatial and temporal characterization of the pressure pulse profiles
generated via confined laser ablation. Additionally, Section 3 describes
the material constitutive models applied to the inhomogeneous foils. A
comparison of the transient phenomena predicted for the inhomoge-
neous model, and a similarly formulated homogeneous model, is pre-
sented in Section 4, along with inferences from experimental,
analytical, and numerical investigations documented in the literature. Fi-
nally, key findings deduced from the inclusion of microstructure in the
modeling framework are summarized in Section 5.

2. Laser powder bed fusion microstructure prediction and finite
element mapping

Microstructure of theflyer and target foils used in LIW studies are in-
fluenced by their associatedmanufacturingmethod. In thiswork, the in-
fluence of inhomogeneous microstructure, which is typically observed
inmetal AM [36,37], on the transient, anisotropic thermal andmechan-
ical response during LIW is examined. This section describes the ther-
mal FE powder bed fusion of both Al 1100 and SS 304 specimens,
from which the respective time-dependent melt pools (MP) and heat
affected zones (HAZ) are determined. The temporally-varying dimen-
sions of the respective foils' MP and HAZ are then used for microstruc-
ture prediction using the Dynamic KMC framework [38]. Finally, the
predicted microstructures are mapped back to the Eulerian FE model,
usingmaterial volume fractions (MVFs) for the LIW simulation.

2.1. Laser powder bed fusion finite element model

A single layer, SLM type of PBF-LB transient FEmodel replicating the
thermography experiments described by Heigel et al. [39] at NIST is
adopted, as depicted in Fig. 3. Although their experimental work was
limited to Inconel 625, the temperature-dependent material models
3

used herein, for both powder and fused continua, are those for Al
1100 [40] and SS 304 [41]. Further details on the use of SLM tomanufac-
ture thin metal foils can be found in [42].

Solid continua in the model include the baseplate and the single
powder layer after beingmelted and cooled below the melting temper-
ature. The powder continua represent a single layer on top of the base-
plate prior to melting as a result of the bi-directional laser scans. The
thermal conductivity of the powder continua is estimated as 1% that of
the solid continua of the same material [43]. Assuming no process pa-
rameter associated defects [44], such as lack of fusion (un-melted pow-
der) or porosities (including keyholes), upon reachingmelting point the
temperature-dependent thermal conductivity curve for powder is
transitioned to that of the solid, since the melted region will thereafter
be part of the solid (or fused) continua.

Since a Lagrangian FE thermal model is used to simulate the SLM
process, linear hexahedral diffusive heat transfer elements are used to
discretize the solid and powder continua. These elements only have
temperature degrees of freedom active at every node, which reduces
the number of calculations at each time increment. Because only a single
powder layer is modeled to generate each foil, a discussion on ap-
proaches such as inactive elements or quiet elements [45,46] to account
for additional powder layer depositions is omitted. To further reduce
the computational expense, as seen in Fig. 3, the scanned region is
modeled with 25 μm cubic elements using a structured meshing
scheme, while the surrounding powder in the powder bed (not
scanned) and the baseplate are discretized using coarser elements of
the same type. Solutions for the thermal model, described next, are
computed using the implicit solver of Abaqus v6.14.

2.1.1. PBF-LB thermal model
The spatially and temporally dependent temperature field for both

powder and solid continua in the PBF-LB model is governed by Eq. (1),
which gives the 3D heat-energy balance relation [47]. Note that this
governing equation has been used for various metal AM models
[48–53].

∇ � k∇Tð Þ þ Q ¼ cvρ
∂T
∂t

; for t ≥ 0 ð1Þ

Eq. (1) is applicable ubiquitouslywithin themodel for temperature T
at time t. Temperature-dependent terms include k, cv, and ρ, which rep-
resent the thermal conductivity, specific heat (constant volume) and
density, respectively. The dynamic heat energy input Q, arising from
SLM laser scans, is discussed in Section 2.1.3. Since only a single layer



Table 1
Summary of the state of the art in numerical modeling of impact weld processes.

Author (Year) Impact Weld
Process &
Materials

Numerical Model Formulation Focus of
Numerical
Investigation

Key Details & Assumptions Relevant to the Present Work

Mousavi et al.
(2005) [19]

Explosive welding;
Various metals

Eulerian • Velocity
• Pressure
• Equivalent
plastic strain
• Stress (normal
and shear)
• Temperature

• Bonding occurs when collision velocity is within a certain threshold range.
• Impact angles must also be within a critical range for bond formation.
• Equivalent plastic strain and shear stress values during impact resulted in a
wavy interface when beyond a threshold value.
• Amplitude and wavelength of weld interfaces was dependent on flyer plate
thickness.
• No anisotropy or inhomogeneity mentioned for numerical model.

Chizari et al.
(2009) [20,21]

Gas gun impact
welding; Al-Al

Lagrangian • von Mises
stress
• Topology of
welded joint

• Successful bonding achieved at a 400 MPa shear stress threshold.
• Impact welding increased roughness of the surface opposite to the weld on the
first flyer, affecting quality of subsequent welds on that surface.
• No anisotropy or inhomogeneity mentioned for numerical model.

Wang et al.
(2012) [22]

Explosive welding;
Various metals-Ti

Smoothed Particle
Hydro-dynamics (SPH)

• Equivalent
plastic strain
• Pressure
• Wavy interface
• Shear stress
• Jet formation

• Alternating shear stresses noted as key factor for successful bond formation.
• Greater equivalent plastic strain achieved at higher velocities.
• Equivalent plastic strain and shear stresses during the process must exceed a
minimum (threshold) value to obtain a weld.
• No anisotropy or inhomogeneity mentioned in material model.

Wang et al. (2015,
2018, 2019)
[17,23,24]

LIW; Al-Al, Al-Cu,
Cu-Al, Ti-Cu, Al-SS,
SS-Al

SPH • Pressure
• Equivalent
plastic strain
• Shear stress
• Velocity

• LIW can lead to both flat and wavy weld interfaces.
• Springback observed when standoff distance is over a certain threshold.
• Nanoindentation investigation revealed changes in hardness near interfacial
region due to severe plastic deformation and related subsequent effects.
• No anisotropy or inhomogeneity mentioned for numerical model.

Nassiri et al.
(2016) [25]

VFAW; Al-Al Arbitrary Lagrangian Eulerian
(ALE), SPH

• Shear stress
• Temperature
• Velocity
(collision point)

• Accurate modeling of jetting phenomenon allows for better prediction of
experimental design space.
• Only SPH method showed the jet (and modeled its composition).
• No anisotropy or inhomogeneity mentioned for numerical models in either
formulation.

Raoelison et al.
(2016) [26]

MPW; Al-Al Eulerian • Equivalent
plastic strain
• Temperature

• Eulerian models can reproduce jetting kinematics during high strain rate
collision by allowing for extreme material deformation.
• Shear deformations (elongation/flattening) observed in Al grains near
experimental weld interface.
• No inhomogeneity mentioned for numerical model.
• Materials modeled as isotropic.

Sapanathan et al.
(2016) [27]

MPW; Al-Al ALE, Eulerian • Plastic strain
• Temperature
• Velocity
(magnitude)

• Eulerian simulations can suggest locations of interfacial defects where
localized temperature peaks occur.
• Orientation of shear strains in Eulerian simulations correspond well to
experimental observation.
• No inhomogeneity mentioned for numerical models.
• Materials modeled as isotropic.

Nassiri et al.
(2017) [28]

VFAW; Ti-Cu ALE, SPH • Equivalent
plastic strain
• Pressure
• Temperature
• Velocity
(collision point)

• A successful weld was simulated with the predicted peak equivalent plastic
strain as high as ~10.
• Both ALE and SPH methods able to capture simple wavy morphology when
found in experiment.
• Only SPH was able to replicate experimental observations where vorticities
occurred.
• No anisotropy or inhomogeneity mentioned for numerical models in either
formulation.

Lee et al. (2018)
[29]

VFAW; Al-Steel ALE • Temperature
• Velocity
• Weld interface

• Simulation results predicted isolated molten zones, with consequent
intermetallic mixing at the weld interface.
• Flyer thickness and collision angle were both found to correlate with
wavelength of weld interface.
• No anisotropy or inhomogeneity mentioned for numerical model.

Zhang et al.
(2018) [30]

Explosive welding;
Al-Steel

SPH • Weld interface
• Jetting
• Pressure
• Temperature

• Jet composition dominated by the material (flyer or target) with lowest
density.
• Key limitations of previous SPH models noted; methods for accuracy
improvement implemented.
• Improved SPH model shown to be beneficial in studying wave formation
mechanisms for impact welds.
• No anisotropy or inhomogeneity mentioned for numerical model.

Gupta et al.
(2019) [31]

VFAW; Cu-Ti,
Al-Steel

Eulerian • Temperature
• Velocity
• Weld interface

• Structural characteristics predicted at weld interface show strong dependence
on process parameters (impact velocity, impact angle, material properties).
• Impact welds of aluminum to steel rarely show highamplitude wavy patterns
(compared to other tested material pairs) per Gupta et al., which is also
captured in simulation.
• No anisotropy or inhomogeneity mentioned for numerical model.

S. Sunny, G. Gleason, R. Mathews et al. Materials and Design 198 (2021) 109372
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Table 1 (continued)

Author (Year) Impact Weld
Process &
Materials

Numerical Model Formulation Focus of
Numerical
Investigation

Key Details & Assumptions Relevant to the Present Work

Sadeh et al.
(2019) [11]

LIW; Al-SS ALE, Eulerian • von Mises
stress
• Plastic strain
• Velocity
(magnitude)

• Experimentally characterized Gaussian laser pulse energy density.
• Experimental laser energy used to model plasma pressure on flyer.
• Successfully simulated Al-SS weld formation using plasma load, resulting in
more realistic deformed flyer shape and velocity distribution prior to impact.
• Specific LIW standoff distances required to achieve successful welds.
• Flyer and target modeled as homogeneous and isotropic.

Liu et al. (2019)
[32]

VFAW; SS-SS SPH • Shear strain
• Equivalent
plastic strain
• von Mises
stress
• Temperature

• Adiabatic shear bands experimentally observed.
• Higher impact angles generate greater shear stress, shear strain, and shear
strain rate.
• Transient high temperatures at weld zones result in interfacial region of very
fine equiaxed grains, with greater hardness than the surrounding material.
• No anisotropy or inhomogeneity mentioned for numerical model.

Gleason et al.
(2020) [33]

LIW; Al-SS Eulerian • Equivalent
plastic strain
• Shear stress
• Temperature
• Velocity
(magnitude)

• Gaussian pressure profile model used per [11]; impact angle found to increase
with radial distance from laser spot center.
• Significant shear stresses predicted in flyer prior to impact, a result of using the
more realistic plasma pressure loading condition.
• Flyer and target modeled as homogeneous and isotropic.

Lee et al. (2020)
[34]

VFAW; Cu-Cu SPH • Pressure
• Velocity
(collision point)
• Plastic strain
• Temperature

• Phenomena difficult to explain using existing numerical methods discussed,
including adiabatic shear banding, twinning, and rapid static and dynamic
recrystallization. Fig. 1 Bottom Left [8].
• No anisotropy or inhomogeneity mentioned for numerical model.
• Numerical simulations can provide useful insights into conditions leading to
experimentally observed microstructure, even without direct prior modeling of
the microstructure.

Cheng et al.
(2020) [35]

VFAW; Mg-Steel Eulerian, Modified
embedded-atom method
Molecular Dynamics (MD)

• Velocity
(collision point
and impact)
• von Mises
stress
• Equivalent
plastic strain
• Temperature

• No mechanical interlocking observed in simulated or experimental interfaces
at continuum scales between modeled materials in VFAW process.
• MD used to model nanoscale diffusion effects due to collision using data from
Eulerian simulation output, showing a novel bonding mechanism between Mg
and steel.
• Single crystal nanostructures established for initial material lattices in MD
simulation.

Fig. 3. Schematic of the SLMmodel to manufacture metal foils (having inhomogeneous microstructure). Dimensions are based on PBF-LB thermography experiments conducted by NIST
[39]. Note that a geometrically identical model is used for Al 1100 and SS 304, with only the temperature-dependent material properties, SLM & heat source parameters, and thermal
calibration differing.
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5



Fig. 4. Double ellipsoid Gaussian heat source model.
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is modeled, no pre-heating is considered, and thus Eq. (2) enforces am-
bient (or sink) temperature to the entire model as an initial condition.

T X, 0ð Þ ¼ T0 ð2Þ

Once the scans commence and heat is added, it is transferred inter-
nally and in accordance with the surface energy balance in Eq. (3),
which states that conduction from the scanned surfaces to the sur-
rounding powder layer and solid baseplate occurs simultaneously
with heat loss via radiation and free convection from the top surface
of the build, φ.

−k∇T⋅bnþ h T−T0ð Þ þ ψɛ T4−T0
4

� �
¼ 0, on φ ð3Þ

In Eq. (3), which is recomputed at every solution time increment, bn
is a unit surface normal vector, and ψ is the Stefan-Boltzmann constant
(5.6703 × 10−8Wm−2 K−4). The convective heat transfer coefficient, h,
and emissivity, ɛ, are both calibrated parameters in the FE thermal
model, and, together with other specific parameters, are adopted from
the literature, as detailed next.

2.1.2. PBF-LB process parameters and model calibration constants
SLM process parameters including scan speed v, laser power P, as

well as calibration constants such as absorptivity Λ, emissivity ɛ, and
convective heat transfer coefficient h, for both materials are adopted
from [42,54–56] and are listed in Table 2.

Note that the absorptivity of the respective powders is a function of
mean particle size and distribution upon deposition by the recoater
blade [57]. Absorptivity is requiredwhen computing the dynamic, volu-
metric heat energy input, discussed next.

2.1.3. PBF-LB heat source model
Since the Dynamic KMC microstructure prediction framework used

in this work (discussed in Section 2.2), idealizes theMP andHAZ geom-
etries in the shape of a “single tailed comet”, the double ellipsoid Gauss-
ian heat source model of Goldak et al. (1984) [58] is suitable. Eq. (4)
describes the volumetric heat source for which the thermal flux distri-
bution is defined as a function of 3D Euclidean space and time.

Q ¼
6
ffiffiffi
3

p
f f PΛ

abcfπ
ffiffiffi
π

p e−3z2

a2 e−3y2

b2 e
−3 xþvtð Þ2

c f
2 ; x ≥ xi

6
ffiffiffi
3

p
frPΛ

abcrπ
ffiffiffi
π

p e−3z2

a2 e−3y2

b2 e−3 xþvtð Þ2
cr2 ; x < xi

8>>><>>>: for t ≥ 0 ð4Þ

In Eq. (4), P and v are the SLM laser power and scan speed, respec-
tively. In this work, the heat source is scripted within a “DFLUX” user-
subroutine that is recomputed at every time increment during the
thermal solution, subsequently updating the position of the scanning
laser. It can be treated as a piecewise-continuous function, in this case
moving linearly along the X direction, with xi being the instantaneous
X ordinate. As seen in Fig. 4, for all x ≥ xi, i.e., the “head” of the comet,
ff determines the frontal heat distribution fraction, whereas for all
Table 2
SLM process parameters & calibration constants. [42,54–56].

Parameter Al 1100 SS 304

P (W) 175 200
v (m s−1) 0.195 0.8
Scan Pattern Bi-directional Bi-directional
Layer thickness (μm) 50 50
Hatch spacing (μm) 50 50
Λ 0.35 0.4ɛ 0.32 0.56
h (W m−2 K−1) 10 10

6

x < xi, i.e., the “tail” of the comet, fr determines the aft heat distribution
fraction.

Model calibration leading up to the grain structure prediction is
performed in two stages. The first calibration involves replicating
thermal histories documented in the literature for studies employing
identical process parameters; this is achieved by correcting the input
heat flux through adjustment of the double ellipsoid heat source param-
eters (a, b, cf, cr). The second calibration is performed by comparison of
the simulated microstructure to electron backscatter diffraction (EBSD)
images (ref. Fig. 5 Right) that are documented in the same literature
[42]. Based on this comparison, the convective heat transfer coefficient
may require careful adjustment to modify the degree of intralayer heat
accumulation in the PBF model, since it directly influences grain size.
While calibrated dimensions for the double ellipsoid geometric parame-
ters are listed in Table 3, it should be emphasized that the ultimate aim
of this work is to study the transient anisotropic thermomechanical
response when including inhomogeneous microstructure for the addi-
tivelymanufactured foils during LIW, rather than a rigorous and accurate
prediction of the specific microstructures.

2.2. PBF-LB microstructure prediction and finite element mapping

While a variety of microstructure prediction methods may be ap-
plied, including Cellular Automata (CA) [59,60], Phase Field Modeling
(PFM) [61,62], and KineticMonte Carlo (KMC) [63–65], in the presented
work the Dynamic KMC approach [38] is used.While this work does not
intend to compare these different methods, it is worth mentioning that
unlike the KMC approach, which is limited to a steady-state MP and
HAZ, the Dynamic KMC method can take into consideration temporal
variation in the dimensions of the MP and HAZ. Thus, effects of
intralayer and interlayer heat accumulation, typically observed in PBF
and directed energy deposition (DED) processes [66–70], can be cap-
tured. Note that well-calibrated thermal simulations (as discussed
above) can mitigate the need for in-situ infrared (IR) thermal imaging
to identify the MP and HAZ. On the other hand, simulations over large
build volumes suffer the consequence of very high computational cost.
The Dynamic KMC framework employed can accept as input either sim-
ulated MP and HAZ data or the corresponding thermography data.

Referring to Fig. 3, it is seen that the simulated SLM foil samples have
dimensions of 5 mm × 4 mm × 50 μm. Due to the large computational
expense of the LIW simulations (Section 3.2.2), the foils for LIWhave di-
mensions of 600 μm×6 μm×50 μm, and are thus subsets of the respec-
tive SLM foils. Thermal history of every node (Fig. 5 Left), for both the Al
1100 and SS 304 foils subsets, are “probed” frame by frame to extract di-
mensions of the temporally varying MP and HAZ isotherms. Next, the
Dynamic KMC grain structure predictionmodel is executed and individ-
ual grains from the resulting microstructure (Fig. 5 Right) are indexed
(i) for subsequent unique material property assignments. For details
on the Dynamic KMC microstructure prediction framework the reader
is referred to [38]. Note, however, that it is limited to face centered



Fig. 5. (Left) Example of the thermal history of an arbitrary node in the SLMmodel. A thermal history is extracted for every node and accordingly the dimensions andmotion of theMP and
HAZ are tracked. This is done for both Al 1100 and SS 304 foils. (Right) A comparison of the predicted inhomogeneous microstructure for the SLM SS 304 foil with an EBSD image adapted
from [42], where the same material and SLM process parameters were used.

Table 3
Calibrated heat source model geometric parameters.

Parameter Al 1100 SS 304

a (μm) 160 180
b (μm) 160 180
cf (μm) 276 180
cr (μm) 1520 540
ff 1.4 1.4
fr 0.6 0.6
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cubic (FCC) and body centered cubic (BCC) crystal structures [71]. Since
both A1 1100 and SS 304 exhibit FCC crystal structure [72,73], use of the
Dynamic KMC is appropriate. In lieu of such a 3Dmicrostructure predic-
tion tool, 2D EBSD images could also be used, but with assumptions on
the out-of-plane grain dimensions.

Once the microstructure is predicted, a Python script is used to
spherically fit each volumetric grain Gi and determine the major diam-
eter Di. A material definition MAT(Di) is then generated based on
grain-boundary strengthening. Details on the process-dependentmate-
rial constitutivemodeling are discussed in Section 3.4 after a description
of the LIW model that follows. The spatial position and volume of indi-
vidual grains Gi within a 3D Eulerian FE mesh, ξ, is used to determine
their respective volume fractions. A material volume fraction MVFi rep-
resents the volume fraction of Gi within the Eulerian grid, and has
predefined material definition MAT(Di) assigned to it, analogous to a
representative volume element (RVE) in a Lagrangian mesh.

3. Laser impact welding model

The LIW numerical model discussed in this Section was created to
replicate the setup of LIW experiments performed and documented
by the authors in earlier work [11]. While the prior research focused
on developing, calibrating, and validating predictive models when sim-
ulating LIW between Al 1100 and SS 304 foils, the models neglected
thermal effects and grain structures, thereby assuming homogeneity
and isotropic behavior. The modeling approach here applies similar
loading conditions (from the laser induced plasma expansion), but
adds thermodynamic degrees of freedom in attempt to elucidate new
insights on the dynamic, thermomechanical response during LIW
while also investigating anisotropic influences of the inhomogeneous
microstructures arising from the SLM process. Given the brief duration
of a LIW experiment (~1 s), real-time observations of shear stress prop-
agation, plastic strain evolution, and plastic heat dissipation would be
7

impractical to obtain. Thus, experimentally-calibrated, physics-based
models are needed to glean knowledge of underlying mechanisms
that transpire during formation of the mechanical bond [1,3]. A brief
overview of the emulated LIW experiment setup (documented in
[11]) is presented next.

3.1. Overview of the laser impact welding experiment setup to be modeled

The emulated LIW experiment setup is shown in Fig. 6. A Q-switched,
~17 ns pulsed Nd:YAG laser, operating at 1064 nm wavelength (near-
infrared) generates a 3 J pulse (or shot) that is focused down to a
3.2 mm diameter spot, irradiating a ~25 μm thick matte black painted
layer atop the surface of the Al 1100 foil (flyer). Upon absorbing the
laser energy, the paint (sacrificial ablative layer) is quickly vaporized,
forming expanding plasma that is confined by a transparent borosilicate
glass overlay. The expanding plasma accelerates the flyer across a stand-
off distance of ~260 μm, resulting in a collision with the SS 304 foil
(target) which is temporarily affixed to a solid substrate using vacuum
grease. In effect, a mechanical “interlock” is formed between the two
colliding foils [1,3]. Note that the sacrificial layer prevents melting of
the flyer foil, which is affixed to the overlay using transparent double-
sided tape. Given the axisymmetric nature of the welded spot [74],
symmetry and plane strain boundary conditions are exploited to limit
computational expense in the numerical modeling, discussed next.

3.2. An Eulerian model for laser impact welding

Several numerical formulations to model the LIW process can be
found in the literature. Some of the more popular approaches involve
smoothed particle hydrodynamics (SPH), arbitrary Lagrangian-
Eulerian (ALE), Lagrangian, or Eulerian techniques. A comparison of
the benefits and challenges of thesemethods are summarized in Table 4.

While both SPH and Eulerian methods are not prone to excessive
distortion-related errors, and can predict material jetting phenomena
(discussed in Section 4.5), a trade-off exists considering their respective
challenges. An Eulerianmodel requires veryfinemesh, typicallywith el-
ement length, Le, lower than 10 μm for sufficient accuracy. Considering
microstructureMVFs, the Lemay need to be reduced even further to en-
suremultiple Eulerian grid elements span theminor diameter of any re-
constructed grain to avoid an abrupt simulation crash. On the other
hand, an SPH model cannot readily accommodate the Gaussian plasma
pressure loading condition (discussed later in Section 3.3), nor is grain
boundary tracking very practical. Consequently, an Eulerian approach
is adopted in this work, as has been documented in other models



Fig. 6. A photograph of the emulated LIW experiment setup. (Inset, Center) A schematic of the LIW specimen assembly. (Inset, Bottom Left) A photograph of a LIW Al 1100 – SS 304
specimen.

Table 4
A comparison of numerical formulations commonly used for LIW simulations, adapted
from [33].

Numerical Formulation Benefits Challenges

Smoothed Particle
Hydrodynamics (SPH)
[17,22–25,28,30,32,34]

• Meshless, discretized
particles do not lose
accuracy due to distortion
or tangling.
• Allows for material
jetting.

• Difficult to apply
Gaussian plasma pressure
load condition.
• Difficult to track exact
location of grain
boundaries.

Arbitrary
Lagrangian-Eulerian
(ALE)

[11,25,27–29]

• Accurate material
surface tracking.
• Remeshing algorithm
maintains mesh quality
under certain conditions.

• Shear strain effects in LIW
process can still cause
mesh distortion at certain
collision velocities
(>400 m s−1).
• Does not allow for
material jetting.

Lagrangian
[20,21]

• Accurate material
surface tracking.

• Excessive mesh distortion
at colliding interface.
• Does not allow for
material jetting.

Eulerian†

[11,19,26,27,31,33]
†featured in this work

• Fixed mesh elements are
not susceptible to
excessive distortion.
• Multiple material
assignments allowed in
each element to track
extreme deformations in
collision welds.
• Allows for material
jetting.

• Accurate material surface
tracking requires a fine
mesh (Le < 10μm).

S. Sunny, G. Gleason, R. Mathews et al. Materials and Design 198 (2021) 109372

8

involving extreme plastic deformation [28] and high strain-rate impact
welding [26].

3.2.1. Governing equations for an Eulerian formulation
The Eulerian formulation is frequently applied to fluid and fluid-

structure interaction problems [75] that require extreme strains
and strain rates to be modeled, such as those observed in impact
welding processes [34]. The Eulerianmodel is governed by conservation
of mass, momentum, and energy as described by Eqs. (5) to (7),
respectively.

∂ρ
∂t

þ u⋅∇ρ ¼ −ρ∇⋅u ð5Þ

∂u
∂t

þ u⋅∇u ¼ 1
ρ

∇⋅σþ Fvð Þ ð6Þ

∂E
∂t

þ u⋅∇E ¼ σ : ˙εp ð7Þ

In these governing equations, u is a velocity vector in the Eulerian
frame,σ is the 3D stress tensor, Fv is a body force vector, ε: p is the plastic
strain-rate tensor, and E is the internal energy per unit mass. Equation
(7) considers dissipative heating effects of the plastic deformation,
found to be significant near the transientweld front during the LIWpro-
cess. Equations (5) to (7) are applied ubiquitously over a static grid that
discretizes the FE domain for the simulated process.
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3.2.2. Laser impact welding Eulerian finite element model
The LIW FE model demonstrated in this work, illustrated in Fig. 7,

considers a 90% fraction for the plastic heat dissipation (σ : ε: p) along
the impact weld interface [76] by means of a two-way coupling be-
tween thermal and mechanical solutions. Accordingly, a linear
hexahedral coupled temperature-displacement Eulerian mesh fea-
turing reduced integration is used in the FEmodel. The grid can be vi-
sualized as a lattice of discrete cubic elements having edge lengths,
Le, of 2 μm. Solutions are computed using the explicit solver of
Abaqus v6.14. Whilst the model also includes two Lagrangian dis-
crete rigid bodies to represent the transparent borosilicate glass
overlay and rigid (or solid) substrate interfaces, these entities do
not encompass the weld zone formed between the two dissimilar
foils during the simulation, which occurs within the purely Eulerian
domain. Within the Eulerian grid, both the 50 μm thick foils,
i.e., the aluminum flyer and the stainless steel target, are represented
by active MVFs, which are initially positioned adjacent to the upper
and lower rigid bodies, respectively. A standoff distance of 260 μm
has been experimentally determined to give a successful spot weld
and is therefore used in the demonstrated model as an initial spacing
between the two foils. As a modeling simplification, the volume frac-
tion of the Eulerian grid that excludes the two foils does not contain
anymaterial definition, and is thus treated as a void. Note that exper-
iments on which this work is based featured 10 mm × 10 mm × 50
μm foils [11]. Wang et al. [17,23,24], however, documented that tran-
sient phenomena (as examined herein) are predicted across the en-
tire weld front, i.e., radially outward from the laser shot center.
Accordingly, to reduce computational expense, the radial length
(X direction) of the foils considered in this LIW model is limited to
600 μm. The out-of-plane thickness (Z direction) is 6 μm.

A displacement boundary condition (Uz = 0) restricting motion
along the Z direction is imposed throughout, enforcing a plane
strain condition; thus, all the simulated results discussed later in
Section 4 only require examination in the XY plane. Rigid body
components in the model (see Fig. 7) are constrained in translation
(Ux = Uy =Uz = 0) to emulate the experiment conditions. As noted
earlier, a symmetry condition (Ux= θy = θz = 0) is applied on plane
X = 0 to further reduce computational cost.

Based on observations from Raoelison et al. (2015) [10], who noted
the impact weld joint is formedwithout sliding or debonding, a no-slip,
isotropic Coulomb friction condition defines shear interaction between
the colliding metal surfaces. The corresponding coefficient of dry fric-
tion, μ, is estimated to be 0.6 [77].
Fig. 7. A schematic of the laser impact welding numerical model applied in this work.
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3.3. Laser-induced plasma pressure characterization and modeling

As illustrated in Fig. 7, a plasma pressure field that results from the
confined ablation [12] is used to model the load induced by the laser
pulse. The associated plasma pressure pulse is considered directly pro-
portional to the square root of laser fluence [78]. Characterization of
the laser pulse used in the LIW experiments [11] (and incorporated
here) is documented by Hatamleh et al. [79]. In brief, a fast photodetec-
tor was used to convert incident optical pulses from the infrared laser to
voltage waves, which were then measured using a digital storage oscil-
loscope to provide the temporal profile. Concurrently, the spatial profile
of the incident optical pulses was mapped to a high-resolution 3D point
cloud using a beam profiling camera. Equipment specifications can be
referenced from [79].

3.3.1. Temporal plasma pressure model
Modeling of the plasma pressure temporal distribution, as well as

the peak pressure that results from the ~17 ns full-width, half-
maximum (FWHM) transient laser pulse, is based on estimation using
the well-established 1D hydrodynamic model developed by Fabbro
et al. [12]. Parameters of the hydrodynamic model to be used for the
LIW simulation are listed in Table 5.

Fabbro et al.'s model gives a piecewise-continuous, plasma pressure
temporal profile, P(t), seen in Eq. (8). The two relationships for pressure
at the confined ablation interface represent, respectively, a heating
phase (t < tp), and an adiabatic cooling phase (t ≥ tp) after the laser
pulse ceases.

P tð Þ ¼
1
10
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� �λ
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In Eq. (8), the initial plasma thickness, L(0), is estimated to be 10 μm.
The combined shock impedance (Z) of the twomaterials at the confined
ablation interface, specifically the borosilicate glass (Zg) and the alumi-
num flyer foil (ZAl), is calculated by Eq. (9):

Z ¼ ZAlZg

2 ZAl þ Zg
	 
 ð9Þ

At time tp during the LIW simulation, a peak pressure of 2.7 GPa is
calculated and used to scale the normalized spatial pressure profile ob-
tained from the 3D point cloud data, as discussed next. The correspond-
ing temporal pressure profile is seen in Fig. 8 Left.

3.3.2. Spatial plasma pressure model
Acquired 3Dpoint clouddata for the laser pulse spatial intensity pro-

file is remapped from pixels to radial distance from the spot center, and
undulating measurement noise is filtered. To capture the axisymmetric
nature of welded spots observed experimentally [74], an axisymmetric
bi-variate Gaussian spatial profile, described by Eq. (10), is fit to the
data. This simplification facilitates easier incorporation of load to the
Table 5
Parameters for the 1D hydrodynamic model used to estimate the peak pressure and
temporal plasma pressure profile applied in this work. [12,79,80].

Hydrodynamic Model Parameter Value

FWHM pulse width, tp ~17 ns
Averaged laser pulse flux, I0 1.8 GW cm−2

Energy ratio, α 0.25
Adiabatic constant, λ 1.4
Glass shock impedance, Zg 1.14 × 106 g cm−2 s−1

Al shock impedance, ZAl 2.75 × 106 g cm−2 s−1



Fig. 8. Experimentally characterized laser pulse plasma pressure (Left) temporal profile, and (Right) spatial profile used to replicate loading conditions in the predictive model.

Table 6
Johnson-Cook parameters. [24].

Parameter Al 1100 SS 304

A (MPa) σy,i (ref. Eq. (12)) σy,i (ref. Eq. (12))
B (MPa) 345.5 1500
C 0.001 0.014
ε
:

0 (s−1) 1 1
n 0.183 0.36
m 0.895 1
T0 (K) 293 293
Tm (K) 916 1673
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Eulerian plane strain model, and, more importantly, provides the flyer
with a realistic velocity profile and deformed shape prior to impact
[11,33]. While the normalized spatial pulse profile is modeled using a
Gaussian distribution, note that the magnitude of the pressure load
changes according to experimental settings.

P Rð Þ ¼ 1
σR

ffiffiffiffiffiffi
2π

p e
−1

2
R
σR

� �2

; R ≥ 0 ð10Þ

In Eq. (10), the normalized pressure P is defined as function of radial
distance R from the laser spot center, i.e., X= 0mm. Standard deviation
σR describes themeasured 3D point cloud dispersion from the spot cen-
ter. The normalized spatial pressure profile is treated as unity at the spot
center, and decays radially away (along ±X direction in Fig. 8 Right)
until it is negligible at R=±1.6mm(the spot radius). The peak plasma
pressure, P(tp), as seen in Fig. 8 Left, obtained from the1Dhydrodynamic
model, is used to scale the normalized spatial pressure distribution.
Given the small physical dimensions of the simulated LIW domain,
only a 600 μm fraction of the laser spatial pressure profile is applied in
the LIW model. In the Eulerian LIW grid, the Gaussian plasma pressure
profile is enacted by a distribution of concentrated forces divided
equally among all the layers of nodes nl that span the 50 μm thick
flyer (Y direction). Equation (11) describes how the distributed pres-
sure P(R) is discretized to concentrated nodal forces Fn across the radial
length R of the laser spot. Considering the cross-sectional area, Le2, of
each grid element (in the XZ plane), a peak nodal force magnitude of
3.24 × 10−4 N is calculated to occur during the confined ablation-
induced loading phase.

Fn Rð Þ ¼ Le
2P Rð Þ
nl

ð11Þ

3.4. Laser impact welding material constitutive model

As discussed earlier, PBF-LB process-parameter specific grains
are predicted using the Dynamic KMC microstructure prediction
model. While crystal plasticity-finite element (CPFE) methods [81]
may be preferable when studying the influence of microstructure,
such methods require knowledge of the crystal orientation for indi-
vidual grains Gi. Since the Dynamic KMC predictive model does not
offer such information, an empirical Hall-Petch (H-P) relation
[82,83] is used to determine an equivalent grain-diameter specific
10
yield strength for the individual grains. Per Eq. (12), grains Gi are
assigned unique yield strengths, σy,i, based on their respective
major diameters, Di. This is justified in that the major diameter of
non-spherical grains corresponds to the lowest strength direction
in a polycrystalline alloy [84]. Although the diameter term in the
H-P relation was initially intended to be the averaged grain diame-
ter of a bulk specimen, recent studies discuss the use of individual
grain diameters [85].

σy,i ¼ σ0 þ kyffiffiffiffiffi
Di

p ð12Þ

In Eq. (12),σy,i is the -H-P yield strength for individual grainsGi,σ0 is
theminimum stress required to initiate dislocationmovement (9.7MPa
for Al 1100, 147.4 MPa for SS 304), and ky is the strengthening coeffi-
cient (41 MPa μm−0.5 for Al 1100, 551.67 MPa μm−0.5 for SS 304)
[86,87].

Considering the extreme plastic deformation that occurs at the high
strain rates involved in impact welding [88], along with consequent
elevated temperatures due to plastic dissipative heating, the empirically
determined yield strengths σy,i are integrated into a rate and
temperature-dependent Johnson-Cook (J-C) model, as given by Eqs. 13
and 14. Thus, a combined J-C H-P approach is used to determine the dy-
namic flow stress, σf, during the LIW simulation. J-C parameters used in
the demonstrated LIW model are listed in Table 6.

σ f ¼ Aþ B εp
	 
nh i

1þ C ln
ε
:

p

ε
:

0

 !" #
1− T∗ð Þm� � ð13Þ



Table 7
Equation of state parameters, [17,90,91].

Parameter Al 1100 SS 304

ρ (kg m−3) 2712 7905
c0 (m s−1) 5451.8 4722
s 1.2592 1.441
Γ 2.14 1.93
G (GPa) 27.4 78
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T� ¼
0; T < T0

T−T0
Tm−T0
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; T0 ≤ T ≤ Tm

1; T > Tm

8><>: ð14Þ

Metals, having large bulk moduli and adiabatic index at ambient
state, can experience a small increase in entropy as a shock wave prop-
agates through the solid structure [89]. The volumetric stress-strain re-
sponse in the metal foils, associated to changes in pressure P and
volume as a result of the LIW process, can be thermodynamically
modeled by the Mie-Grüneisen (M-G) equation of state, given by
Eqs. 15 and 16. The Hugoniot form employed herein establishes a linear
relationship between shock wave velocity Us and particle velocity Up,
where c0 is the bulk speed of sound within the dissimilar foil materials,
η is the ratio ofUp toUs, s is the ratio of change inUs to change inUp, Em is
the internal energy per unit mass, and Γ is the dimensionless Grüneisen
parameter describing the thermodynamic material property. Concur-
rently, the deviatoric stress-strain response of each foil is modeled by
Eq. (17), whereσd is the deviatoric stress, G is the elastic shearmodulus,
and εel is the deviatoric elastic strain. Equation of state parameters used
for the demonstrated LIW model are given in Table 7.

P ¼ ηρc02

1−sηð Þ2
1−

ηΓ
2

� �
þ ΓρEm ð15Þ

Us ¼ c0 þ Up ð16Þ

σd ¼ 2Gεel ð17Þ

The aforementionedmaterial definitions are assigned toMVFs in the
Eulerian grid using a Python script. As discussed earlier, a small element
length Le is required to allow a MVF to accommodate multiple Eulerian
grid elements across its smallest (or narrowest) dimension. For rela-
tively small grains, e.g., minor diameter di less than 20 μm in the
model, this can present a problem, since reducing Le significantly in-
creases computational expense. Observing that these smaller, sporadi-
cally distributed grains are relatively spherical in shape, a single
sporadic MVF is modeled to accommodate all of them, with its yield
strength assigned via the H-P relation considering their meanmajor di-
ameter. This is done for both foils.

By modeling each grain as a unique MVFi, the respective foils that
contain numerous MVFs are considered to have an inhomogeneous mi-
crostructure. To offer some perspective on the anisotropic effects from
incorporating an inhomogeneous microstructure, another identical
LIW simulation is executed considering homogeneous microstructure.
In the homogeneous case, only two volume fractions are modeled
within the Eulerian grid; one describing the volume of the flyer foil
and the other describing that of the target. Each volume fraction is ac-
cordingly assigned an isotropic material definition (ref. Tables 6 and
7), wherein the J-C yield strength remains constant throughout the vol-
ume of the foils, i.e., 148.4 MPa and 110 MPa, respectively, for the Al
1100 flyer and SS 304 target [24].

The demonstrated modeling approach for LIW of PBF-LB foils, con-
sidering their SLM process-driven inhomogeneous microstructures, is
summarized in the flowchart of Fig. 9. Results of the LIW simulation,
which focus on comparison of the transient LIW phenomena between
11
the homogeneous and inhomogeneous microstructure cases, are
discussed next.

4. Results and discussion for the demonstrated laser impact welding
predictive model

As stated, this work seeks to build a comprehensive numerical
model that can elucidate insights into the transient phenomena that
occur during sub-microsecond laser impact welds, and particularly,
the effects when incorporating inhomogeneous foil microstructures ac-
cording to their SLMmethod of fabrication. For each LIW phenomenon
discussed, two cases are presented; one considering the inhomoge-
neous microstructure and consequential anisotropic behavior for the
foils, and the other assuming homogeneity and resultant isotropic be-
havior for both foils. The transient phenomena predicted and discussed
in this Section are compared to experimental observations, as well as to
inferences from alternative numerical and analytical approaches docu-
mented by other researchers.

4.1. Grain elongation and shear banding

Predictions from a prior study by the authors [33], in which a Gauss-
ian plasma pressure loading condition was applied for a 3.2mmdiame-
ter laser spot, revealed that, as the weld forms, the impact angle (ref.
Fig. 2) increases with radial distance away from the spot center (X =
0 mm). From experimental observation, Liu et al. [9] determined that
more elongated grains would form with an increase in impact angle
and the consequent increase in layer thickness. These prior observations
relate to results presented in this work; as seen in Fig. 10, at t= 550 ns
with the demonstrated model, it is qualitatively evident that grains in
the flyer foil have greater elongation radially away from the spot center,
i.e., X = 0 mm. This elongation justifies the Eulerian LIW modeling ap-
proach over a meshed Lagrangian one. To quantitatively compare the
difference in grain elongation among the two foils, Fig. 11 shows the dif-
ference in grain aspect ratio, i.e., ratio of major diameter tominor diam-
eter, for both the Al 1100 flyer and SS 304 target, at the initial state (t=
0), and after 550 ns have elapsed in the simulation. It is clear from the
histograms in Fig. 11 that there is an approximate 2 and 3-fold increase
in thepredicted grain aspect ratio of the target andflyer, respectively. As
per Liu et al. [9], the relatively more elongated grains indicate a greater
degree of dynamic shear strain. Liu et al.'s observations also showed ev-
idence of the formation of adiabatic shear bands, as seen earlier in Fig. 1
Bottom Right. Adiabatic shear bands have also been observed by Dittrich
et al., (Fig. 1 Bottom Left) [8]. These localized narrowbands are formed at
the weld interface due to an adiabatic rise in temperature from plastic
heat dissipation, and where thermal softening in the material occurs
to a point where it can no longer strain harden, thus inducing plastic
flow instability [92–95]. The high shear deformation within these
bands can introduce an increase in dislocation density, indicative of
work hardening [8,96]. While adiabatic shear bands may be observed
in the absence of dynamic recrystallization, the two phenomena have
often been found to co-exist [95]. As the fraction of equiaxed grains
(having high-angle grain boundaries) within dynamic recrystallization
zones near the weld interface increases, there is a corresponding de-
crease in dislocation density [97], which limits shear strains within the
banded regions. A limitation of the presented framework is that it
does not model static or dynamic recrystallization phenomena.

Referring again to Fig. 10, at the weld interface the modeled alumi-
num grains appears to show far greater deformation compared to
those in the stainless steel foil. Given the AM process-parameter depen-
dent dimensions of the predicted grains, an obvious difference exists in
the range of yield strengths for both foils (depicted by the color map
ranges, Fig. 10). The yield strengths for individual grains used in the J-
C flow stress material model are predicted via the H-P strengthening
method, albeit high strain rates during LIW and extremely different
stacking fault energies (SFE) for the respective FCCmetals can influence



Fig. 9. Flowchart offering an overview of the modeling framework for LIW of PBF-LB foils, considering their SLM process-driven inhomogeneous microstructure.
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the choice of H-P coefficients [98]. SFE has a strong influence on critical
resolved shear stress needed to initiate cross-slip in FCC metal grains
[99]. Aluminum has a high SFE (170 mJ m−2) and tends to exhibit slip
deformation [100]. On the other hand, 304 steel has a relatively low
12
SFE (~19.2 mJ m−2) [101], and being a low-carbon steel, at elevated
temperatures (~600 K) the strain rate sensitivity increases positively
(~0.1), leading to a relatively more homogeneous deformation environ-
ment (i.e., reduced heterogeneity in intragranular slip) [102]. These



Fig. 10. A qualitative comparison of the grain elongation along the impactweld interface. Note: for the Gaussian load applied, as radial distance increases (+X direction), the impact angle
(ref. Fig. 2) also increases. The yield strengths of the respective grains are empirically determined based on H-P strengthening [86,87]. (Right) Predicted interlocking at the surface is
compared to that observed in an SEM image adapted from an earlier publication by the authors [11], wherein two (non-AM) dissimilar foils were subject to LIW.
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differences may explain the predicted variations in aspect ratios be-
tween the respective foils in Fig. 11. Note, given the low SFE for steels,
the H-P strengthening coefficient will also vary based on alloy composi-
tion [98].

Also observed from Fig. 10 Right, the grains in the aluminum flyer
appear to align such that shear banding can be expected during collision
[103]. The predicted shear plane normals in the flyer appear to change
direction as impact angle increases, i.e., radially away from the shot cen-
ter. Interestingly, when looking at Abrahamson's micrographs, wherein
a mild steel bullet (flyer) was fired into a copper plate (target), the
grains in the mild steel bullet also appear to elongate in the vicinity of
the weld interface [6]. A similar observation can be made from work
by Cowan et al. wherein a larger number of grains of AISI 1008 steel ap-
pear to align along the interface, as compared to nickel (grade A) [7].
Plausible explanations for the observed grain alignment and elongation
can include the impact angle, the relative difference in yield strengths
and SFE of the two dissimilar metals, as well as their relative velocities
Fig. 11.A quantitative comparison of the ratio ofmajor diameter tominor diameter for grains in
550 ns in the simulation.

13
during the collision. The effect of grain-boundary sliding [104], due to
shearmovement at the common interface (or boundary) of neighboring
grains (within the same material) should also be considered. This form
of shear is confined to a small region around the respective grain bound-
ary where the adjacent grains exhibit translation (or sliding) relative to
one another. Boundary sliding predicted during the simulation, for a
pair of grains in the flyer foil, are depicted in Fig. 12. It can be considered
an important mode of deformation at temperatures above 0.45 that of
the respective material's melting point. This may explain the
microcracks observed by Liu et al. (ref. Fig. 1 Bottom Right).

4.2. Influence of microstructure modeling on predicted LIW shear stress
distribution

Given the plane strain assumption imposed to reduce computational
expense, the predicted shear stress results discussed here are limited to
the XY component (i.e., τXY). To better understand the transient nature
the Al 1100 flyer (Left) and SS 304 target (Right) between the initial state (t=0) and after



Fig. 12.An illustrative example of grain-boundary sliding, predicted by the inhomogeneousmodel, between two arbitrarily selected neighboring grains in theflyer. (Left) At t=0, two red
boxes, one on each grain, aremarked across the shared boundary of the respective grains. (Right) The locations of the same red boxes after 550 ns have elapsed in the simulation, revealing
relative sliding motion along the grain boundary. (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.)
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of grain-boundary sliding within the respective foils during the impact
weld process, as well as its effect on the distribution of shear stress
τXY, Fig. 13 Left shows two frames; one captured just prior to initial con-
tact between the foils (at t = 400 ns), and another captured at t =
550 ns (during the impact weld formation). Identical frames for the ho-
mogeneous case are also featured, ref. Fig. 13 Right, to better assess how
microstructure modeling affects τXY distribution during the rapid weld
formation. The results reveal a clear difference in τXY, with and without
considering microstructure, even before the collision has occurred (t=
400 ns). The magnitude of τXY in the homogeneous case ranges from
−67 MPa to 107 MPa, whereas that for the inhomogeneous, case
shows a relatively smaller range, from approximately −5 MPa to
63 MPa. The reduced shear stress variation seen in the inhomogeneous
case may arise due to compensations in the material flow stress
Fig. 13. (Top) Shear stress (τXY) distribution in the flyer prior to initial contact (t = 400 ns) b
(Bottom) Shear stress (τXY) distribution during impact (t = 550 ns) between the two foils. (Bo
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resulting from the varied yield strengths of the grains that stem from
H-P strengthening discussed earlier. The bulk of the larger grains in
the inhomogeneous microstructure of the additively manufactured
foil, having lower yield strengths, will deform with less resistance,
thus a reduced range of positive to negative shear stress is predicted.

By t=550 ns, in both the inhomogeneous and homogeneous cases,
approximately 0.4 mm (+X direction) of the weld interface has been
established. High shear stress magnitudes are predicted to localize in
close proximity to the transient weld front in both cases, forming a jet
that is characteristic of impact welds [105]. Opposing shear stresses in
the flyer and target are suggested to be a feature of successful impact
welds [22,106]. In both cases, shear “wakes” trailing the respective
weld fronts exhibit an alternating positive-negative pattern, but with
a clear difference in their respective ranges. In the inhomogeneous
etween the two foils. (Top Left) inhomogeneous case, and (Top Right) homogeneous case.
ttom Left) inhomogeneous case, and (Bottom Right) homogeneous case.



Fig. 14. von Mises yield surfaces used in the material definitions. (Left) The numerous yield surfaces (bands) for the Al 1100 flyer grains and the SS 304 target grains that stem from
introducing H-P strengthening [86,87] into the J-C flow stress material definitions used in the inhomogeneous case. The yield surfaces are calculated based on major diameter, Di.
(Right) The yield surfaces for the Al 1100 and SS 304 foils used in the J-C flow stress material definition of the homogeneous case, per [24].
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case, the wake varies between extremes of approximately −508 MPa
and 425 MPa, whereas in the homogeneous case, the variation ranges
from−391 MPa to 492 MPa. There is also a difference in the τXY distri-
bution across theweld interface between the flyer and target; however,
the trend predicted when comparing the inhomogeneous case with the
homogeneous one is more alike.

4.3. Yield surface and equivalent plastic strain at the weld interface

To help understand the influence of yield strength on localized grain
elongation at theweld interface, equivalent plastic strain, γeq, is predicted
and examined. Note that amonotonic increase inγeq occurs as the respec-
tive material(s) actively yield during the LIW simulation. This will create
obvious differences between the inhomogeneous and homogeneous
cases given the approach by which the material definitions are applied.
For the inhomogeneous case, each grain within a respective foil has a
unique yield strength assigned in accordance with H-P strengthening,
whereas for the homogeneous case, each foil is assigned a single yield
strength. As a result, in the inhomogeneous case there exists a unique
von Mises yield surface criterion for each grain, collectively controlling
the amount by which the bulk γeq can increase. In the homogeneous
case, each foil has a single (von Mises) yield surface, and γeq increases
whenever the localized state of stress within that foil is on the respective
yield surface. The corresponding vonMises yield surfaces for the inhomo-
geneous and homogeneous cases are illustrated in Fig. 14.
Fig. 15. Distribution of equivalent plastic strain, γeq, at t = 550 ns as predicte
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The predicted distributions of equivalent plastic strain, γeq, for both
cases are shown in Fig. 15. Peak values in both cases are predicted to be
localized to the weld interface. For the inhomogeneous case, a peak γeq

of 8.59 is predicted at t=550 ns, whereas in comparison, for the homo-
geneous case, the peak γeq (also at t=550 ns) is 5.93. Similar values of
peak γeq have been predicted by other researchers' numerical models;
Lee et al. [34] reported a peak γeq of 5, localized to the weld interface,
when simulating a Cu-Cu VFAW using SPH. Raoelison et al. [26] and
Sapanathan et al. [27] simulated an Al-Al MPW via Eulerian and ALE
methods and reported peak γeq of 10 and 6.38, respectively. The pre-
dicted microstructure evolution seen in Fig. 15 Left also reveals signifi-
cant deformation in the Al 1100 flyer near the interface, which is
consistent with grain deformation observations from experiments doc-
umented by Sapanathan et al. [27] and Raoelison et al. [26]. This is not
surprising given the difference in the two dissimilar materials' yield
surfaces (Fig. 14 Left). Nonetheless, it should also be noted that the
flyer experiences plastic strain prior to impact, which can also induce
grain-boundary sliding, particularly given the non-uniform nature of
the applied load in the numerical model.

4.4. Influence of microstructure modeling on thermal response at the weld
interface

In general, material at the weld interface is subject to elevated tem-
peratures resulting from plastic heat dissipation upon collision [76].
d by (Left) the inhomogeneous case, and (Right) the homogeneous case.
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These elevated temperatures render the material more conducive to
plastic deformation due to thermal softening hence, the rationale for
the two-way coupled thermomechanical solution used here, as well as
the necessity to capture transient thermal softening effects in the simu-
lation justifies the use of the J-C flow stress model. As seen in Fig. 16, at
t = 550 ns, the predicted temperature peaks at the interface (i.e., X =
0.2 to 0.4 mm) trailing the weld front (or collision point) do not exceed
915 K in both cases, hence a reasonable impact weld between the two
dissimilar metals can be expected [105]. If the interface temperature
predicted were greater than aluminum's melting point, the flyer could
melt or even vaporize (if temperature exceeded boiling point) during
the LIW process, thus preventing a successful weld [107–109]. Interest-
ingly, while the homogeneous case predicts only two localized peak
temperature zones, the inhomogeneous case predicts several highly lo-
calized near-peak temperature zones that are distributed along the
weld interface. Considering the somewhat similar trend in peaks for
the equivalent plastic strain, γeq, the thermal response in both cases is
reasonable; the numerous predicted γeq peaks in the inhomogeneous
case are attributed to a mix of elongated and sporadic equiaxed grains,
with varying yield surfaces (per their respective material definitions),
thatmeet during impact along theweld interfacewith consequent plas-
tic heat dissipation. A similar dispersed thermal response at the inter-
face was predicted by Lee et al.'s SPH model [34]. As mentioned in
their work, a shortcoming of existing numerical techniques, however,
is their inability to properly model both localized friction and the thin
layer of gas compressed as the flyer and target are brought into contact.
Such factors will affect the predicted localized thermal response across
the collision interface. In addition, EBSD images of the Cu-Cu VFAW in-
terface documented by Dittrich et al. (ref. Fig. 1 Bottom Left) reveal re-
gions of shear banding and deformation twins, as well as static and
dynamic recrystallization [8]. They mention that building a numerical
model to predict recrystallization resulting from the collision velocity,
vX, and the rapid time frame within which thermally activated nucle-
ation and growth would have to occur, is very difficult, however.

4.5. Influence of microstructure modeling on collision velocity and jetting

Robinson (1974) mathematically modeled the mechanics of wave
formation in impact welding and concluded that when shear strain
Fig. 16. Transient thermal response at t=550ns, resulting fromplastic heat dissipation as predi
the temperature in the jet exceeds 1000 K, the temperature range displayed in this figure is
comparison of equivalent plastic strain, γeq, and temperature, T, at the weld interface (i.e., X =
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rates exceed a critical value (107 s−1), metals exhibit inviscid fluid be-
havior, with the formation of an inviscid shear layer and an incompress-
ible inviscid jet [88]. Below this critical strain rate, metals behave like a
viscid fluid. Robinson (1976) extended his earlier work to study the ef-
fects of velocity and viscous energy dissipation on jet formation [109].
He concluded that melting can occur at sufficiently high velocity, subse-
quently weakening the mechanical bond formed, while at sufficiently
low velocities viscous dissipation removes energy necessary for jet for-
mation.Wang et al. concurredwith Robinson's inferences; in LIW, upon
high speed collision, pressure developed may exceed the yield strength
(s) of the material(s) such that solid matter at the weld front demon-
strates the characteristics of a low-viscosity liquid [76]. While both the
demonstrated cases seen in Fig. 16 exhibit jetting, the inhomogeneous
case predicts a relatively greater quantity of jetted material. At t =
550 ns, much of the jetted material is below 2600 K, indicating that
both aluminum and steel may co-exist in the jetted volume, although
a few jetted particles in the both cases are predicted to reach tempera-
tures as high ~2900 K (neglecting effects of radiative and convective
cooling). This temperature is just below the boiling point (BP) of SS
304 [108] but surpasses that of Al 1100 (~2700 K) [110], indicating
that the aluminum volume fraction might vaporize completely, leaving
steel to dominate the jetted volume. This contradicts inferences made
by Zhang et al. (2018) [30] who deduced from their SPH model that
the lower densitymaterial will dominate the jet. Zhang et al.'s inference
may only hold true whilst jet temperatures do not exceed the BP of the
materials involved. Based on conclusions drawn by Robinson [88,109]
and Wang et al. [76], the relationship between the jet and collision ve-
locity vX is examined as seen in Fig. 17. Impact initiates after 400 ns
have elapsed in the simulation; during the first 400 ns, a plasma pres-
sure load (representing confined ablation) is applied on the flyer,
which subsequently accelerates towards the target. Once the collision
initiates (t=400ns), the collision point appears to accelerate uniformly
for the next ~50 ns, followed by an unsteady deceleration in both the in-
homogeneous and homogeneous cases. Given the difference in pre-
dicted vX profiles, by 800 ns a radial weld length (X direction) of ~598
μm has formed in the inhomogeneous case, whereas the homogeneous
case exhibits a radial weld length of ~545 μm. Three frames from both
curves are probed to visualize the predicted jets, as seen in Fig. 17
(note that given the immense temperature range variation within the
cted by (Top Left) the inhomogeneous case, and (BottomLeft) thehomogeneous case.While
limited to 1000 K to draw focus to the thermal response at the weld interface. (Right) A
0.2 to 0.4 mm) trailing the collision point for the two cases, at t = 550 ns.



Fig. 17. (Left) A plot comparing the collision velocity vX vs. time t for the inhomogeneous and homogeneous cases. (Right) Frames captured from the respective inhomogeneous (I) and
homogeneous (H) simulations, illustrating the relative differences in volume of jetted material, as well as weld front temperature, T, predicted for the two cases. Note that grain
boundaries are omitted in the inhomogeneous frames (I) to offer more clarity of the dynamic weld front.
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jets, all jetted material exceeding 1000 K is grouped into the same iso-
therm). From the multiple frames captured, the inhomogeneous case
exhibits a substantially greater jetted volume compared to the homoge-
neous one. Considering that both cases apply the same boundary and
loading conditions, it can be postulated that the difference in vX stems
from grain-boundary sliding effects [104] within the respective foils,
due to the variations in yield surfaces among individual grains. The pre-
dictions, when comparing both cases, agree with Robinson's findings in
that a lower vX results in reduced jetting, however, it can be argued that
during the period of 500 to 600 ns, the velocities do not differ quite as
significantly as the jetting phenomenon appears to. Furthermore, refer-
ring to Fig. 17 Right, the third inhomogeneous frame (I3) shows more
jetting compared to any of the three homogeneous frames (H1−3), de-
spite having a relatively lower vX. Bearing this in mind, two insights
can be deduced from these predictions: (1) A higher vX can result in in-
creased plastic strain rates and consequently greater amounts of plastic
heat dissipation at the interface, possibly explaining the differences in
the predicted quantity of jetted material as well as the jet temperature;
(2) inclusion of microstructure in the LIWnumerical model has a signif-
icant effect on the predicted jetting phenomenon, beyond its influence
on vX. While some degree of correlation may exist between these in-
sights, it would require a comprehensive parametric assessment,
which is not within the scope of this work.
4.6. Computational expense and efficacy of microstructure inclusion in a
LIW numerical model

Finally, to draw comparisons on relative computation times for the
inhomogeneous and homogenous cases, the respective FE LIW models
were run on two Intel Xeon E5–2670 processing cores (2.3 GHz),
equipped with 132 GB of RAM. The homogeneous case was completed
in ~6.5 h, while the inhomogeneous case required ~43 h. Note that the
inhomogeneous case requires the additional prerequisite prediction of
an AM thermal history from which the subsequent microstructure pre-
diction is performed. TheAMthermal simulation (for the FEmodel illus-
trated in Fig. 3) was run on five Intel Xeon E-2176 M processors
(2.7 GHz), equipped with 64 GB of memory. The simulation completed
in ~104 h. Themicrostructure prediction simulation for the smaller sub-
set of the AM foil, was run on eighty Intel Xeon E5-2698V4 proces-
sors (3.6 GHz), equipped with 512 GB of RAM. The aluminum foil
microstructure simulation completed within ~7.5 h, while that of the
steel took ~5 h. The difference in simulation time is attributed to the
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nature of temporal variations in size of theMP andHAZ [38]. The overall
inhomogeneous case simulation time detailed here does not factor time
spent re-calibrating any of the respective models involved, as outlined
in Fig. 9. Thus, making a comparison of simulation time between the
two cases is somewhat misleading; As demonstrated in this work,
when microstructure is considered in the LIW model, predicted tran-
sient characteristics that manifest, including shear stress distribution,
thermal response at the interface, equivalent plastic strains, and mate-
rial jetting, appear considerably different to those predicted in a
model that assumes material homogeneity. In addition, grain-
boundary sliding effects, as well as the multiple yield surfaces, intro-
duced through microstructure inclusion in a LIW numerical model,
offer new insights towards grain elongation, shear banding, and colli-
sion velocity. Capturing such phenomena experimentally in real-time
is challenging, and thus efficacy of microstructure inclusion in the
physics-based LIW numerical model can be appreciated.
5. Conclusion

This paper introduces and demonstrates a novel framework that in-
corporates a PBF-LB AM inhomogeneous microstructure in a LIW nu-
merical model. While other researchers have built numerical models
(ref. Tables 1 and 4) to study transient phenomena during LIW, their
predictive models neglect the physical presence of microstructure,
thereby assuming homogeneity with isotropic material definitions. A
limitation of the isotropic, homogeneous modeling is that grain elonga-
tion, observed as early as the 1960s via optical microscopy, is not re-
vealed, nor do its consequent effects manifest. The inclusion of
microstructure in themodel, with associated anisotropy, reveals the fol-
lowing key findings:

• Given the Gaussian load distribution, as the weld forms, the im-
pact angle increases, and consequently more grain elongation is exhib-
ited, indicative of increased dynamic shear strain. The predicted
alignment of elongated grains at the interface suggests the occurrence
of shear banding, as has been experimentally observed.

• The alignment of grains as elongation occurs stems from grain-
boundary sliding due to shear movements confined to the interface be-
tween adjacent grains within the respective foils. The effect is more
prominent with elevated temperatures (~0.45Tm) predicted at the
weld interface.

• A unique von Mises yield surface is modeled for every grain,
resulting in an equivalent plastic strain distribution that may reveal
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several localized peaks. This can vary based on the spread and quantity
of elongated grains and relatively smaller equiaxed grains in each of the
foils that come into contact. The consequent plastic heat dissipation
leads to dispersed temperature peaks along the weld interface.

• Grain-boundary slidingwithin the respective foils, resulting from
variations in yield surfaces among individual grains, gives rise to rela-
tively higher collision velocity. A consequent increase in plastic strain
rates at the interface, alongwith greater amounts of plastic heat dissipa-
tion, may explain the increased quantity of jetted material as well as
greater jet temperatures.

• The demonstrated framework enables the incorporation of PBF-
LB AM foils in LIW simulations to directly capture inhomogeneous mi-
crostructure driven anisotropy and reveal the consequential effects on
transient phenomena occurring at the weld interface, including shear
stress distribution, equivalent plastic strain, thermal response, collision
velocity, and jetting. The work provides a new tool for researchers to
study the effects of various AM process parameters and their associated
grain structures on the transient phenomena at the impact weld
interface.
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