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We study a quasi-two-dimensional macroscopic system of magnetic spherical particles settled
on a shallow concave dish under a temporally oscillating magnetic field. The system reaches a
stationary state where the energy losses from collisions and friction with the concave dish surface are
compensated by the continuous energy input coming from the oscillating magnetic field. Random
particle motions show some similarities with the motions of atoms and molecules in a glass or a
crystal-forming fluid. Because of the curvature of the surface, particles experience an additional force
toward the center of the concave dish. When decreasing the magnetic field, the effective temperature
is decreased and diffusive particle motion slows. For slow cooling rates we observe crystallization,
where the particles organize into a hexagonal lattice. We study the birth of the crystalline nucleus
and the subsequent growth of the crystal. Our observations support non-classical theories of crystal
formation. Initially a dense amorphous aggregate of particles forms, and then in a second stage this
aggregate rearranges internally to form the crystalline nucleus. As the aggregate grows, the crystal
grows in its interior. After a certain size, all the aggregated particles are part of the crystal and
after that, crystal growth follows the classical theory for crystal growth.

I. INTRODUCTION

The solidification process of a fluid through a con-
trolled cooling process is a fundamental issue from both
a scientific and technological point of view. Solidification
can result in a glass, a crystal, or a heterogeneous sys-
tem containing amorphous and crystalline phases [1–4].
If the solidification process could be completely under-
stood and controlled, it would allow us to make mate-
rials with specific properties. Crystalline materials are
used in countless technological applications due to their
distinctive electrical, optical, and magnetic properties.

A crystal is a solid phase with ordered structure that
can be obtained from a liquid through a cooling pro-
cess, or from an amorphous solid through an annealing
process. Although there is currently much indirect infor-
mation about the crystallization process, direct observa-
tion of the motion of individual atoms (“particles”) while
a crystal is forming is challenging because the methods
for resolving the particle size and the necessary tempo-
ral resolution have yet to be developed [5]. Scattering
techniques are used to study crystallization, however, the
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information we can obtain with this technique is incom-
plete. Therefore, complementary techniques should be
used to deeply understand the crystallization process.

Classical nucleation theory describes homogeneous nu-
cleation as due to spontaneous structural fluctuations
which occasionally form ordered aggregates which then
frequently dissolve back into the disordered liquid. How-
ever, if an ordered aggregate is formed above a critical
size, it will most likely grow to form a crystal [4, 6]. The
size where the probability of growth is equal to the prob-
ability of shrinking is termed the critical nucleus size, and
is determined by the Gibbs free energy. The change in
bulk energy (negative) favors growing a crystal, and the
change in the surface energy (positive) opposes growing
a crystal. At the critical size these two contributions to
the Gibbs free energy are in balance; above the critical
size the bulk energy reward for crystal growth dominates,
stabilizing the aggregate and resulting in further growth.
Non-classical theories instead claim that the process in-
volves at least two steps. In the first step, a disordered
aggregate forms with some critical size and then in the
second step the aggregate evolves into an ordered con-
figuration to form a crystal nucleus [4, 6, 7]. Research
is in progress to give direct evidence in favor of classical
nucleation or non-classical nucleation theory [8–10].

Studies focused on a description at the particle level
are key to support one or another theory. For instance,
work has been done using proteins, where it is possible
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FIG. 5: (a) Average of the configurational order parameter ψ6

for each frame as a function of magnetic field. (b) Average of
the number of bonded neighbors of particles for each frame as
function of magnetic field. (c) Effective system radius in each
frame as a function of magnetic field, in units of the particle
diameter σ.
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FIG. 6: Mean order parameter ψ̄6 as function of the mean
bond number. Each point represents a different time in the
experiment, and the averages are over all particles at that
time.
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FIG. 7: Effective diffusion coefficient measured in time win-
dows of 4.16 s every 166.66 s. The open symbols correspond
to gaseous particles, and the filled symbols are averaged over
all particles (both gaseous and aggregated). The units are
σ2/s in terms of the particle diameter σ.

atic difference between the experiments: the first exper-
iment (E1) nucleates a stable aggregate earliest at the
highest magnetic forcing B0, while the third experiment
(E3) nucleates the stable aggregate latest. This is due to
the gradual increasing magnetization of the particles over
the course of the project [36]. Further evidence of this
increasing magnetization is in the initial plateau height
of the RE data of Fig. 5(c), which is largest for E3. In
this situation, the more strongly magnetized particles re-
spond more forcefully to the oscillating external magnetic
field, causing higher kinetic energy and thus a higher ef-
fective internal pressure, leading to the larger RE values.

B. Structural analysis considering particles in

aggregate

The analysis in the previous subsection considered all
of the particles in the experiment. We now turn from
the global to the local; we wish to understand the stable
aggregate once it forms and grows. In each experiment,
only one stable aggregate forms. It grows as the forc-
ing magnetic field is decreased until all of the particles
belong to the aggregate. To examine the growth of this
aggregate, we analyze our data at 1.66 s intervals. Aggre-
gates are defined based on touching particles (ones with
center-to-center separation less than 1.1σ as mentioned
in the previous section). We discard aggregates smaller
than 4 particles, as they typically are stable for less than
1 s. At times when the stable aggregate had formed, we
only found a few rare cases where there was more than
one aggregate present in the image; and in all cases the
stable aggregate is the biggest aggregate.
Figure 8(a) shows the size of the aggregate as a func-
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FIG. 8: (a) Aggregate size (number of particles N) as a func-

tion of the magnetic field. (b) Mean ψ
′

6 order parameter for
the aggregate particles as a function of the magnetic field.
(c) Mean number of bonded neighbors NB for the aggregate
particles as a function of the magnetic field.

tion of the magnetic field. At early times (large Bo) we
observe small unstable aggregates that are made up of
about four particles. At some point an aggregate stabi-
lizes and then begins to grow; roughly speaking, Fig. 8(a)
shows that whenN >

∼ 10 the aggregate grows irreversibly.
We wish to correlate the growth in size with the increase
in ordering. The hexagonal order parameter ψ6 is based
on neighboring particles defined by the Delaunay triangu-
lation. This is less useful for the aggregate, as particles
at the edge of the aggregate have Delaunay neighbors
that are not in the aggregate and not expected to be
ordered. Accordingly, we define a modified order param-
eter ψ

′

6
based only on the NB particles in contact with a

given particle. The difference in ψ6 when considering all
the particles in the system and when considering only the
particles that form an aggregate can be seen in Figs. 4(d)

and (f). Note that all the particles in Fig. 3 have ψ
′

6
= 1.

In Fig. 8(b) we show ψ
′

6
averaged over all aggregated

particles. At the largest magnetic field (earliest times),
prior to the formation of a stable aggregate, it is observed
that the aggregates usually are linear aggregates with
ψ

′

6
<
∼ 0.4. After the stable aggregate is formed, the size

and the hexagonal ordering of the aggregate increased

quickly to 0.6 ≤ ψ
′

6
≤ 0.9. For two of the experiments

shown in Fig. 8(b), this intermediate state is stable for
a range of magnetic forcing. Subsequently after a period
of reordering, the aggregate shows nearly ideal hexagonal
ordering (ψ

′

6
≈ 1.0) and continues growing in that way. A

final view of the aggregate growth is depicted in Fig. 8(c),
where the number of neighbors NB a particle has within
the aggregate is shown. Again, two experiments show
a plateau with NB ≈ 4 before final growth to NB >

5. (The maximum value of NB is 6 for particles in the
interior of the aggregate, but because of the particles on
the boundary with fewer neighbors, the mean value for
NB does not reach 6.) The results shown in Fig. 8(b,c)
show that after reaching a certain size the nucleus has
the same ordered structure as the final crystalline phase,
in accordance to classic nucleation theory. Prior to this
point, the growth is nonclassical as the initial metastable
aggregate is not well-ordered. This demonstrates two
stages of growth of the crystal. We note that experiment
E2 (the red symbols in Fig. 8) show an aggregate that
appears to bypass the intermediate state, or at least to
not linger in the intermediate state.
In Fig. 9 we observe the relation between the number

of particles N in the aggregate and the mean number
of bonds NB each particle has. At the beginning, both
quantities grow quickly. There is then slow growth of
NB for N roughly between 40 to 80 particles. In two
experiments, E1 and E3, there is a sudden growth of
NB coincident with a sudden growth in ψ

′

6
(indicated by

the color change in Fig. 9). After the transition the ag-
gregate is ordered. Figure 10 shows an example of this
change from a disordered aggregate to an ordered aggre-
gate, taking place over 335 s. This sequence correspond
to the jump in Fig. 9(c) at N ≈ 90.

Another way to quantify the two-step crystallization
process is to consider the number of particles in the ag-
gregate with exactly NB = 5 or 6 neighbors; this is shown
in Fig. 11. There is a period of time for which many par-
ticles have NB = 5, followed by a rapid rearrangement
so that many particles switch to having NB = 6 neigh-
bors. This corresponds to the increase in hexagonal order
shown in Fig. 10.

C. Initial formation of the nucleus

We have showed in the above section, that crystal for-
mation started with a disordered aggregate which evolves
toward an ordered aggregate containing all particles. To
determine in a more precise way the initial formation of a
nucleus we analyze in detail, frame by frame, the videos
of the formation of the crystal. We focus our attention on
the period from the formation of a stable aggregate to the
formation of the first ordered structure with a hexagonal
arrangement within the stable aggregate.
Figure 12 shows in detail the growth of the initial sta-

ble aggregate, where the color indicates the mean value
of the local hexagonal order parameter ψ

′

6
. The initial
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FIG. 9: Average number of bonds NB as function of the num-
ber of particles N in the aggregate. The color indicates the

mean value of ψ
′

6, matching the color key of Fig. 4(f).

formation of a stable aggregate takes some time to oc-
cur, but once it forms it quickly grows (right side of the
plots in Fig. 12, data below the lower horizontal lines).
Usually, the first stable aggregate formed is a ring-shape
aggregate. It is stable in the sense it was not destroyed
although it changes its form to be more compact. Af-
ter that, each experiment shows a rough plateau in the
number of particles N composing the aggregate; these
are the points between the pairs of horizontal lines in
Fig. 12. Usually in this stage the aggregate has sub-
structures with hexagonal order. Then, there is a third
stage as the aggregate again grows in size (left side of the
plots in Fig. 12) where more substructures with hexago-
nal order appear. Figure 13 shows representative parti-
cle configurations of the aggregate in each of the stages.
In the second stage it is observed the formation of sub-
structures with some hexagonal order. In the third stage
we see rearrangements leading to substantial hexagonal
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FIG. 10: Sequence of images showing a notable change of
structural characteristics. The data are from experiment E3,

and the color indicates ψ
′

6 of each particle, matching the color
key of Fig. 4(f).
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FIG. 11: Number of particles with 5 and 6 bonds as a function
of the magnetic field for the aggregate from experiment E3.
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a symmetric shape. We observe that the most probable
place to grow is where the aggregate presents a locally
concave surface. Figure 15 shows an aggregate at two
time points, showing that this aggregate grows by filling
concave surfaces. It is also observed that particles with
only one bond are more susceptible to be melted. This
supports our picture that frictional contacts of neighbor-
ing particles favor growth, and particles with few fric-
tional contacts are easier to melt.

IV. ANALYSIS OF THE BIRTH AND GROWTH

OF A CRYSTAL

At high temperature, particle motions are random and
the system resembles a disordered gas. Within this gas
occasionally small aggregates form. The particles have
permanent magnetic dipoles, so frequently the early ag-
gregates are in chain-like structures with the magnetic
dipole moments aligned end-to-end. Because of the many
free particles rolling over the surface, aggregates experi-
ence frequent collisions which quickly dissolve these early
aggregates. As the magnetic field amplitude decreases
and the system “cools,” small aggregates form more fre-
quently and last for longer periods. These are still usu-
ally chain-like unstable aggregates including dimers and
trimers, and small ringlike structures. Less frequently,
we observe the formation of bigger aggregates.
As noted above, the stability of aggregates increases

as the number of bonds increases. Formation of ring-like
and disk-like aggregates are less common than chain-like
aggregates. However, once these more compact struc-
tures form, their stability is higher than a linear aggre-
gate of the same size. Additionally, the nearby gaseous
particles produce an effective pressure toward the aggre-
gate. The effective pressure can overcome possible weak
repulsive interactions between particles that can occur if
their permanent magnetic dipole moments are oriented
in a repulsive fashion.
As the system “cools” (lower oscillatory magnetic forc-

ing), the kinetic energy of particles decreases, and a sta-
ble disordered aggregate forms. The boundary of the
aggregate fluctuates; particles rapidly join the boundary
and other particles evaporate from the boundary. Even
particles remaining on the aggregate boundary rearrange
due to kicks from the free particles. Growth occurs when
more particles join than leave the boundary. Inside the
aggregate, particles with four or more bonds occasionally
rearrange to have six neighbors. We consider the crys-
talline nucleus is formed when we see a substructure with
hexagonal ordering (ψ

′

6
≈ 1) inside the stable aggregate.

Thus the nucleus is an aggregate with at least one sub-
structure with hexagonal order surrounding by particles
a disordered configuration.
Further growth of the aggregate is reasonable to con-

sider as a crystallization process. We observe that for
a while, the interior of the aggregate is ordered and the
boundary is a bit more disordered; but after a certain

size, the aggregate is completely ordered and further
growth does not change this, as shown in Fig. 8(b).
The aggregate grows or shrinks by the perimeter parti-

cles. A perimeter particle with only one neighbor is most
susceptible to melting. A particle in the perimeter with
a higher number of frictional contacts is more stable; lo-
cations where more frictional contacts are possible are
thus good locations for a new particle to join the cluster.
This mechanism favors growth at concave regions of the
aggregate surface.
Figure 9 shows that as the aggregate grows, the mean

number of neighbors NB increases. Partially, this is
due to a geometric effect: boundary particles have fewer
neighbors than interior particles, and a larger cluster has
a larger ratio of interior particles to boundary particles.
That is, a cluster of size R has ∼ πR2 interior particles
and ∼ 2πR perimeter particles, so naturally the clus-
ter average number of neighbors will get more and more
dominated by the interior particles as R increases. An-
other cause of the increasing NB is the rearrangements of
the interior particles, such as exemplified in Fig. 11. This
mechanism is occurs because particles are in minimum
energy positions when they are in a hexagonal lattice.

A. Classical versus non-classical nucleation theory

In the classical nucleation theory, the formation of a
nucleus and the subsequent growth of the crystal phase
is described as follows. The process begins with a super-
saturated solution of the reagents. Spontaneous particle-
concentration fluctuations drive the formation of a small
ordered aggregate. This aggregate, depending on the bal-
ance of free energy and its size, could be more likely to
shrink or grow depending on its size. The critical size is
defined as the size such that the probability of shrink-
ing is equal to the probability of growth. For aggregates
larger than the critical size, the tendency is for the aggre-
gate to continue growing and eventually forms a crystal.
Importantly, the structure of the critical nucleus is the
same as the structure of the crystal.
In contrast, in non-classical theories it is proposed that

a nucleus can be formed from an amorphous aggregate of
particles that eventually evolves into an ordered nucleus,
that is, the formation of the nucleus occurs in at least
two steps. The concept is that the formation of an amor-
phous nucleus is easier than forming an ordered nucleus.
These proposals are supported by indirect evidence; it
is challenging to obtain particle-level information about
the nucleation process.
We observe in our experiments that the initial process

starts with an amorphous but quite stable aggregate, that
both grows in size and becomes ordered over time. The
ordering generally starts in the interior of the aggregate.
Once the interior of the aggregate is hexagonally ordered,
growth of the boundary of the aggregate nonetheless is
still typically disordered. Particles in a disordered config-
uration evolve into an ordered configuration by the kicks
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of the surrounding particles. Thus we have experimen-
tal evidence supporting non-classical nucleation. After a
certain size, the crystal grows in an orderly process like
described by a classical nucleation theory. This is gener-
ally a late stage of our experiment, where there are fewer
gaseous particles.

V. CONCLUSIONS AND REMARKS

We have studied the initial formation of the nucleus
and the growing of a crystal. We have shown that in our
system crystallization occurs according to non-classical
nucleation theory in the early stages of the crystal grow-
ing and according to the classical description in the last
stages. At the beginning small aggregates are formed
because of particle concentration fluctuations. These ag-
gregates are quickly destroyed by neighboring particles.
As the temperature goes down, these aggregates lasted
longer. At some moment an amorphous stable aggregate
arose. Because the kicks of the neighboring free particles,

the aggregate slowly becomes ordered, keeping approxi-
mately the same size. A crystalline nucleus arose inside
this aggregate, a substructure with hexagonal order sur-
rounded by still amorphous phase. The aggregate sub-
sequently grows with a disordered boundary and further
increased ordering within the interior, until eventually
the entire aggregate is hexagonally ordered. After that,
all the aggregate is crystalline and further growing is ac-
cording to the classical description. Our work provides
experimental evidence for a non-classical nucleation the-
ory in the early stages of crystal growing.
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