SEQUENTIAL CONVEX PROGRAMMING FOR
NON-LINEAR STOCHASTIC OPTIMAL CONTROL
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Abstract. This work introduces a sequential convex programming framework for non-linear, finite-
dimensional stochastic optimal control, where uncertainties are modeled by a multidimensional Wiener
process. We prove that any accumulation point of the sequence of iterates generated by sequential
convex programming is a candidate locally-optimal solution for the original problem in the sense of the
stochastic Pontryagin Maximum Principle. Moreover, we provide sufficient conditions for the existence
of at least one such accumulation point. We then leverage these properties to design a practical
numerical method for solving non-linear stochastic optimal control problems based on a deterministic
transcription of stochastic sequential convex programming.

Résumé. Ce travail introduit un cadre de programmation séquentielle convexe pour le controle op-
timal de systémes stochastiques non-linéaires de dimensions finies. Nous prouvons que tout point
d’accumulation de la suite des itérées générée par la programmation séquentielle convexe est un can-
didat & une solution localement optimale du probleme originel, au sens du Principe du Maximum
de Pontriaguine stochastique. De plus, nous développons des conditions suffisantes pour ’existence
d’au moins un de ces points d’accumulation. Nous exploitons ces propriétés afin de concevoir une
méthode numérique pratique résolvant des problemes de contréle stochastique non-linéaires par une
reformulation déterministe de la programmation séquentielle convexe.

1. INTRODUCTION

Over the past few decades, the applied control community has devoted increasing attention toward the
optimal control of stochastic systems. The general formulation of this problem entails steering a dynamical
system from an initial configuration to a final configuration while optimizing some prescribed performance
criterion (e.g., minimizing some given cost) and satisfying constraints. This dynamical system is also subject
to uncertainties which are modeled by Wiener processes and may come from unmodeled and/or unpredicted
behaviors, as well as from measurement errors. Active development of new theoretical and numerical methods
to address this problem continues, and the subject already has a rich literature.

We can classify the existing works into two main categories.
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The first category consists of contributions that focus on Linear Convex Problems (LCPs), i.e., whose dynam-
ics are linear and whose costs are convex in both state and control variables. An important class of LCPs is given
by Linear Quadratic Problems (LQPs) in which costs are quadratic in both state and control variables and for
which the analysis of optimal solutions may be reduced to the study of an algebraic relation known as Stochastic
Riccati Equation (SRE) [1-4]. Efficient algorithmic frameworks have been devised to numerically solve LCPs,
ranging from local search [5] and dual representations [6, 7], to deterministic-equivalent reformulations [8,9],
among others. In the special case of LQPs, those techniques may be further improved by combining SRE theory
with semidefinite programming [10,11], finite-dimensional approximation [12,13], or chaos expansion [14].

The second category of works deals with problems that do not enjoy any specific regularity, allowing non-
linear dynamics or non-convex (therefore non-quadratic) costs. Throughout this paper, we call these Non-Linear
Problems (NLPs). It is unquestionable that NLPs have so far received less attention from the community
than LCPs, especially since the analysis of the former is usually more involved. Similar to the deterministic
case, there are two main theoretical tools that have been developed to analyze NLPs: stochastic Dynamic
Programming (DP) [15, 16] and the stochastic Pontryagin Maximum Principle (PMP) [17-19] (an extensive
survey of generalizations of DP and the PMP may be found in [20]). In the case of LQPs, one can show that
DP and the PMP lead to SRE [20]. DP provides optimal policies through the solution of a partial differential
equation, whereas the necessary conditions for optimality offered by the PMP allow one to set up a two-point
boundary value problem which returns candidate locally-optimal solutions when solved. Both methods only
lead to analytical solutions in a few cases, and they can involve complex numerical challenges (the stochastic
setting is even more problematic than the deterministic one, the latter being better understood for a wide
range of problems, see, e.g., [21-23]). This has fostered the investigation of more tractable approaches to solve
NLPs such as Monte Carlo simulation [24, 25], Markov chain discretization [26,27], and deterministic (though
non-equivalent) reformulations [9, 28], among others. Importantly, many of the aforementioned approaches,
e.g., [26], are often based on some sort of approximation of the original formulation and thus offer powerful
alternatives to DP and the PMP, especially since they are more numerically tractable and can be shown to
converge to policies satisfying DP or the stochastic PMP.

In this paper, our objective is to lay the theoretical foundations to leverage Sequential Convex Programming
(SCP) for the purposes of computing candidate optimal solutions for a specific class of NLPs. SCP is among
the most well-known and earliest approximation techniques for deterministic non-linear optimal control and, to
the best of our knowledge, such an approach has not been extended to stochastic settings yet. The simplest
SCP scheme (which we consider in this work) consists of successively linearizing any non-linear terms in the
dynamics and any non-convex functions in the cost and seeking a solution to the original formulation by solving a
sequence of LCPs. This approach leads to two desirable properties, which jointly are instrumental to the design
of efficient numerical schemes. First, one can rely on the many efficient techniques and associated software
libraries that have been devised to solve LCPs (or LQPs depending on the shape of the original NLP). Second,
as we will show in this paper, when this iterative process converges, it returns a strategy that satisfies the PMP
related to the original NLP, i.e., a candidate optimum for the original formulation. Unlike existing methods
such as [26], which introduce approximated formulations that are still non-linear, our approach offers the main
advantage of requiring the solution to LCPs only. Specifically, we identify three key contributions:

(1) We introduce and analyze a new framework to compute candidate optimal solutions for finite-horizon,
finite-dimensional non-linear stochastic optimal control problems. with control-affine dynamics and
uncontrolled diffusion. This hinges on the basic principle of SCP, i.e., iteratively solving a sequence of
LCPs that stem from successive linear approximations of the original problem.

(2) Through a meticulous study of the continuity of the stochastic Pontryagin cones of variations with
respect to linearization, we prove that any accumulation point of the sequence of iterates generated by
SCP is a strategy satisfying the PMP related to the original formulation. In addition, by leveraging
additional assumptions we prove that any such accumulation point always exists, which in turn provides
a “weak” guarantee of success for the method.
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(3) Through an explicit example, we show how to leverage the properties offered by this framework to
better understand what approximations may be adopted for the design of efficient numerical schemes
for NLPs, although we leave the theoretical investigation of the approximation error as future direction.

The paper is organized as follows. Section 2 introduces notation and preliminary results and defines the
stochastic optimal control problem of interest. In Section 3, we introduce the framework of stochastic SCP and
the stochastic PMP, and we state our main result of convergence. For the sake of clarity, in Section 4 we retrace
the proof of the stochastic PMP and introduce all the necessary technicalities we need to prove our main result
of convergence, though we recall that the stochastic PMP is a well-established result and Section 4 should not
be understood as part of our main contribution. In Section 6, we show how to leverage our analysis to design a
practical numerical method to solve non-linear stochastic optimal control problems, and we provide numerical
experiments. Finally, Section 7 provides concluding remarks and perspectives on future directions.

2. STOCHASTIC OPTIMAL CONTROL SETTING

Let (22, G, P) be a second—countable probability space and let B; = (B}, ..., Bf) be a d-dimensional Brownian
motion with continuous sample paths starting at zero and whose filtration F £ (F;);>0 = (O'(Bs :0<s< t))t>0
is complete. We consider processes that are defined within bounded time intervals. Hence, for every n € N, ¢ > 2

and maximal time T' € R, we introduce the space L% ([0, T] x €2; R™) of progressive processes z : [0, T] x Q — R"
(with respect to the filtration F) such that E UOT |z(s,w)||* ds| < oo, where ||| is the Euclidean norm. In this

setting, for every x € Lg_-([(), T)xQ;R") and i = 1,...,d, the Ito integral of z with respect to B? is the continuous,
bounded in L?, and n-dimensional martingale in [0,77] (with respect to the filtration F) that starts at zero,
denoted [, x(s) dB: : [0,T] x Q@ — R™. For £ > 2, we denote by L%(€; C([0,T];R™)) the space of F-adapted

processes z : [0,T] x @ — R™ that have continuous sample paths and satisfy E

sup |lz(s,w)||| < oo.
s€[0,T)

2.1. Stochastic Differential Equations

From now on, we fix two integers n, m € N, a maximal time 7" € R, and a compact, convex subset U C R"™.
Although in this work we consider differential equations steered by deterministic controls (see Section 2.2 below),
for the sake of generality, we introduce stochastic dynamics which depend on either deterministic or stochastic
controls. Specifically, we denote by U the set of admissible controls and consider either deterministic controls
U = L?([0,T]; U) or stochastic controls U = L%([0,7] x Q; U). Note that since U is compact, admissible controls
are almost everywhere, or a.e. for brevity (and additionally almost surely, or a.s. for brevity) bounded. We are
given continuous mappings b; : R x R® = R", i =0,...,mand 0; : RxR" = R", j =1,...,d which are at
least C? with respect to the variable z. For a given u € U, we consider dynamical systems modeled through
the following forward stochastic differential equation with uncontrolled diffusion

da(t) = b(t, u(t), z(t)) dt + o(t,z(t)) dB;, 2(0) = z° (1)

m d
2 (bo(t,:c(t)) + Zui(t)bi(t,x(t))> dt + Zaj(t,x(t)) dB!

where we assume that the fixed initial condition satisfies z° € Lef0 (Q;R™), for every £ > 2 (for instance, this
holds when 2° is a deterministic vector of R™).

The procedure developed in this work is based on the following linearization of (1). For £ > 2, let v € U and
y € L%(;,C([0,T);R™)). For a given u € U, we define the linearization of (1) around (v, y) to be the following
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well-defined forward stochastic differential equation with uncontrolled diffusion

da(t) = by (t,u(t), 2(t)) dt + oy (t, 2(t)) dB;, x(0) = a° (2)

. <b0<t7y<t>> S a0)(o0) — 0) + 3 (w000 + (0 5 000 010~ y<t>>)> a
i=1
d
+ 3 (o ttut) + 5200 0)at0) - oi0) ) a8,

We require the solutions to (1) and to (2) to be bounded in expectation uniformly with respect to u, v and
y. For this, we consider the following (standard) assumption:

(A1) Functions b;, ¢ =0,...,m, g5, j = 1,...,d, have compact supports in [0,T] x R".

Under (4;), for every £ > 2 and every u € U, the stochastic equation (1) has a unique (up to stochastic indis-
tinguishability) solution z,, € L%(€; C([0,T]; R™)), whereas for every u,v € U and y € L% (S C([0,T]; R™)), the
stochastic equation (2) has a unique (up to stochastic indistinguishability) solution x,, ., € L%(Q; C([0,T];R™))
(see, e.g., [29,30]), and the following technical result holds, which will be used in the proof of our convergence
result, with proof given in the appendix (see Section 7.1).

Lemma 2.1 (Uniform boundness and continuity with respect to control inputs). Fiz £ > 2, and for u € U, let
z,, denote the solution to (1), whereas for u,v € U and y € L%(; C([0,T);R™)), let 4, denote the solution
to (2). Under (Ay), there exists a constant C' > 0 which does not depend on u, v, ory such that it holds that

E| sup [zu(t)]°+ sup fu,v,y(t)||£‘| <0,

+€[0,7] te(0.7]
T V4
(/ s (5) — us(s)| ds) ] Jus,us €U
0

Given ¢ € N, we consider continuous mappings g : R» — R4, G : R™ — R, H : R” — R, and L :
R x R™ x R" — R with L(t,x,u) £ Lo(t,z) + Y. iv, u'Li(t, ). We require g, H, and L;, i = 0,...,m, to be at
least C? with respect to the variable z, and we require G, H to be convex. In particular, G is Lipschitz when
restricted to the compact and convex set U. We focus on finite-horizon, finite-dimensional non-linear stochastic
Optimal Control Problems (OCP) with control-affine dynamics and uncontrolled diffusion, of the form

1| <CE

E| sup |[2u, (t) — Tu, (t)”e + sup  [|ZTuy,v.y(t) = Tug,v,y(t)
te[0,T] te[0,T)

2.2. Stochastic Optimal Control Problem

min E £

u€eU

T T
/Ofo(svu(s),x(s))ds /0 (G(u(s))JrH(x(s))+L(s,u(s),x(s))> ds]

dz(t) = b(t,u(t), z(t)) dt + o(t,z(t)) dB;, x(0) =2° E[g(z(T))] =0

where we optimize over deterministic controls u € U = L?([0,T]; U). We adopt the (fairly mild) assumption:

(A2) Mappings ¢, H, and L;, i = 0,...,m, either are affine-in-state or have compact supports in R™ and in
[0,T] x R™, respectively.

Our choice of optimizing over deterministic controls as opposed to stochastic controls is motivated by practical
considerations. Specifically, in several applications of interest ranging from aerospace to robotics, it is often
advantageous to compute and implement simpler deterministic controls at higher control rates, to be able to
quickly react to external disturbances, unmodeled dynamical effects, and changes in the cost function (e.g.,
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moving obstacles that a robot should avoid in real-time). Moreover, in cases where a feedback controller
is accounted for, a common and efficient approach entails decomposing the stochastic control into a state-
dependent feedback term, plus a nominal deterministic control trajectory to be optimized for, which is equivalent
to adopting deterministic controls (see, e.g., [31,32]). Nevertheless, for the sake of completeness and generality,
in Section 5 we introduce appropriate conditions under which our method may extend to stochastic controls;
we also analyze possible extensions to the case of free-final-time optimal control problems.

Many applications of interest often involve state constraints. In this case, to make sure the procedure
developed in this work still applies, every such constraint needs to be considered in expectation and penalized
within the cost of OCP (for example by including those contributions in H or L through some penalization
function). In future work, we plan to extend our method to more general settings, whereby for instance state
constraints are enforced through more accurate chance constraints (see Section 7 for a thorough discussion).

3. STOCHASTIC SEQUENTIAL CONVEX PROGRAMMING

We propose the following framework to solve OCP, based on the classical SCP methodology. Starting from
some initial guesses of control ug € U and trajectory zo € L%(Q; C([0,T]; R™)), £ > 2, we inductively define a
sequence of stochastic linear-convex problems whose dynamics and costs stem from successive linearizations of
the mappings b, o, and L, and we successively solve those problems while updating user-defined parameters.
The convergence of the method generally depends on a good choice of the initial guess (ug, o) and of updates
in each iteration to trust-region constraints. These constraints are added to make the successive linearizations
of OCP well-posed. Below, we detail this procedure.

3.1. The Method
At iteration k£ + 1 € N, by denoting

10, 5,1,2) £ Glu) + H(x) + Lis, u,) + O (5,0,) (2 ~ ), 3

we define the following stochastic Linearized Optimal Control Problem (LOCPkA_H)

min E
ueld

[ Ao u.560) ds] 2] [ oo o(s) o

dz(t) = bey1(t,u(t), z(t)) dt + op1(t, z(t)) dB;, x(0) = 2
2 by, (t,u(t), 2(t)) dt + o4, (t,2(t)) dBy

Bl (o(T)] £ B |g(an(T) + 52 n(T)(a(T) — au(D)| =0

T
| Ellats) = an(a)1?] ds < Avs

where we optimize over deterministic controls u € U = L2([0,T]; U). The tuple (uy, xx) € Ux L%(; C([0,T]; R™))
is defined inductively and denotes a solution to (LOCP)%.

Each problem LOCP,CAJrl consists of linearizing OCP around the solution at the previous iteration (ug, k),
starting from (ug, o). To avoid misguidance due to high linearization error, we must restrict the search for
optimal solutions for LOCP@_1 to neighborhoods of (ug,xy). This is achieved by the final constraints listed in
LOCP,fA_s_17 referred to as trust-region constraints, where the constant Ag 1 > 0 is the trust-region radius. No
such constraint is enforced on controls, since those appear linearly in b, o, and L. To ensure well-posedness of
the sequence (LOCPkA)keN, we require LOCPkA_|r1 has a solution, for which we consider the following assumption:
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(As) For every k € N, problem LOCP,CA_|r1 is feasible.
Proposition 3.1 (Existence of solutions of LOCPkAH). Under (As), LOCP,CA‘Jrl has a solution for every k € N.

Proof. The proof is based on the argument developed to prove [20, Theorem 5.2, Chapter 2]. Specifically, let
keNand {(u,,, 28 ) }aen €U x L%(9;C([0,T]; R™)) be a minimizing sequence for LOCPZ, ;.

The sequence {uf,  }aen is uniformly bounded in L*([0,7];R™), and thus we may assume the existence of
Gry1 € L2([0,T); R™) such that {uf, 1 }aen converges, up to some subsequence, to iy 1 for the weak topology
of L2([0,T]; R™). Moreover, the compactness and convexity of U yield @1 € U. Finally, by Mazur’s theorem
there exists a sequence of convex combinations

~a A k+1, a+p k E: k+1 _
Upr1 = Co,p it+1 Cap =
B=>1 B=>1

such that {4, | }aen converges to @41 for the strong topology of L?([0,T); R™) (although, since controls are
deterministic and the diffusion is uncontrolled, weak convergence of controls would suffice in our setting).
Thanks to Lemma 2.1, the sequence of trajectories {Zag 2. faen © L%(Q;C([0,T);R™)) converges to the

trajectory Zx11 = Ty, uper € LE(Q;C([0,T];R™)) for the strong topology of L%(Q; C([0,T];R™)). At this
step, for every a € N, thanks to the linearity of (2) we obtain that

k+1 _ k+1,_a+p
xukﬂukmk_g C xa+{aw€mk E Co Thi1 s

p>1 B>1

and therefore the linearity of the function gx41 yields

E [ngrl(mqu,uk,mk } Z Ca {ngrl mkif(T))} =0,
B>1

whereas the convexity of the norm yields
1 1
T k+1 a+p ’
[ B [l ) awo?] a5 ) < ek ([ [l -] as) < Ak,
B>1

In turn, passing to the limit for a — oo, we infer that the tuple (Gig11,7k+1) € U x L%(Q;C([0,T);R™)) is
admissible for LOCPkAH. In addition, the convexity of the function f} 1 allows us to compute

T
/o f18+1(5711k+1(5)a53k+1(5)) dS] < ahjgc ZCI;:?E

B2>1

T
/0 1041 (5, u(s), 2(s)) ds] ,

from which we conclude that (@11, Zx41) € U x L%(Q;C([0,T);R™)) is a solution of LOCPZ, ;. O

[ ettt szt al

Remark 3.2. Although one finds empirically that (As) is often satisfied in practice (see for instance results in
Section 6), it is generally difficult to derive sufficient conditions for this assumption to hold true a priori. In
particular, to the best of our knowledge, only stochastic dynamics with constant coefficients and with specific
regularity conditions on the stochastic diffusion yield controllability [33]. In deterministic settings, some works
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obtain feasibility of each convex subproblem, though only locally around the unknown solution of the original
formulation by assuming second-order regularity conditions, which however can not be checked a priori [34,35].
Thus, even SCP-based schemes in simpler deterministic settings must often either explicitly assume the feasibility
of each convex subproblem, or must modify the linearized dynamics by infusing additional slack controls to force
feasibility [36]. Motivated by these remarks, we leave the investigation for sufficient conditions for the validity
of (As) as a direction of future research, which are out of the scope of this work which focuses on the properties
of accumulations points of the sequence generated by SCP. Note that (As) is satisfied when g = 0, i.e., no final
constraints are imposed: a problem that remains generally relevant though computationally difficult to solve.

Under assumptions (A;)—(A3), the method consists of iteratively solving the aforementioned linearized prob-
lems through the update of the sequence of trust-region radii, producing a sequence of tuples (uy, zx)ren such
that for each k € N, (upy1,Tr+1) solves LOCPkAH. The user may often steer this procedure to convergence
(with respect to appropriate topologies) by adequately selecting an initial guess (ug,zo) and an update rule
for (Ax)ren', and appropriate choices will be described in Section 6. Assuming that an accumulation point
for (ug, 2k )ren can be found (whose existence will be discussed shortly), our objective consists of proving that
this is a candidate locally-optimal solution to the original formulation OCP. Specifically, we show that any
accumulation point for (uk,zp)ren satisfies the stochastic PMP related to OCP. To develop such analysis, we
require the absence of state constraints, and in particular of trust-region constraints.

3.2. Stochastic Pontryagin Maximum Principle

In this section, we recall the statement of the PMP which provides classical first-order necessary conditions
for optimality, upon which we will establish our main result. For the sake of clarity, we introduce the PMP
related to OCP and the PMP related to each convexified problem LOCP% separately.

3.2.1. PMP related to OCP
For every p € R", p° € R, and ¢ = (q1,...,qq) € R"*? define the Hamiltonian (same notation as in (1))

d

H(Sauvxvp7p07q) £ pr(S,(E,’LL) -l—pOfO(S,.’E,'LL) + qu—o—i(s’x)'
i=1

Theorem 3.3 (Stochastic Pontryagin Maximum Principle for OCP [20]). Let (u, x) be a locally-optimal solution
to OCP. There exist p € L%(;C([0,T};R™)), a tuple (p,p°), where p € R and p° < 0 are constant, and
q=(q1,---,qa) € L%([0,T] x Q;R™%) such that the following relations are satisfied:

(1) Non-Triviality Condition: (p,p®) # 0.

(2) Adjoint Equation:

o
or

.
(t,u(t), z(),p(t),p% q(t)) dt + q(t) dB;, p(T)=E Pg(w(T))} p € R"™

dp(t) = — D

(8) Maximality Condition:

u(t) = argenlljax E H(t,v,x(t),p(t),po,q(t))], a.e.

The quantity (u,p,p®) uniquely determines x, p, and q and is called extremal for OCP (associated with the tuple
(u,,p,p,p°, q), or simply with (u,z)). An extremal (u,p,p°) is called normal if p° # 0.

When state constraint penalization is adopted, SCP procedures may also consider update rules for penalization weights, and
those must be provided together with update rules for the trust-region radii. Further details can be found in [37,38].



Albeit final conditions are specified instead of initial conditions for p, it turns out that processes satisfying
backward stochastic differential equations are adapted with respect to the filtration F (see, e.g., [20, 30]),
which makes the adjoint equation well-posed. Although conditions for optimality for stochastic optimal control
problems are usually developed when considering stochastic controls only, the proof of Theorem 3.3 (and of
Theorem 3.4 below) readily follows from classical arguments (e.g., see [20, Chapter 3.6]). Nevertheless, to prove
our main result, we rely on a proof of Theorem 3.3 (and of Theorem 3.4 below) which stems from implicit-
function-theorem-type results (see Sections 4.1 and 4.2). Thus, in Section 4.1, we provide a new proof of Theorem
3.3 (more precisely, of Theorem 3.4 below) which follows from the original idea developed by Pontryagin and his
group (see, e.g., [17,39,40]), though the latter result should not be understood as part of our main contribution.

3.2.2. PMP related to LOC’P,fA
For every k > 1, p € R, p°,p! € R, and ¢ = (q1,...,qq) € R"*%, define the Hamiltonian (same notation as

in (2))

d
Hk(svu7x7p7p0ap1aq) £ prk(S,.’E,’u) +p0f£(8,m,U) +p1H$ - xk71($)||2 + Zq?(ak)l(s,x)
=1

Theorem 3.4 (Weak Stochastic Pontryagin Maximum Principle for LOCP% [20]). Let (uy,zy) be a locally-
optimal solution to LOCPL . There exists py, € L%(S; C([0,T);R™)), a tuple (px, pY, py), where pj, € R, p? <0,
and p. € R are constant, and q, = ((qk)1,-- -, (qk)a) € L%E([0,T] x QR"™™4) such that the following relations
are satisfied:

(1) Non-Triviality Condition: (pg,p%,pi) # 0.

(2) Adjoint Equation:

_OH,

dpi(t) = ox

-
(t, ur (), 2k (8), pre(), DR, Ry ax (1)) At + i (t) dBy,  pi(T) =E [x(xk(T))] pr € R™.
(3) Mazimality Condition:

ug(t) = argn&ax E Hk(t,v,xk(t),pk(t),pg,p}c,qk(t))}, a.e.
ve

The quantity (uk,pk,pg,p}c) uniquely determines xi, pr, and qr and is called extremal for LOCPkA (associated

with (uk,xk,pk,pk,pg,pt,qk), or simply with (uk,xy)). An extremal (uk,pk,pg,p}f) 1s called normal ifpg #0.

Remark 3.5. By introducing the new variable

y(t) 2 / la(s) — x(s)]? ds, (4)

the trust-region constraint in LOCP,.CA+1 can be rewritten as E[y(T) — Ag+1] < 0. Thus, by leveraging this
transformation, LOCPﬁ;r1 may be reformulated as a standard stochastic optimal control problem with final
inequality constraints. Nevertheless, although the conditions listed in Theorem 3.3 are essentially sharp, the
statement of Theorem 3.4 may be strengthened as follows. If (ugt1, Zg41, pkH,p%H,p}H_l, gk+1) is an extremal
for LOCPY}, |, one can additionally prove that pi,; < 0 (e.g., see [41]; note that in [41] the multipliers have
opposite signs because a different convention is adopted) and

T
PhiiE [/ ks (s) — z(s)]® ds — Agr | =0
0
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(the latter is know as slack condition), which motivates the choice “weak stochastic PMP for LOCP?_H” as
name for Theorem 3.4. Nevertheless, since the trust-region constraints do not appear in the original problem,
we do not need to leverage these latter additional conditions on p}, 41 to prove our claims, i.e., Theorem 3.4
suffices to establish the aforementioned properties of accumulation points for SCP when applied to solve OCP.

3.3. Main Results

Our contribution is twofold. First, under very mild assumptions, we prove that any accumulation point of
the sequence of iterates generated by SCP is a candidate locally-optimal solution for OCP. Specifically, we prove
that any accumulation point of the sequence (ug, zx, pr, P, P1, qk )ken generated by SCP, where (ug, p, pe, pi)
is an extremal for LOCP% associated with (uy,zy) in the sense of Theorem 3.3, is an extremal for OCP in
the sense of Theorem 3.4 (see Theorem 3.6). Although the optimization community is aware that establishing
the convergence of the sequence generated by SCP is generally difficult (see, e.g., [42,43]), one can often prove
optimality-related properties of its accumulation points, a much natural property which justify the use of
SCP (see, e.g., [43]). Second, by strengthening our original assumptions, we prove existence of at least one
accumulation point of the aforementioned sequence (uhxk,pk,p%p}q,qk)keN generated by SCP (see Theorem
3.9). Below, we organize these claims in two more precise statements.

3.3.1. Properties of Accumulation Points for SCP

Theorem 3.6 (Properties of Accumulation Points for SCP). Assume that (A1)—(As) hold and that SCP gener-
ates a sequence (Ap,ug, Tk )ken such that (Ag)ren C€ R4\ {0} converges to zero, and for every k > 1, the tuple
(ug, xx) locally solves LOCPL. For every k > 1, letting (uy, pr, Py, pi) be an extremal associated with (u,xy)
for LOCPkA (whose existence is ensured by Theorem 8.4), assume the following Accumulation Condition holds:

(AC) Up to some subsequence, (ug, Pk, DS, pi) converges to some (u,p,p°, p') € L*([0,T];R™) x RI2 for the
weak topology of L*([0,T];R™) x RIT2,

If (p,p°) # 0, then (u,p,p®) is an extremal for OCP associated with (u,x,).

The guarantees offered by Theorem 3.6 read as follows. Under (A;)—(As) and by selecting a shrinking-to-
zero sequence of trust-region radii, if iteratively solving problems LOCPkA returns a sequence of strategies whose
extremals satisfy (AC) with a non-trivial multiplier (p,p®) # 0, then SCP finds a candidate (local) solution to
OCP. Theorem 3.6 extends classical results on the well-posedness of SCP (see, e.g., [43]) from deterministic to
stochastic settings. In particular, the requirement (p,p°) # 0 in Theorem 3.6 is natural and has an equivalent
in deterministic settings, playing the role of some sort of qualification condition (see, e.g., [43, Theorem 3.4]).
Note that the requirement (p,p") # 0 can be easily numerically checked (see our discussion after Theorem 3.9).

3.3.2. Emistence of Accumulation Points for SCP

Assumptions (A1)—(As) together with some minor requirements are sufficient to establish that any accumu-
lation point for the sequence of iterates (uy, zy)ren satisfies the stochastic PMP related to OCP (Theorem 3.6).
We can additionally infer the existence of accumulation points, i.e., (AC) in Theorem 3.6 holds true, if some
more structure on the data defining OCP is assumed. Importantly, the validity of (AC) endows stochastic SCP
with the additional guarantee that at least one accumulation point (with respect to weak topologies) exists,
which in turn provides a “weak” guarantee of success for the method via the result of Theorem 3.6 (“weak”
because convergence is satisfied up to some subsequence). We introduce the following technical condition:

(A4) The mapping G : R™*! — R is given by G(t,u) = u ' U(t)u, where each U(¢) € R™*™ is symmetric definite
positive and the mapping ¢ — U(t)~! is continuous.

The use we make of (A,) is essentially contained in the following result.

Lemma 3.7. Under (Ay), for every k € N, every normal extremal (uk+1,pk+1,p2+1,p}c+l) for LOCPkAH, i.e.,
for which p2+1 # 0, is such that the corresponding control ug41 is time-continuous.



10

Proof. Fix k € N, and let (Uk+1,pk+1,pg+17pi.+l) be a normal extremal for LOCPkA_H. Due to p2+1 # 0, the
convexity of U C R™ and the maximality condition in Theorem 3.4 yield

1 1

U (s)m(s) if —5—U"(s)w(s) €T,

Upsr(5) = 2004 2p) 1
B (U en) i U e ¢ U
a0 k k )

v 2p2+1 2p2+1

where we denote vi(s) £ ((Vk(8))1,---, (Vk(8))m) with (v(s))i £ Elpl(s)bi(s, xi(s)) + P Li(s, zi(s))],
whereas Proj;; : R™ — R™ denotes the projection over the convex set U. The claim readily follows once we
prove the mappings t € [0,7] — 7x(s) are continuous, given that ¢t € [0,7] — U~!(s) and v — Proj; (v) are
continuous. We only prove the continuity of ¢ € [0,T] — E[pk ()], given that the continuity of ¢ € [0,7] — Yr(s)
can be proved by leveraging similar arguments, and (A;) and (Asg). For this, thanks to (A1), (42), Lemma 2.1,
Theorem 3.4, and Hélder and Burkholder—Davis—Gundy inequalities, for every 0 < s < t < T, we obtain that

E[lps (1) — pie(s) ] <
0
: QEH‘/ ( % (ry 2 (), ue (7)) +P2%(r, (), e (r)) + 2ph (@ (r) — 2 (1)

d

I(ow)i / !
T 7
; d 2K dB,
+ ;(%)z (r)—5,  (maw(r) ) dr|i| + i ar(r)
% 2 T %
1
<C|pp+p+E| sup [zx@?] +E| sup [pe(®)|*| +E / lae (1> at| | (t =)=,
te0,T] tel0,T) 0

for some appropriate constant C' > 0, and the conclusion follows. O

Remark 3.8. Through Lemma 3.7, (A4) becomes crucial to ensure the validity of (AC) in Theorem 3.6. In
particular, the works [44-47], which analyze continuity properties of extremals with respect to appropriate
deformations of some deterministic optimal control problems and which inspired our work, show that the time-
continuity of optimal controls uy for each LOCPkA represents a requirement which is not easy to relax (in
particular, see the counterexample in [47, Section 2.3]), especially in the presence of trust-region constraints.
Importantly, motivated by regularity results in deterministic optimal control settings (see, e.g., [48, Theorem
3.2]), we reckon that more generic mappings G might yield Lemma 3.7, especially when optimizing over deter-
ministic controls, although we leave the investigation of more general sufficient conditions for the time-continuity
of optimal controls uy for each LOCPkA as a future research direction, in that it is out of the scope of this work
which again focuses on the properties of accumulations points of the sequence generated by SCP.

Theorem 3.9 (Existence of Accumulation Points for SCP). Assume that (A1)—(A4) hold and that SCP generates
a sequence (Ag, uk, T )ken such that (Ax)ken € Ry \{0} converges to zero, and for every k > 1, the tuple (ug, )
locally solves LOCPY. For every k > 1, let (ug, pr, p2,pL) be an extremal associated with (uy,xy) for LOCPL
(whose existence is ensured by Theorem 3.4). If p # 0 for every k > 1, then (AC) in Theorem 3.6 holds true.

In addition, if (u,p,p®) denotes the extremal for OCP associated with some (u,z,p,p,p°, q), which is provided
by Theorem 3.6, the following convergence holds, up to some subsequence, for every £ > 2 when k — oo:

T
1w p2) = (. pO) | + B | sup [lax(s) —a(s)|" + sup Ika(S)—p(S)||2+/0 lax(s) = a(s)]” dS] — 0. (5)

s€[0,T] s€[0,T
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The main takeaway of Theorem 3.9 is that an accumulation point for stochastic SCP always exists, which
in turn is a candidate (local) solution to OCP due to Theorem 3.6, as soon as appropriate qualification-type
conditions are satisfied. In particular, similarly to the condition (p,p") # 0 in Theorem 3.6, the requirement
p% # 0 in Theorem 3.9 plays the role of an additional qualification condition, but at the level of each subproblem
LOCP%. Note that the latter is a generic property in deterministic optimal control (see, e.g., [49]). Finally, the
requirement (p,p°) # 0 in Theorem 3.6 from which (local) optimality of the strategy found by SCP stems can
be numerically checked thanks to (5), as soon as the multipliers (px,p?) are accessible through SCP iterations.

3.3.3. Insights to Speed Up the Convergence of SCP

In Theorem 3.9, there are also insightful statements concerning the convergence of Pontryagin extremals.
Let us outline how those statements may be leveraged to speed up convergence.

For this, adopt the notation of Theorem 3.3 and assume that we are in the situation where applying the
maximality condition of the PMP to problem OCP leads to smooth candidate optimal controls, as functions of
the variables x, p', and p (be aware that this might not be straightforward to obtain). We are then in a position
to define two-point boundary value problems to solve OCP, also known as shooting methods, for which the
decision variables become p°, p(T), and ¢. In particular, the core of the method consists of iteratively choosing
(p°,p(T),q) and making the adjoint equation evolve until some given final condition is met (see, e.g., [50,51]
for a more detailed explanation of shooting methods). In the context of deterministic optimal control, when
convergence is achieved, shooting methods terminate quite fast (at least quadratically). However, here the
bottlenecks are: 1) to deal with the presence of the variable ¢ and 2) to find a good guess for the initial value
of (p°,p(T),q) to make the whole procedure converge. In the setting of Theorem 3.9, a valid option to design
well-posed shooting methods is as follows. With the notation and assumptions of Theorem 3.9, up to some
subsequence it holds that (p,pr(T),qr) — (p°, p(T),q) (with respect to appropriate topologies) as k — oo.
Therefore, assuming we have access to Pontryagin extremals along iterations and given some large enough
iteration k, we can fix ¢ = g and initialize with (p?, px(T')) a shooting method for OCP that operates on the
finite-dimensional variable (p°, p(T)) € R9TL. If successful, this strategy would speed up the convergence of the
entire numerical scheme, though we leave its investigation as a future research direction.

4. PROOF OF THE MAIN RESULTS

Since the statement of Theorem 3.6 is in particular contained in Theorem 3.9, it is sufficient to prove Theorem
3.9 only. We split this proof into three main steps. First, we retrace the proof of the stochastic PMP to introduce
necessary notation and expressions. In addition, we leverage this step to provide novel insight on how to prove
the stochastic PMP by following the lines of the original work of Pontryagin and his group (see, e.g., [17,39,40]),
a proof that we could not find in the stochastic literature. Second, we show the convergence of trajectories
and controls, together with the convergence of variational inequalities (see Section 5.2.2 for a definition). The
latter represents the cornerstone of the proof and paves the way for the final step, which consists of proving the
convergence of the Pontryagin extremals. For the sake of clarity and brevity and without loss of generality, we
carry out the proof in the case of scalar Brownian motion, i.e., we assume d = 1. Moreover, for any x € R"
with n € N, we adopt the notation & £ (z,2"*+1) € R**1,

4.1. Main Steps of the Proof of the Stochastic Maximum Principle

For the sake of clarity and brevity, we retrace the proof of Theorem 3.3 only. The proof of Theorem 3.4
follows from a straightforward modification of the steps we provide below, by introducing the additional final
constraint E[y(T) — Ag41] < 0 via (4). In particular, we highlight those modifications below and in Section
4.2.2.
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4.1.1. Linear Stochastic Differential Equations

Define the stochastic matrices A(t) = %(Lu(t),x(t)) and D(t) = %(t,u(t),x(t)). For any time

r € [0,T] and any bounded initial condition &, € LZE (Q; R"1), the following problem

g (6)
Z(S) =0, se [O,T), Z(T) =&

{dz(t) = A(t)z(t) dt + D(t)z(t) dB;
is well-posed [20]. Its unique solution is the F—adapted with right-continuous sample paths process z : [0, T] x
Q = R (tw) = Ly (6)d(t, w)ih(r, w)ér(w), where the matrix-valued F-adapted with continuous sample
paths processes ¢ and v satisfy

{d¢(t) = A(t)o(t)dt + D(t)p(t)dB, {dw(t) = —(t) (A(t) — D(t)?) dt — () D(t)d B,
$(0) =1, $(0) =1,

respectively. In particular, a straightforward application of the It6 formula shows that ¢(t)y(t) = ¥(t)o(t) = I,
and therefore (t) = ¢(t) !, for every t € [0,T].

4.1.2. Needle-like Variations and End-point Mapping

One way to prove the PMP comes from the analysis of specific variations called needle-like variations on a
mapping called the end-point mapping. Those concepts are introduced below in the context of optimization
over deterministic controls (see Section 5 for the generalization of this argument to stochastic controls).

Given an integer j € N, fix j times 0 < ¢; < --- < t; < T which are Lebesgue points for u, and fix j random
variables u1, ..., u; such that u; € U. For fixed scalars 0 <1n; < tjy1 —t;,i=1,...,5—1,and 0 < n; <T —t;,
the needle-like variation m = {t;,1;, u; };=1,...; of the control u is defined to be the admissible control u,(t) = u;
if t € [t;, t; +n;] and ur(t) = u(t) otherwise. Denote by Z, the solution related to an admissible control v of the
augmented system

{dx(t) =b(t,v(t),z(t)) dt + o(t,x(t)) dB;, x(0) = 2° ®)

da"t(t) = fO(t,v(t), z(t)) dt, z"tH(0) =0
and define the mapping ¢ : R"™' — R9™! : 7 — (g(x),z" ). For every fixed time ¢t € (¢;,T], by denoting
8 = min{t; g —t;,t — tj:i=1,...,5—1} > 0, the end-point mapping at time ¢ is defined to be the function
F{ : ¢l £ B] (0)NR), — R (9)
(M- a77j) = E[§(Tu, (1) — §(Zu(t))]
where BIJ)' is the open ball in R7 of radius p > 0. Due to Lemma 2.1, it is not difficult to see that th is Lipschitz
(see also the argument developed to prove Lemma 4.2 below). In addition, this mapping may be Gateaux

differentiated at zero along admissible directions of the cone Ctj. For this, denote b= b, O, 6=(",0"
and let z, ,, be the unique solution to (6) with &, = b(t;, u;, x(t;)) — b(t;, u(ts), ().

Remark 4.1. For the proof of Theorem 3.4, the only change compared to the proof of Theorem 3.3 which
is required up to this point consists of replacing the function § : R**' — R9*! which defines the end-point
mapping (9) by the function

(s gp 72)  RM2 S RV (T, y) = (gp(@), 2™ y).

Note that this change is consistent since we will effectively make use of the mapping th at the time ¢t = T only.
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Lemma 4.2 (Stochastic needle-like variation formula). Let (n1,...,7;) € Cl. For any t > tj, it holds that

HE[@(:&LW(U) Z”Za~ Fult)2tsu.( ]H _0<§;m>'

The proof of this result is technical (it requires an intense use of stochastic inequalities) but not difficult. We
provide an extensive proof of Lemma 4.2 in the appendix in a more general context (see also Section 5).

4.1.3. Variational Inequalities

The main step in the proof of the PMP goes by contradiction, leveraging Lemma 4.2. To this end, for every
j € N, define the linear mapping

dF} i R, = R () HZm [a~ (1)t . (T) |

which due to Lemma 4.2, satisfies

J )
lim Fr (am) = dF¥(n),

a>0,a—0 «

for every n € Ri. Finally, consider the closed, convex cone of RIt! given by

0
K £ Cl(Cone { {ag( W(T))zt; 0, (T)| + for u; € U and t; € (0,T) is Lebesgue for u})
If K = R%, it would hold dF(R%) = K = R¥*!, and by applying [40, Lemma 12.1], one would find that the

origin is an interior point of FY. (C ). This would imply that (u,z) cannot be optimal for OCP, which gives a
contradiction.

The argument above (together with an application of the separation plane theorem) provides the existence
of a non-zero vector denoted p = (p',p°) € R9T! such that the following variational inequality holds

dg
5%

PIE | =Z(2u(T))2r0(T)| <0, r € [0,T] is Lebesgue for u, v € U. (10)

Remark 4.3. For the proof of Theorem 3.4, the variational inequalities (10) are replaced by the following
upgraded variational inequalities which hold for (ug+1, Zx+1), solution to LOCPkAH:

(2e) s[( 3 0 ) (LA )] <o "

€ [0,T) is Lebesgue for uy, v € U,

where each ((2,)7, (2,)""?)T solves an equation similar to (6) (we report this new equation in Section 4.2.2).

v

4.1.4. Conclusion of the Proof of the Stochastic Maximum Principle

The conditions of the PMP are derived by working out the variational inequality (10) and finding expres-
sions of some appropriate conditional expectations. The main details are developed below in the context of
optimization over deterministic controls (see Section 5 for the generalization to stochastic controls).
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First, by appropriately developing solutions to (6), (10) can be rewritten as

(5" Zampomue) (b ) eoeen-( 5) <r,u<r>7x<r>>)] <0

for every r € [0,T] Lebesgue point for w and every v € U. Second, again from the structure of (6), it can be
readily checked that by denoting

E

w02 (378 | Famem|a|vn) e (e memen) 0

n+1

the quantity p® is constant in [0, 7] (in addition, its negativity can be shown through a standard reformulation
of problem OCP, as done in [40, Section 12.4]). Notice that the stochastic process p : [0,T] x @ — R™ is by
definition F—adapted. The quantities so far introduced allow one to reformulate the inequality above as

B[o)7 (b u(0)2(0) = 80, .0(00) + (£ u(0).20) — (e 00) | 2 0

for every t € [0,T] Lebesgue point for © and v € U, from which we infer the maximality condition of the PMP.
It remains to show the existence of the process ¢ € Lx(Q; L*([0,7];R™)), the continuity of the sample
paths of the process p, and the validity of the adjoint equation. For this, remark that, due to Jensen in-

equality and Lemma 2.1, the martingale (E [%(fcu(T))qb(T)‘}}D o0.1] is bounded in L?. Hence, the mar-
te[0,T

tingale representation theorem provides the existence of a process u € L%_—([O,T] X Q;R(‘HI)X(”H)) such that

E [22(5,(1)0(1)| )] = B [ @.0)6(D)| Fo] + Ji (s) dB, 2 N+ x(2), where N € ROD<01) is a con.
stant matrix. The definition in (12) immediately gives that the sample paths of the process p are continuous.
Next, an application of It6 formula (component-wise) readily shows that the product xw satisfies, for t € [0,T7,

o) = [ o) a2 ) oo = [ pots) as.— [ wspoisnis) as

- / X(5)(s) (A(s) — D(s)?) ds — / x(5)i(5)D(s) dB,.

,,,,,

joint equation of the PMP. Those computations may also be leveraged to show p € L%(Q; C([0,T];R™)) and
q € L%([0,T] x Q;R™) (see, e.g., [20, Section 7.2]).

4.2. Proof of the Convergence Result

Here we enter the core of the proof of Theorem 3.6. The convergence of trajectories and controls is addressed
first. We devote the last two sections to the convergence of variational inequalities and Pontryagin extremals.
For the sake of clarity and brevity, we only consider free-final-time problems. From now on, we implicitly assume

(A1)-(As).
4.2.1. Convergence of Controls and Trajectories

Due to (A1)—(As), there exists a sequence of tuples (ug,zk)reny such that for every k € N, the tuple
(Ug+1, Tpt1) solves LOCPkA_H. In what follows, we implicitly adopt the reformulation of each problem con-
vexified problem LOCPkA+1, which consist of adding E[y(T) — Ag+1] < 0 to the final constraints through the
new variable y in (4). If u € U denotes an admissible control for OCP that fulfills the conditions of Theorem
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3.6, we denote by 7 : [0,T] x @ — R"*! the F-adapted with continuous sample paths process solution to the
augmented system (8) related to OCP with control u. The following holds.

Lemma 4.4 (Convergence of trajectories). Assume that the sequence (Ap)ren € Ry converges to zero. If the

sequence (ug)ren converges to u for the weak topology of L?, then E | sup ||ap(t) — z(t)||*| — 0, as k — oo,
t€[0,T]
for every £ > 2.

Proof. For every t € [0,T], we have (below, C' > 0 represents some often overloaded appropriate constant)

L

|z () —2()]* < C / (Bo(s. 2 (s)) — bo(s. 2(s)) ) ds (13)

14

(ukﬂ Vbi(s, 2k (s)) — ui(s)bi(s,x(s))) ds

t m ) L
+C /0 (aab;(s,xk(s)) - ;u};(s)g:(s,:ck(s))> (2p41(s) — 2x(s)) ds

' Oo ¢
+ C‘ /0 <U(S,xk(8)) —o(s,z(s)) + %(s,xk(s))(xkﬂ(s) - xk(s))) dB,

Now, we take expectations. For the last term, we compute

¢
E

/0 (a(s,m(S)) —o(s,z(s)) + %(s, 2x(5)) (Thia (s) — mk(s))> dB.
= </E LZ&%’S} frioa(r) =2 | do +8 | [ s (6) = an(o)H dp

t T 1
ds+C (/ E [||23k+1(s) — $k(5)”2] ds) <sup E { sup ||$k(8)|2(21>:|>
0 keN | se[o,T]

<C | E
dS + Ak+1>

=

sup |[|zxs1(r) — 2 (r)]|"
r€l0,s]

0

t
<C (/ E [ sup |wrra(r) — 2(r)]
0 rel0,s]

due to Holder and Burkholder—Davis—Gundy inequalities, and the last inequality comes from Lemma 2.1.
Similar computations can be carried out for the first and third terms of (13).

To handle the second term of (13), we proceed as follows. We see that since E [fOT 16:(s, z(s))]? dt] < 00

implies fOT |b: (s, 2(s))||?> dt < oo, G-almost surely, for every fixed i = 1,...,m and t € [0,T], the convergence
of the sequence of controls for the weak topology of L? entails that Hfot (ui(s) — u(s)) bi(s,x(s)) ds
f: (ui(s) — u'(s)) bi(s,x(s)) dsH < Clb — a| for every

a,b € [0,T] and G-almost surely. Hence, [52, Lemma 3.4] and the dominated convergence theorem finally
provide that

G-almost surely as k — oo. In addition, (A;) gives

t ¢
E | sup ’ / (uj,(s) —u'(s)) bi(s,z(s)) ds|| | =0, k— oo.
t€[0,T) 0
It is easy to conclude the proof by applying a routine Gronwall inequality argument. g

The sought-after convergence of trajectories is a consequence of Lemma 4.4 when the conditions of Theorem
3.6 are met. In addition, limiting points for the sequences of controls fulfilling the conditions of Theorem 3.6
always exist up to some subsequence. Indeed, in this case, the set of admissible controls U is closed and convex
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for the strong topology of L2?. Hence it is closed for the weak topology of L2. Therefore, since (u)pen is
bounded in L?, there exists u € U such that, up to some subsequence, (uy)xen weakly converges to u for the
weak topology of L2. It remains to show that the process x is feasible for OCP. For this, we compute

Eloto(0))]| < B[l ) — sen(rI] + & [| 2o ania() - antr |

)0

due to Lemma 4.4 and the dominated convergence theorem (here C' > 0 is a constant coming from (A4s), and
we use the continuity of the sample paths of x).

=

<C (E[Hx(T) - xk(T)Hﬂ + IE[kaH(T) - x(T)IIQ}

4.2.2. Convergence of Variational Inequalities

We start with a crucial result on linear stochastic differential equations. Recall the notation of Section 4.1.

Lemma 4.5 (Convergence of variational inequalities). Fiz £ > 2 and consider sequences of times (r)ren C
[0,T] and of uniformly bounded variables (§k)ken such that for every k € N, & € L%_—Tk (R, Assume that

~ e o ~
rh =7 withr, <7 forkeNand&, 5 &€ L% (Q;R™Y) with £ bounded. Denote wyy1, W the stochastic
process solutions, respectively, to

dw(t) = %(t,xk(t)) + Zu;;(t)gi"(t,xk(t))> w(t) dt + g—‘;(t,xk(t))w(t) dB,

dw" (1) = (%Ij(xk+1(t)) + %(t’ uk(t),xk(t))> w(t) dt

"I)(t) =0, te [Ovrk), U~}(7“k) = ék-i—lv

o
i=1

aun (0 = (G ol + G () o) ) wie) at

w(t) =0, tel0,r), w(r)=¢

Under the assumptions of Lemma 4.4, it holds that E

sup ||@p(t) —@@)||*| — 0 for k — oco.
te(r,T]
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Proof. From 1, <r, k € N, for ¢t € [r, T] we have (below, C' > 0 is a constant)

@11 (8) ~ DI < Cluss — &I 1
o[ (2 et - Letomis) aof

v [ (e - Fea) |

|| [ tpuin® (226 mnsate) - 2o st s

e / ( (t, up(t xk(t))wk+1(s)g’;(t,u(t),x(t))w(s)) o]

m

( )G (55 ks (s) — (9 G s () l) ) s

We consider the expectation of the fourth term on the right-hand side (a similar argument can be developed for
the first three terms, which are omitted in the interest of clarity and brevity). The Burkholder-Davis—Gundy
and Holdér inequalities give

¢

| <

sup [|w(s)[|*
s€[0,7]

[H/ a7 ( ;(8 k(s ))wk+1(5)_gg(57$(8))w(8)> dB,

ds+ CE

s'€[0,s] s€[0,T]

< Clr —rgl +C/ E l sup ||wgy1(s") _w(5'>||e

E l sup ||z (s) — z(s)]|*

where the last inequality holds due to Lemma 4.4 and because Lemma 2.1 may be readily extended to w.
Finally, due to the fact that L is affine with respect to the control variable, we may handle the fifth and the

sixth terms in (14) by combining the argument above with the final steps in the proof of Lemma 4.4, and a

routine Gronwall inequality argument provides the conclusion. O

Consider (ug)reny € U which converges to u € U for the weak convergence of L2. By assuming (A4), we may
denote by £ C [0,T] the full Lebesgue-measure subset such that r € £ if and only if r is a Lebesgue point for
uw and r ¢ UgenDi+1 (we use the notation introduced with (A4)). We prove the existence of a non-zero vector
p € Rt whose last component is non-positive such that for every r € £, v € U,

03

BTE | G2z (D) <0, (15)

where the F-adapted with continuous sample paths stochastic process 2., : [0, 7] x Q@ — R"*! solves (6) with

0bg
u'( 0o
A= | 9 +Z Rl ( a7 )

oH L !
S (@) + %(t,u(t),w(t))

9

ér = Er,v £ B(T,U,JJ(T)) - E(r,u(r),x(r)%

where we denote b= (b7, f°)T — we will use this notation from now on.
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For this, due to (11), for every k € N, the optimality of (ug+1,2g+1) for LOCPk_|r1 provides a non-zero vector

p N € whose second to last component p < 0 is non-zero by assumption, so that for r €
pi1:Phe1) | € RIT2 wh d to last tphy, <O b t that f L
and v € U, it holds that

~ T 89 Sht1
Prs1 ( (T)) 0 v (T)
() e[( 35 1) (i )]
where with the notation
%bo t, okt +Zuk = (t k() 0 gi(t7$k(t)) 0
Apr (1) = e 7
v o () + %(t,uk@),wk(t» 0 - 0o o0
2($k+1(t) - xk(t)) 0

the F-adapted with continuous sample paths stochastic process ((zF,) 7, (zF,)"2)T : [0, T] x © — R™*? solves
a higher dimensional version of (6) with

ck+1 7 7
A= Api1, D= Dy, and initial condition < & ) = ( bi1(r; v, Th41 (1)) blaﬂ(r’ k41 (1), e (1)) ) ;

where again we denote by1 = (b, 1, f.1) "
Now, fix r € L and v € U. The following comes from combining Lemma 3.7 with [47, Lemma 3.11].

Lemma 4.6 (Pointwise convergence on controls). Under (Ay), there exists (1)ren C (0,7) such that for every
k €N, r is a Lebesgue point for ug, and ri — v, ug(ry) — u(r) as k — oo.

If (ri)ren C (0,7) denotes the sequence given by Lemma 4.6, we define & = and € = é} v Straightfor-

ward computations give (below, C' > 0 is a constant)

’I“)C’U

E [és1 — &1 SC(HWH(WH) — u()I? + i — P (16)

+E [||:1:(7’k+1) — :17(7’)||2] +E

sup [z (s) x<s>||2] )

s€[0,T]

from which E {||£k+1 — §~H2} — 0 for k — oo (Lemma 4.4 and 4.6). Therefore, from Lemma 4.5 we infer that

E

sup |2¢, () =z (1) ] k — oo,
telr,T]

which, together with Ax — 0, readily yields

E[|(zF )"P(T)|]] =0, k— cc.

Th U

At this step, we point out that the variational inequalities in (10) and in (11) still hold if we take multipliers
of norm one. Specifically, we may assume that |\(]3;+1,p]1€+1)TH = 1 for every k € N. Therefore, up to some
subsequence, there exists a vector (p7,p!)T = (p",p% p')" € RIT! such that (p),pi)" — (pT,p") T for k — oo
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and satisfying (p7,p*) T # 0, p° < 0. We use this remark to conclude as follows. The definition of § and the
Holder inequality give (C' > 0 is a constant)

<FE L(;)g(:z(T))znv(T)} - ( Egi )TE

99 - [
5= (@(T)) 0 (1)
< 0z Ok ) > ( (zh+1 yn2() >

Tk+1,V

< O(na Bl 4 B[R )]]

+E [||255 (1) - zr,,,(T>\|2f +Elzn(DI?] ‘g

Tk+1,V

sup[lea(s) — x(s)||2] )

s€[0,T)

and in this case, (15) follows from Lemma 4.4 and the convergences obtained above. From what we showed in
Section 4.1.4, this latter inequality yields that (u,p,p°) is extremal for OCP as soon as (p',p°) T # 0.

Finally, we turn to the case for which the sequence (uy)reny € U converges to u € U for the strong topol-
ogy of L?, but without assuming (A4). For this, fix v € U and define the stochastic processes & (s) = éﬁv
and £(s) = ., where s € [0,T]. Similar computations to the ones developed to compute the bound (16)

provide that fOTE {Hgk(s) — £(s)|]?| ds — 0 as k — oo, and therefore up to some subsequence, the quantity

E {Hgk(s) . é(s)”ﬂ converges to zero for k — 0 a.e. in [0,7]. By taking countable intersections of sets of

Lebesgue points (one for each control ug, for all k& € N), it follows that the argument above can be iterated
exactly in the same manner (via Lemma 4.5), leading to the same conclusion.

4.2.3. Convergence of Multipliers and Conclusion

By applying the construction developed in Section 4.1.4 to the variational inequality (15), we retrieve a tuple
(p,p,p°, q), where p € R?, p® < 0 are constant, p € L%(; C°([0, T]; R")) and g € L%([0,T] x ;R™), such that,
as soon as (p',p°)T # 0, the tuple (u,p,p, q) is extremal for OCP associated with (u,z,p,p,p°, q) satisfying
conditions 1., 2., and 3. of Theorem 3.3. To conclude, it only remains to prove that

E| sup |pr(s) —p(s)|?

T
o, /E[qu(s)—q(s)uﬂ ds =0, k- oo, (17)
s€[0,7) 0

Here, each tuple (uk,pk7p2) is the extremal of LOCPkA associated with the tuple (u, :vk,pkmk,pg, qx), where
(pk, qi) solves the adjoint equation of Theorem 3.4. Since, under the assumption (p',p°) T # 0, the multipliers
pi. k € N, and p' do not play any role, for the sake of clarity and brevity of notation, and without loss of
generality, in what follows we implicitly assume p} = p! = 0, for every k € N.

Let us start with the first convergence of (17). For this, fix k¥ € N and consider the process

‘ft] ) )
t€[0,T)

where @pi1, g1 solve (7) with matrices A1, Dgi1 from which, due to pi = p' = 0, for every k € N, we
remove the last column and row, whereas ¢, 1 solve (7) with matrices A, D, those matrices being defined
above. Due to a straightforward extension of Lemma 2.1 to equations (7), this process is a martingale, bounded
in L?. Hence, the martingale representation theorem allows us to infer that this process is a martingale with

(E [ sup | L) ner (T (o) — SLGDNATI

s€[0,T)
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continuous sample paths, and Doob and Jensen inequalities give

E [ sup E | sup %(ik(T))gﬁkH(Tﬁka(S) — %(f(T»(ﬁ(TW’(s) ‘ft] < (18)
tefo,r]  |sejo,r) ||OT z
<iE | s |2 m)on () - LEm)ame ] ,
s€[0,7

which holds for every k € N. By combining (18) with (12), we compute

9 2l N
E | sup |pr1(s) —p(s)|]*| < CE | sup a*g(i(tf)ﬁé(TW(S) ]Ilpkﬂ—pll2
s€[0,T] te[0,T) x
0j . g, 2
+CE | sup || 5= (@k(T)Or1(T)¥n11(s) — 2= (E(D))d(T)d(s)| |
sefo,7] || 0T oz

where C' > 0 is a constant. Up to some subsequence, the first term on the right-hand side converges to zero.
Moreover, the definition of g and Holder inequality give

2

} <

g

. L 0T (T (5) — GLETNHTI(s)

sup
s€[0,T]

1

2

<CE [||¢k+1( | }% [ ES[%PT] lrs1(s) — 1/1(8)“4]

+c (IE E LESEJD] [k (s) —w(S)Iﬂ ) :

and a straightforward extension of Lemma 4.5 to equations (7) entails that all the terms on the right-hand side
tend to zero. The convergence of (pg)ren is proved.

It remains to prove the second convergence of (17). For this, we apply Ito formula to ||pyy1(t) —p(t)||?, which
due to (12), (18) and Lemma 2.1 extended to (7) gives (below, C > 0 is a constant)

sup ||¢(5)|4] E[Sup pr+1(s) = d(s)]* +E
s s€[0,T]

s€[0,T]

S l$(T)w ()"

E|lpr+1(0) = p(0)]1?] + / E|lgn+1(s) — (s)]I?] ds = E|Ipus1(T) = p(D)|1?]

#28] [ ()= 906)) (PO 222 )1 6) )T 061051 ) ]
# 28| [ (pesn(9) = 96)) (s 2o i s 61 - 12 o), 0060) ) ds]
228 [ (pesr(9) = 96)) (ar s (1)~ a6) 00 50060 ds]

<CB| sy pk+1<s>—p<s>||2r < [ Eliowa - )

e

: r
o |pk+1<s>p<s>|2] (1+</0 E[lg(s))?] a ))

The conclusion finally follows from Young’s inequality and the convergence of (p)ren.
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5. EXTENSION TO PROBLEMS WITH FREE FINAL TIME AND STOCHASTIC CONTROLS

The accumulation properties of SCP can be extended to OCPs with free final time and whereby optimization
is undertaken over stochastic controls. Specifically, in this section we investigate how results from Theorem 3.6
may be extended to finite-horizon, finite-dimensional non-linear stochastic General Optimal Control Problems
(GOCP) having control-affine dynamics and uncontrolled diffusion, of the form

win s [ [7 st as] 28] [7 (6006 + 1) + Lissats).ot60) o

dz(t) = b(t,u(t), z(t)) dt + o(t, x(t)) dBs, x(0) =2, Elg(z(ts))] =0,

where the final time 0 < ¢ty < T may be free or not (here, T > 0 is some fixed maximal time), and we
optimize over controls u € U which are either deterministic, i.e., U = L%([0,T];U), or stochastic, i.e., U =
LZ([0,T) x Q; U). Solutions to GOCP will be denoted by (t;,u,z) € [0,T] xU x L%(Q; C([0, T]; R™)), for £ > 2.
By adopting the notation given in (3), the stochastic Linearized General Optimal Control Problem (LGOCPkA+1)
at iteration k € N may be defined accordingly as

win e [ [ sttt w00 as] 28] [7 0, 600,20 0]

da(t) = bpr1(t,u(t), z(t)) dt + opy1 (t, 2(t)) dB,  2(0) = 2°
2 buk»zk (tv u(t)v :C(t)) dt + Oy, (ta (E(t)) dB;

Blawn olt5))] 2 B [a(onth) + g2 on(Eh) att) - on(th)] =0

T
/ E [Jlz(s) - ex(9)|?] ds < Apers [ty — 5] < App,
0

whose solutions are denoted by (t’;+1,uk+1,xk+1) €[0,T] x U x L%(2;C([0,T];R™)), for £ > 2. In particular,
trust-region constraints are now imposed on the variable t; as well to derive convergence guarantees.

We point out that the results we present in this section are not to be considered as part of the main con-
tribution, but they rather aim at providing insights for the future design of efficient numerical methods for
stochastic optimal control problems which consider free final time and stochastic admissible controls. In par-
ticular, extending SCP in the presence of free final time and stochastic controls requires introducing additional
assumptions which might seem demanding. We leave the investigation of the validity of this framework under
sharper assumptions as a future direction of research.

5.1. Refined assumptions and extended result of convergence

The presence of the free final time hinders the well-posedness of the stochastic PMP when applied to each
LGOCPkA_H, i.e., Theorem 3.3, and in turn the validity of Theorem 3.6 in such more general setting. To
overcome this issue, we need to tighten assumptions (A;)—(As). Specifically, although (A;) remains unchanged,
assumptions (As)—(As) are replaced by the followings, respectively:

(AL) Mappings g, H, and L;, i = 0,...,m, either are affine-in-state or have compact supports in R™ and in
[0,T] x R™, respectively. In the case of free final time, g is affine.

(A%) For every k € N, LGOCP,CAJrl is feasible. In addition, in the case of free final time, for every k € N, any
optimal control u for LGOCPkA has continuous sample paths at the optimal final time t’;“ for LGOCPkAH.

Assumptions (A%) plays a crucial role to provide the existence of pointwise necessary conditions for optimality
for the linearized problems LGOCPZ, thus enabling classical formulations of the stochastic PMP. However, we
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do recognize (Aj5) might be demanding and, as future research direction, we propose to relax it by leveraging
integral-type necessary conditions for optimality, which are best suited to deal with optimal control problems
which show explicit discontinuous dependence on time (e.g., [63]). Unfortunately, when optimization over
stochastic controls is adopted, successfully leveraging weakly converging subsequences of controls to show “weak”
guarantee of success for SCP, i.e., the equivalent of Theorem 3.9, becomes more challenging, in which case only
Theorem 3.6 still holds, though under appropriate modifications. We leave proving success guarantees for SCP
when optimizing over stochastic controls with weaker assumptions as a future direction of research.

Extending the stochastic PMP to GOCP and LGOCP#},; comes by assuming (A;), (45), and (A43). In
particular, under those assumptions we have the following extension of Theorem 3.3 and of Theorem 3.4:

Theorem 5.1 (Stochastic Pontryagin Maximum Principle for GOCP). Let (¢, u, z) be a locally-optimal solution
to GOCP. There exist p € L%(%;C([0,T);R™)) and a tuple (p,p°,q), where p € R? and p°® < 0 are constant,
and ¢ = (q1,...,qa) € L%([0,T] x Q;R™¥4) such that the following relations are satisfied:

(1) Non-Triviality Condition: (p,p®) # 0.

(2) Adjoint Equation.:

oOH

.
dp(t) = —%(t,u(t),x(t),p(t),po,q(t)) dt +¢q(t) dB;, p(ty) =E {ag(m(tf))] peR".

Ox
(8) Maximality Condition:

u(t) = arg max E[H(t, v,z(t), p(t), p°, q(t))}7 a.e. (deterministic controls)
velU

u(t) = argmax H(t,v,z(t),p(t),p°, q(t)), a.e., a.s. (stochastic controls)
vel

(4) Transversality Condition: if the final time is free

max E[H(tf, v,x(t),p(ts), p°, q(tf))] > 0 (deterministic controls)
ve

E [mal?( H(ty,v,x(ts),p(ty), p° q(tf))} > 0 (stochastic controls)
ve

where equalities hold in the case ty <T.

The quantity (tg,u,p,p°) uniquely determines x, p, and q and is called extremal for GOCP (associated with the
tuple (ty,u,x,p,p,p°,q), or simply with (tz,u,z)). An extremal (ty,u,p,p°) is called normal if p° # 0.

Theorem 5.2 (Weak Stochastic Pontryagin Maximum Principle for LGOCPZ). Let (t’;,uk,xk) be a locally-
optimal solution to LGOCP% . There exist p, € L%(Q; C([0,T];R™)), a tuple (px, p, pL), where pr, € RY, p? <0,
and p;, € R are constant, and qx = ((qx)1,-- -, (qx)a) € L%([0,T] x Q; R™4) such that the following relations
are satisfied:

(1) Non-Triviality Condition: (pg,pY,pi) # 0.

(2) Adjoint Equation:

OH b T
dpi(t) = —a—;(t,uk(t),xk(ﬂ,pk(t),pi,pi,qk(t)) dt + q(t) dBy, pi(th) =E [;jm(t,’;))} pr € R™.

(8) Mazimality Condition:

ug(t) = arg max E[Hk(t, v,z (t), pk(t), 02, ph, g (1)) |, a.e. (deterministic controls)
velU
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ug(t) = argmax Hy(t, v,z (t), pr(t), pY, ph, ar(t)), a.e., a.s. (stochastic controls)
velU

(4) Transversality Condition: if the final time is free

max E[Hk (t’;, v, zk(t’;),pk (t’}),pg,p}m K (tljﬁ))} > 0 (deterministic controls)

E [mag Hk(tlfc,v,xk(tl;),pk(t’fe),pg,pi, qk(t’fc))] > 0 (stochastic controls)
ve ° °

where equalities hold in the case t? <T.

The quantity (tlji7 umpk,pg,p}c) uniquely determines xy, pr, and qi and is called extremal for LOCPkA (associated
with (t’},uk,xk,pk,pk,pg,p}c,qk), or (t’},uk,xk)). An extremal (t’;,uk,pk,pg,p,lﬂ) is called normal if p # 0.

Extending the stochastic PMP to the new linearized problems LGOCPkA, and in particular the new transver-
sality condition 4., additionally requires to assume (A%) together with (A;) and (A%). Although the proof of
this result for fixed-final-time problems is well-established (see [20, Chapter 3]), we could not find any published
proof of Theorem 5.1 when the final time is free. Therefore, we provide its proof in Section 5.2. The proof
of Theorem 5.2 is achieved similarly, thus for the sake of clarity and brevity, we avoid reporting any detail
concerning the latter. Thanks to Theorem 5.1, we can extend the convergence of SCP as follows:

Theorem 5.3 (Generalized Properties of Accumulation Points for SCP). Assume that (A1), (A}), and (Af)
hold and that SCP generates a sequence (Ak7t’;,uk,xk)keN such that (Ag)ren C Ry \ {0} converges to zero,
and for every k > 1, the tuple (t’},uk,xk) locally solves LGOCP% . For every k > 1, letting (t’},uk,pk,pg,p}c) be
an extremal associated with (t’},uk, xy) for LGOCPY (whose existence is ensured by Theorem 5.2), assume the
following Accumulation Condition holds:

(AC) Up to some subsequence, (t’},uk,pk,pg,p}c) converges to some (u,p,p’,pt) € L2([0, T);R™) x RI+2 for

the strong topology of L%([0,T] x Q;R™) x RI+2,

If (p,p°) # 0, then (tlfc, u, p,p°) is an extremal for OCP associated with (t’;,u,xu).

The guarantees offered by Theorem 5.3 read similarly to what we have explained in Section 3.3. One
sees that the computations provided in Section 4.2 for the proof of Theorem 3.6 straightforwardly generalize
as soon as weak convergence of controls in L?([0,T]; R™) is replaced with strong convergence of controls in
LZ([0,T] x ©;R™) (actually, the proofs become even simpler), and may be endorsed to prove Theorem 5.3,
provided that we are capable to extend the proof of Theorem 3.3 and Theorem 3.4 in the case of free final
time and stochastic controls. Therefore, to conclude, in the next section we develop the necessary technical
details which enable proving Theorem 5.1 and Theorem 5.2 through the machinery developed in Section 4.2.
Specifically, since the proofs of Theorem 5.1 and Theorem 5.2 are similar, for the sake of clarity and brevity we
only provide details for the proof of Theorem 5.1.

5.2. Proof of the extension for the stochastic Pontryagin Maximum Principle

Before getting started, we need to introduce the notion of a Lebesgue point for a stochastic control u €
LZ([0,T] x ;R™). For this, we adopt the theory of Bochner integrals, showing that L%([0,T] x Q;R™) C
L2([0,T); LE (9 R™)), where the latter is the space of Bochner integrable mappings u : [0,7] — LZ(Q;R™).
Let w € L%([0,7] x ;R™). First of all, by definition we see that for almost every ¢ € [0,7], it holds that
E [|lu(t)]?] < oo, and thus this control is well-defined as a mapping w : [0,7] — LZ(Q;R™). Since Q is
second-countable, Lé (©; R™) is separable, and therefore the claim follows from the Pettis measurability theorem
once we prove that u : [0,T] — LZ(Q;R™) is strongly measurable with respect to the Lebesgue measure of
[0,T]. For this, it is sufficient to show that for every A € B([0,7]) ® G and « € Lé(Q;Rm), the mapping
t — E[la(t,w)a(w)] is Lebesgue measurable. By fixing o € LZ(€;R™), this can be achieved by proving
that the family {A € B([0,T]) ® G : t — E[14(¢t,w)a(w)] is Lebesgue measurable} is a monotone class and
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then using standard monotone class arguments (the details are left to the reader). At this step, the Lebesgue
differentiation theorem provides that for almost every ¢ € [0, T], the following relations hold:

) 1 [ttm ) 1 [ttn )
liy ~ / [lu(s) ()] ds =0, Jim / E[lu(s) — u(t)|?] ds = 0.

Such a time ¢ € [0, 7] is called Lebesgue point for the control u € LZ([0,T] x £; R™).

5.2.1. Modified Needle-like Variations and End-point Mapping

We may extend the concept of needle-like variations and of end-point mapping previously introduced in
Section 4.1.2 to the setting of free final time and of stochastic controls as follows.

Given an integer j € N, fix j times 0 < ¢; < --- < t; < ty which are Lebesgue points for u, and fix j
random variables uq, ..., u; such that u; € L2 (;U). For fixed scalars 0 < n; < tj41 —t;,i=1,...,5—1, and
0<n; <ty—ty, the needle like variation ™ = {t“ My Ui biz=1,. .j of the control v is defined to be the admissible
control u,(t) = u; if t € [t;,t; + ;] and ur(t) = u(t) otherwise. Denote by Z, the solution related to an
admissible control v of the augmented system

{dx(t) =b(t,v(t),z(t)) dt + o(t,z(t)) dB;, z(0) = 2°
dant1(t) = fO(t,v(t), z(t)) dt, 2" T1(0) =0

and define the mapping g : R"* — R : & — (g(x),2" ™). For every fixed time ¢t € (¢;,t¢], by denoting
8 Emin{t;y1 —ti,t —t;, T —t:i=1,...,5 — 1} > 0, the end-point mapping at time ¢ is defined to be

F/ ¢l £ B (0)N (R x R,) — RIH
(0,m1,...,m5) = E[§(Zu, (t +0))] — E[g(Zu(2))]

where BZ“ is the open ball in R7*! of radius p > 0. Variations on the variable & are necessary only if free-final-
time problems are considered, in which case (A}), and in particular the fact that g is an affine function, play a
crucial role for computations. Due to Lemma 2.1 (and to (A%) in the case of free-final-time problems), it is not
difficult to see that Fj is Lipschitz (see also the argument developed to prove Lemma 5.4 below) In addition,
this mapping may be Gateaux differentiated at zero along admissible directions of the cone Cj For this, denote
b=(b", 7,5 =(c",0)T and let 2, ., be the unique solution to (6) with &, = b(t;, ui, ©(t;))—b(t:, u(t;), x(t;)).

Lemma 5.4 (Generalized stochastic needle-like variation formula). Let (3,71, ...,7n;) € C/ and assume (Ay)
holds (in particular, § is an affine function when 6 #0). Ift > t; is a Lebesgue point for u, then it holds that

(3@, (14 9) — 3(.0) — 622 @ ()i 'm 5] | = o (543 m)
H 0.0+ 6) ~ 3(2(0) ~ 5 - ]H ( > )

As for Lemma 4.2, we provide an extensive proof of Lemma 5.4 in the appendix.

5.2.2. Variational Inequalities and Conclusion

Similarly to what we have argued in Section 5.2.2, the main step in the proof of the stochastic PMP with
free final time and stochastic control goes by contradiction, leveraging Lemma 5.4. For this, from now on we
assume that when free, the final time is a Lebesgue point for the optimal control. Otherwise, one may proceed
by mimicking the argument developed in [39, Section 7.3].

Assume that (A1) and (A5) hold. For every j € N, define the linear mapping

dFt]f(CS,’?) =JE %( ( ))Z;(tfa ( y Loy tf :| +Z771 |: x“ tf))ztiv“i(tf)
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which due to Lemma 5.4, satisfies

F}, (a(5,m))
a>0,a—0 «

= dF}, (6,1),

for every (4,n) € R x Ri. Finally, consider the closed, convex cone of R%*! given by

1 2 1 Cone { [ S @tz 0)] 42 | L@t )it utey) )]

for u; € U and ¢; € (0,ty) is Lebesgue for u})

If K =R, it would hold dF} (R x R’,) = K = R4*!, and by [40, Lemma 12.1], one would find that the origin
is an interior point of thf (c,{f). This would imply that (¢, u, ) is not optimal for OCP, a contradiction.

The argument above (together with an application of the separation plane theorem) provides the existence
of a non-zero vector denoted p = (p',p°) € R?H! such that the following variational inequalities hold

PR {g‘g(fu(tf))g(tfv“(tf)@"(tf))] =0
(19)

P E {gg(iu(tf))zw(tf)] <0, r €[0,ts] is Lebesgue for u, v € L% (Q;U).

In the case of deterministic controls, the random variables v € L%—T (©;U) in (19) are replaced by deterministic
vectors v € U. Moreover, when ¢ty = T, only negative variations on the final time are allowed. Hence in this
case, the first equality of (19) actually becomes a greater-or-equal-to-zero inequality (see also [39, Chapter 7]).

The rest of the proof remains unchanged, i.e., it follows the argument of Section 4.1.4 verbatim, and the
proof of Theorem 5.3 may be readily inferred by the computations of Section 4.2.

6. AN EXAMPLE NUMERICAL SCHEME

Although the procedure detailed previously provides methodological steps to tackle OCP through successive
linearizations, numerically solving LCPs that depend on stochastic coefficients still remains a challenge. In this
last section, under appropriate assumptions we propose an approximate, though very practical, numerical scheme
to effectively solve each subproblem LOCPkA. We stress the fact that our main goal is not the development
of an ultimate algorithm, but rather consists of demonstrating how one may leverage the theoretical insights
provided by Theorem 3.6 to design efficient strategies to practically solve OCP.

6.1. A Simplified Context

The proposed approach relies on a specific shape of the cost and the dynamics of OCP. Specifically, we
consider OCPs with deterministic admissible controls u € U = L*([0,T];U) (over a fixed time horizon [0,T)
only and whose cost functions f° are such that H = 0. Moreover, we assume the state variable is given by two
components (z,z) € R"*"= for n,, n, € N, satisfying the following system of forward stochastic differential
equations (b* and b* are accordingly defined as in (1))

z(t) = b*(t,u(t), z(t), 2 o(t,z ., x(0) =2
{d (t) = b (t, u(t), x(t), 2(t)) dt + o (t, 2(t)) B, z(0) 20)

dz(t) = b*(t,u(t), 2(t)) dt, 2(0) = 2° € R"=,
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In particular, any F-adapted process (z,z) solution to (20) with continuous sample paths for a given control
u € U is such that z is deterministic. For the sake of clarity and to avoid cumbersome notation, from now on
we assume g = 0 and that b® does not explicitly depend on z. This is clearly done without loss of generality.

6.2. The Proposed Approach

With the assumptions adopted previously, we see that the diffusion in the dynamics of OCP is now forced
to be deterministic. This fact is at the root of our method, which mimics the procedure proposed in [9].
Specifically, we transcribe every stochastic subproblem LOCP% into a deterministic and convex optimal control
problem, whereby the variables are the mean and the covariance of the solution xj to LOCPkA. The main
advantage in doing so is that deterministic reformulations of the subproblems LOCPkA can be efficiently solved
via off-the-shelf convex solvers. Unlike [9], here we rely on some upstream information for the design of this
numerical scheme which is entailed by Theorem 3.6 as follows.

By recalling the notation introduced in the previous sections, we denote u(t) 2 E[z(t)], X(t) £ E[(z(t) —
() (@) —p(£) ], and for k € N, py(t) 2 Efug (£)] and Si(t) 2 El(we(t)— o () (w(8) — i (£)) T]. Heuristically,
assuming that solutions to LOCPkA have small variance, i.e., ||tr i||L2 < 1, one can compute the linearization
of b*, b*, o, and L at uj rather than at zp. In doing so, for the cost of LOCP,CA;r1 we obtain the following
approximation (the notation goes accordingly as in (3))

E

T T
/ £ (5, u(s), 2(s), =(s)) ds] ~ / 10 (s us), u(s), 2(s)) ds, (21)
0 0

whereas for the dynamics of LOCP4,; (the notation goes accordingly as in (2))

da(t) ~ b, (tu(t), z(t) dt + os, (t, 2(t)) dB;

Uk Mk

= (Ars1(O2(0) + Bera (b u(t)) ) dt + Cura (1, 2(8)) dBy (22)
dz(t) ~ b, (,u(t), 2(t)) dt = (Dk+1(t)z(t) n 5k+1(t,u(t))) dt

where Agy1(t) € R™ " Briq1(t,u) € R, Cryi1(t,2) € R™, Dyyq(t) € R™*"= and Epyq1(t,u) € R™= are
deterministic and with Cj41(t, z) affine in z. Accordingly, by introducing u® (t) £ u(t) — uy(t) and X (t) £
E[(z(t) — zx(t) — u(t) + pe(t))(2(t) — 2x(t) — pu(t) + ur(t)) 7], slightly tighter trust-region constraints are

T T
| ane [0l a < A 167 1< . (23)

At this point, as all coefficients are deterministic, solutions to (22) are Gaussian processes whose dynamics take
the form (see, e.g., [54])

{ﬂ(t) = Ap 1 (p(t) + Brga (8 u(t),  2() = Drya (8)2() + Epya (t, u(t)) (24)

S(t) = Aer1 (D) + () A1 (8) T + Cora (8 2(6)Crra (8 2(1) T
The system above is not linear because of Cpi1(t,2(t))Cry1(t,2(t))". Nevertheless, we may call upon the

convergences of Theorem 3.6 , and in particular the convergence of the sequence (zj)ren to some deterministic
curve z, to replace (24) with

{ﬂ(t) = Ap 1 (Op(t) + B (8 u(t),  2(t) = Diga (8)2(t) + Epya (¢, u(t)) (25)

B(t) = Aepr () S(t) + () Apgr (8) T + Cropr (£, 2 (1) Cropa (t, 2(2)) T
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In conclusion, we may heuristically replace every LOCPkA+1 with the deterministic convex optimal control
problem whose dynamics are (25), whose trust-region constraints are (23), whose variables are y and ¥ (and
additionally u® and X, ), and whose cost consists of replacing (21) with

/OT ( 3k,uk (s,u(s), pu(s), z(s)) + tr E(t)) ds

to force solutions to have small variances, which in turn justifies the whole approach.

6.3. Uncertain Car Trajectory Planning Problem

We now provide numerical experiments. We consider the problem of planning the trajectory of a car whose
state and control inputs are & = (rg, 7y, 0,v,w) and u = (ay, a.,) and whose dynamics are

b(t,z,u) = (vcos(0),vsin(0),w, ay, a,), o(t,r) = diag([a*wv, ’wv, B2w, 0,0]),

where a? = 0.1 and 8? = 0.01 quantify the effect of slip. The evolution of (v,w) is deterministic: given actuator
commands, the change in velocity is known exactly, but uncertainty in positional variables persists. This model
is motivated by driving applications where the vehicle may drift during tight turns and suffer from important
positional uncertainty, but limits its acceleration to avoid wheel slip. By defining z = (v,w), this problem setting
matches the one presented in the previous section. We consider minimizing control effort G(u(s)) = [Ju(s)]3.
The initial state 2 is fixed, and the final state constraint consists of reaching the goal 7 in expectation such
that g(z(ty)) = z(ty) — /. Further, we consider cylindrical obstacles of radius &, > 0 centered at r, € R? for
which we define the potential function c, : R® — R as c,(x) = ||r — 7o|> — (0o + €)? if ||r — 1,]| < (6o + €)
and 0 otherwise, where r = [ry,ry] C x and ¢ = 0.1 is an additional clearance. We penalize obstacle avoidance
constraint violation directly within the cost, defining L(s,z(s),u(s)) = Lo(s,z(s)) = Aco(z(s)), with A = 500
(note that H = 0 in this setting, following Section 6.1).

6.4. Results

We set 2(0) = [0,...,0], 2/ =[2.2,3,0,0,0], and ¢t; = 5 s, and we set up four obstacles. We discretize (25)
using a forward Euler scheme with N = 41 discretization nodes, set Ay = 100, set Agy1 = 0.99A at each SCP
iteration, and use IPOPT to solve each convexified problem. We check convergence of SCP by verifying that
fotf llugs1 —url|?(s)+||ur —ur—_1]]*(s) ds < 1073, Although our method is initialized with an unfeasible straight-
line initial trajectory, SCP converges in 10 iterations, with a trajectory avoiding the obstacles in expectation.
Indeed, after evaluating 10* sample paths of the system, only 6.14% of the trajectories intersect with obstacles.
We also verify that p) # 0 at every SCP iteration, and at convergence, so that (p,p®) # 0. Thus, Theorems 3.6
and 3.9 apply and the solution generated by SCP is an extremal for OCP. We visualize our results in Figure 1
and release our implementation at https://github.com/StanfordASL/stochasticSCP.

7. CONCLUSION AND PERSPECTIVES

In this paper we introduced and analyzed convergence properties for sequential convex programming for non-
linear stochastic optimal control, from which we derived a practical numerical framework to solve non-linear
stochastic optimal control problems.

Future work may consider extending this analysis to tackle more general problem formulations, e.g., risk
measures as costs and state (chance) constraints. In this context, some preliminary results using SCP only exist
for discrete time problem formulations [32]. However, tackling continuous time formulations will require more
sophisticated necessary conditions for optimality. In addition, we plan to better investigate the setting of free
final time and stochastic admissible controls, thus devising sharper assumptions and improving the convergence
result. Finally, we plan to further leverage our theoretical insights to design new and more efficient numerical
schemes for non-linear stochastic optimal control.
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FIGURE 1. Left: solution of each SCP iteration and 100 sample paths of the resulting final trajectory.
Right: velocities and control inputs at each SCP iteration.
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APPENDIX

7.1. Proof of Lemma 2.1

Proof of Lemma 2.1. For the sake of clarity in the notation, we only consider the case for which d = 1, the case

with multivariate Brownian motion being similar.
Let us start with the first inequality. For this, by denoting « = x,, v 4, for every ¢ € [0, T] we compute (below,
C > 0 is an appropriate constant)

r e
E | su 2(s)[* CE |||z°|® CE | su o(s,y(s)) dBs
sup (=@ | < CE [la”]] + CE | sup, ] / (5,9(s))
+ CE rzl[lopt] /OT (bo(s,y(s))+Zui(8)bi(s,y(8))> ds ]
[ " ( 9, Lo, ‘
+CE | sup, / <m<s7y<s>>+;v(s)(%(s,y(s») (a(s) — y(s)) ds ]
+ 08 [ s | [ s a(s) = ) a5

For the last term, by denoting S, , = {(s,w) €0, T] xQ: (s,y(s,w)) € supp a}, Burkholder—Davis—Gundy,

Holder, and Young inequalities give

" do p
- el ‘/0 5, (5:9(s)(x(s) —y(s)) dBs
t p Oo p )
gc(/o E siﬁfﬂ fl(r)|| ds+/sw 5 (50| ()] d(sxP))

t
<C (1 —|—/ E l sup ||x(7‘)p] ds) .
0 s€[0,r]

Similar computations apply to the other terms and when considering solutions to (1). Therefore, we conclude
from a routine Gronwall inequality argument.
Let us prove the second inequality of the lemma. For ¢ € [0,7T], we compute
p]

E[ sup [[un (5) %(s)np} < CE
s€0,t]

/0 " (bo(5, 2y ()) — bols, 2y (5))) ds

sup ‘
s€0,t]

TORE L [ 6 e (6D ~ i (o)) s ]
+CE 821[101;] ‘/0 (0(8, 704, (8)) — 0(8, 7w, (s))) dBs]| | .
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For the second term on the right-hand side, for i = 1,..., m Holder inequality gives
T ) ) p
E | sup ‘ / (wi(8)bi(s, 2wy (5)) — ub(s)bi(s, Ty (s))) ds <
s€[0,t] 0

II”| ds+E

sup ||, (1) — @u, (r)
rel0,s]

sc(/OtE (/OTu1<s>u2<s>|| d)D

and similar computations hold for the remaining terms and when considering solutions to (1). Again, we
conclude by a Gronwall inequality argument. O

7.2. Proof of Lemma 4.2 and of Lemma 5.4
The proof of Lemma 4.2 immediately follows from the following preliminary result.

Lemma 7.1 (Stochastic needle-like variation formula - no free final time). Let (11,...,n;) € Pr]Rj+ €’y (in

particular, no (A%) or any assumption on t > t; are required). For e € [0,t —t;), uniformly for § € [—e,T —t],
2 J J

271 J
:| =0 ni | -
=1

Proof. We only consider the case j = 1, being the most general case j > 1 done by adopting a classical induction
argument (see, e.g., [40]). We only need to prove that

B e (04 60) = @t ) = 3o S a4 8t

B[, (¢ +6) = Fult +8) = 20,y (¢ + 6)|*] = on?) (26)

uniformly for every 6 € [—¢,T —t|. For this, first we remark that Z,,, (t) = Z,(t) for t € [0,t1]. Since t € (t;,t¢]
and € > 0 are fixed and we take the limit n; — 0, we may assume that 1, +¢; < t —e. Therefore, without loss of
generality, we replace ¢ + § with ¢, assuming ¢ > ¢; 4+ 7; uniformly. We have (below, C' > 0 denotes a constant)

| ]
o | /tt (55, (5). 2, () — B(s.(5). 20 (5)) — mAS) 20, () ds 2]

1+m
B 2

+CE Lty 1(8) (0(8, Tu (8)) = (5, 2u(5)) = mD(8) 21, 4 (5)) dBs
0

ti+m
B [0, (8) = 2(t) ~ me O] < CE || [ mAG)21, 0 (5)ds

t1

+CE - /tﬁ?71 (B(S,Uﬂ(s),xuﬁ(s)) - B(S,u(s),xu(s))) ds — 1121, ., (t1) 2] ,

t1

Let us analyze those integrals separately. Starting with the last one, we have

E ’ /jﬁm (B(S,UW(S),xuﬂ(s)) - B(S,U(S),$u(8))) ds — 1121, ., (t1) 2] <
<CE ‘ /tt1+m (5(8,“1,$uw(8)) - B(S,ul,xu(s))) ds 2]
+CE ‘ /:W (E(S,ul,xu(s)) - l;(s,u(s)wu(s))) 45—yt () 21 |
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Lemma 2.1 immediately gives that the first term on the right-hand side is o(n?). In addition, from Hélder
inequality, it follows that

%E ’ /tt1+771 (5(s,ul,xu(s)) - l;(s,u(s),xu(s))) ds — m1 2ty (t1) 2] <
< 77% e E [Hi)(&ul,xu(s)) — B(tl,ul,xu(tl))Hz} ds
+ % :W E wé(s,u(s),xu(s)) - E(tl,u(tl),xu(tl))Hz} ds

Since t; is a Lebesgue point for u, the two terms above go to zero as 77 — 0. Next, by the Burkholder-Davis—Gundy
inequality and a Taylor development, we have

H/‘ 0 11(8) (65, 2 (8)) — (5, 2u(5)) — 11 D(8) 7101 (5)) By
SCE[tIX@<@M@>—fuw>—nwhmx@n2d{
2~ 2
+CE /t 92 7 (5,07u(5) + (1= 0)(Fu, — 7)(5)) (B, — )” (5) A0 ds]

t

= C [ B |[70,(5) = #u(s) = mzts . ()| ds +o(rd),

t1

from Lemma 2.1. Similar estimates hold for the remaining terms in the first inequality of the proof. Summa-
rizing, there exists a constant C' > 0 such that

t

E |70, (1) = #(t) = m2ts 0, O] < 00) +C | E [z, (5) = #u(s) = 20, (5)]

ty

and the conclusion follows from a routine Gronwall inequality argument. O

Proof of Lemma 5.4. We may assume § # 0 and (A}). Hence, g is an affine function, and in the rest of this
proof we denote §(#) = MZ + d, where M € RetD*(+1) and ¢ € R,
Developing, we have

HE{@(&:%(H&) — G(&(t)) — SMDb(t, u(t ZmAzt s ( }H <
<||E[atEu(t +0) - 3@ @D—éMMtMﬂwawﬂH

+HE{9( L(t+0)) = §(@u(t + 0)) —ZJ:mMzt“ui(t+5)}H+§;m||M|HE{zthui(t—i—é)—zti,u,i(t)”‘.

=1
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From Lemma 7.1, the second term on the right-hand side is o (Zgzl m). For the last summand, from the

/ A($)21, (s )d]

t+48
[ 1nD6)z () d. sup o (9] ] 5
0 s€[0,T]

where the last term is o ((5 + Zgzl m). It is worth pointing out the importance for g being affine to provide the

property of the stochastic integral, we have

HE[Zti;ui (t + 5) - Ztuuz H <

E

+ < CE

last claim. Finally, for the remaining term, we apply It6 formula to each coordinate h = 1,...,¢+ 1, obtaining
n+1 +5
[ (t 4 ) = (@ () =0Mb(t, u(t), 2 (®)] Z th/ Lo 1(5)5%(5, 7 (5)) dBs

n+1

t+5 -
+ > My (/t br(s,u(s), 2u(s)) ds — 8by (£, u(t), mu(t))) ,

and therefore

mHE{ u(t+0)) — G(Zu(t)) _5M5(tau(t)7$u(t))]H <

< % /tt+6E [Hgk(&U(S)afu(S)) - Bk(t’“(t)’x“(t))m ds

As t is Lebesgue for u, this last quantity goes to zero for § — 0, and we conclude. O
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