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Abstract

Preventing bone stress injuries (BSI) requires a deep understanding of the condition’s underlying
causes and risk factors. Subject-specific computer modeling studies of gait mechanics, including the
effect of changes in running speed, stride length, and landing patterns on tibial stress injury formation
can provide essential insights into BSI prevention. This study aimed to computationally examine the
effect of different exercise protocols on tibial fatigue life in male and female runners during prolonged

walking and running at three different speeds. To achieve these aims, we combined subject-specific
magnetic resonance imaging (MRI), gait data, finite element analysis, and a fatigue life prediction
algorithm, including repair and adaptation’s influence. The algorithm predicted a steep increase in the
likelihood of developing a BSI within the first 40 days of activity. In five of the six subjects simulated,
faster running speeds corresponded with higher tibial strains and higher probability of failure. Our
simulations also showed that female subjects had a higher mean peak probability of failure in all four
gait conditions than the male subjects studied. The approach used in this study could lay the
groundwork for studies in larger populations and patient-specific clinical tools and decision support
systems to reduce BSIs in athletes, military personnel, and other active individuals.

1. Introduction

Bone stress injuries (BSI) have a high incidence rate, are
difficult to prevent, and are highly disruptive to daily
activities. The prevailing understanding of BSI etiology
points to multi-factorial injury mechanisms, in part
due to repetitive, cyclical loading that overwhelms and
interferes with the natural bone remodeling and repair
processes [1-4]. Once a BSI has developed, it can
progress to a stress fracture, disrupt regular physical
activity, and require significant rest time for recovery,
often for 2—12 weeks [1]. BSIs are very common in
athletes and military personnel because of their intense
training regimens. In both groups, the tibia is one of the
most common sites of BSI[2, 5-9].

Preventing BSI requires a deep understanding of
the underlying causes and risk factors for the condition.
This is a challenge because many factors have been cor-
related with BSI, including age [2, 10], race [10-12],
anatomy [13-18], and other health or habitual factors
[2]. Additionally, research on military personnel and

athletes suggest that women are more prone to BSIs
than men; reports show that women have a 2-10 times
higher incidence rate of stress fracture—a severe injury
as a result of undiagnosed BSI—compared to men
[2, 10, 14, 19-24]. In one study, Sherk et al [25] reported
sex-related differences in tibia characteristics to be
more significant than age-related effects in contributing
to BSL. They hypothesized that several factors might
contribute to the sex-based differences in tibial stress
injury incidence, including differences in muscle mass,
bone size, and bone density [25]. Others have argued
that specific menstrual patterns [26], decreases in estro-
gen due to menopause [27], and differences in body fat
percentage [28] contribute to the differences in male
and female stress injury incidence. Systematic reviews
of the literature [2, 29, 30] highlight the numerous other
factors that need to be considered when screening for
tibial BSI risk or treating individuals with tibial BSI.
Investigations relevant to modifiable factors such as
training habits that offer advice for health care profes-
sionals to prevent or treat tibial BSIs seem particularly
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necessary. Despite the abundance of research related to
tibial BSI, very few provide measures clinicians can take
to prevent or treat tibial BSIs.

Subject-specific computer modeling studies of
training habits, including the effect of changes in stride
length, running speed, landing patterns, and other fac-
tors on tibial stress injury formation, can provide
important insights into BSI prevention [31-37]. In
silico models may be used to simulate how the bone
will respond under physiological and non-physiologi-
cal loading conditions by adapting its structure and
repairing damage over time. To account for the prob-
abilistic nature of BSI, several modeling studies have
utilized finite element modeling to predict stress or
strain in the tibia during routine activities in combina-
tion with a Weibull distribution of failure probability
[31-34, 38]. In silico models of bone remodeling repair
and adaptation have been developed and improved for
over two decades and are routinely validated against
experimental bone fracture data [34, 39—46]. While
adaptive bone responses and failure probability across
awide range of running speeds have been examined by
Edwards et al [47], effects of walking and smaller
increments of speed changes have not been examined
before. Additionally, some previous studies have been
limited to either male or female participants [48-50],
and others were developed using scaled generic bone
geometric models, thus lacking truly patient-specific
bone geometry segmented directly from clinical ima-
ges[48,51].

This preliminary study aimed to computationally
examine and collect data on the effect of different
exercise protocols on tibial fatigue life in male and
female runners associated with prolonged participa-
tion in walking or running at three different speeds
(including each subject’s preferred running speed)
using subject-specific MRI-based finite element mod-
els. The hypotheses were that (1) higher running
speeds would correlate with higher probability of fail-
ure and (2) females would experience a higher prob-
ability of failure compared to males.

2. Methods

2.1. Subjects

This study was conducted with approval from the
Institutional Review Board and with the participants’
informed written consent. Participants were healthy
adults who regularly ran more than 16 km week .
Three male and three female participants, extracted
from an existing data set [52], were analyzed for this
study. All subjects were between 19-24 years old, with
an average age of 21.7 years (SD 2.1) for males and 23.3
years (SD 0.9) for females. The average height was
186.2 cm (SD 6.7) for males and 167.8 cm (SD 6.1) for
females, and the average mass was 77.4 kg (SD 5.0) for
males and 65.7 kg (SD 16.1) for females.
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2.2. Experimental data collection
Prior to collecting gait data, all participants were
provided standardized running shoes (Saucony Pro-
grid Ride, Lexington, MA). All participants performed
an 8-minute walk-to-run treadmill warm-up, and
their preferred running speed was recorded. Four gait
conditions were tested and analyzed in this study:
walking (1.3 m s~ '), preferred running, slow running
(defined as 90% of the participant’s preferred running
speed), and fast running (defined as 110% of preferred
running speed). The mean running speeds for these
gait conditions in m/s are 2.29 + 0.16 for females and
2.73 £ 0.05 for males in the slow run, 2.54 + 0.18 for
females and 3.03 £ 0.06 for males in the preferred
run, and 2.79 4 0.20 for females and 3.34 &£ 0.06 for
males in the fast run condition respectively. Subjects
were initially allowed to run at their preferred running
speed, similar to the study of Edwards et al [53], to
minimize alterations to their natural gait mechanics.
Gait speed conditions were conducted in random
order, and the subjects were given 2 min to adjust to
each gait speed condition before data was collected.
Each test was recorded using a 10-camera motion cap-
ture system (200 Hz, Qualysis Corporation, Gothen-
burg, Sweden). Each participant’s forces and gait
condition were collected using an instrumented force
treadmill (1000 Hz, Bertec, Columbus, Ohio, USA).
Next, all participants underwent magnetic reso-
nance imaging (MRI) of their right tibia with a 1.5-T
scanner (Philips Achieva, Best, NLD). Vitamin E cap-
sules were used as skin markers for the motion capture
data and MRI data to be aligned on the same coordi-
nate system used for gait analysis. Axial scans were
conducted with T1-weighted turbo spin-echo (TSE
factor 3—4, 7 mm thick/2 mm gap, 220 FOV, 1 nex, TR
400-600 ms, TE 12 ms). Coronal and sagittal scans
were conducted with T1-weighted turbo spin-echo
(TSE factor 3—4, 4 mm thick/1 mm gap, 480 FOV, 1
nex, TR 400-600 ms, TE 15 ms).

2.3. Data processing and musculoskeletal modeling

The trajectory of markers and ground reaction forces
were filtered using a fourth-order zero-lag low-pass
Butterworth filter with a 15 Hz cutoff frequency.
Lower extremity joint reaction forces and moments
were based on rigid body modeling, estimated body
segment parameters [54], and Newton-Euler inverse
dynamics. A previously established musculoskeletal
model was used to estimate muscle forces across the
stance phase [54]. This model considered trial-specific
joint angles, force-velocity, length-tension, and force-
extension relationships to estimate muscle force for 44
muscle segments across 101 points of stance. Axial,
anteroposterior, and mediolateral tibial forces were
calculated by vector summation of the ankle joint
reaction force, which was translated to the point 15%
from the distal end (the reason for this is explained in
the next subsection), and the previously calculated
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muscle forces (medial gastrocnemius, lateral gastro-
cnemius, soleus, tibialis posterior, flexor digitorum
longus, flexor hallucis longus, tibialis anterior, pero-
neus brevis, peroneus longus, peroneus tertius, exten-
sor digitorum longus and extensor hallucis longus).
The role of the fibula in mitigating internal tibia forces
was considered by reducing the forces acting within
the tibia to 90% of the original ankle joint contact
forces calculated in musculoskeletal modeling
[33,34,55].

2.4. Finite element modeling

The finite element mesh was prepared using the
Mimics Innovation Suite'™ (Materialise NV, Bel-
gium). First, the tibia samples were segmented in
Mimics Research 23.0™ semi-manually. All segmen-
tations were conducted by the same researcher. The
tibia’s top 15% and bottom 15% were excluded from
the analysis because these regions are primarily
trabecular bone and were not clearly visible in the MR
images. Only cortical bone was included in the analysis
because the 1.5-T MRI resolution was too low to
identify and segment trabecular bone accurately.
Meshing was conducted in 3-Matic 15.0"™ using
linear tetrahedral elements with a target edge length of
0.90 mm. Mesh sensitivity analysis was conducted,
and finite element analysis results were found to
converge at this target edge length. The average
number of elements per tibia sample was 127,601 (SD
19,184).

Finite element analysis was conducted in FEBio
[56] through an automated MATLAB (MathWorks
Inc., MA) script, which used functions from the GIB-
BON package [57]. The samples were fixed at the
proximal end of the tibial shaft, and loads were applied
at the distal end of the shaft. The loads represented the
maximum resultant force on the tibia during the
stance phase. The cortical tibia was considered as an
isotropic elastic material with an elastic modulus of
17.19 GPa and a Poisson’s ratio of 0.3 [34]. The
volume and maximum absolute value of the principal
strains of elements in the tibia were calculated and
used as the input for the fatigue life prediction algo-
rithm [31, 33].

2.5. Fatigue life analysis

The volume and strain of each element exported from
finite element models were used as the input to a
probabilistic mathematical model to predict tibial
fatigue implemented in MATLAB (MathWorks Inc.,
MA) [31, 33]. The approach adopted in this study is
based on the previous work in [31, 34] and accounts
for bone adaptation and repair to predict the prob-
ability of bone failure over a timespan based on strain
magnitude and number of loading cycles. Mathema-
tical details of the probabilistic failure model are
thoroughly covered by Taylor et al [32], and Taylor
and Kuiper [31]. In brief, the number of cycles to
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failure, Ny, was calculated based on equation (1), from
[34], and derived from [58]:

Np = 2.94Ag, " x 107° (1)

where €, is the equivalent strain value accounting for
bone adaptation and the experimentally-derived con-
stant # = 6.6 is based on the work of Carter and Caler
[59]. The equivalent strain value was calculated using
the value of maximum absolute principal strain in
each element.

It was assumed that new bone would form on the
periosteal surface of the tibia as a result of bone
mechano-adaptation. Bone adaptation was calculated
by measuring an inner and outer area of the cortical
region of the tibial shaft, mathematically determining
an equivalent inner and outer diameter, and assuming
a deposition of 4 microns on each periosteal surface
per day over the initial bone cross-section. As
explained and reported in a previous study, account-
ing for adaptation has an important effect on the pre-
dicted probability of failure [32]. The number of cycles
ofloading per day, Ny,, was divided by the subject-spe-
cific loading frequency to calculate ¢ a reference time
until failure. Reference time to failure was used in the
following Weibull equation to predict the probability
of failure accounting for adaptation:

Pp=1—exp l—(%)(é) ] )

where Py, is the cumulative probability of failure
accounting for adaptation, V; is the volume of bone
being studied, V;, is the reference volume (96 mm? for
young bone samples [60]), ¢ is the time duration of the
simulations in days, and w is the Weibull modulus
representing the degree of scattering in the data and set
to 1.2 [53]. A volume-based approach has been used
previously and has been shown to closely align with
BSI data [31]. The probability of repair was calculated
separately with a second Weibull equation:

P=1- exp[—(ti) ] (3

where P, is the probability of repair, ¢, is the reference
time for repair set to 26 days, v is the Weibull modulus
constant set to 2 [32], and ¢ is the time of the study in
days. Calculating the probability of failure accounting
for both repair and adaptation requires taking a
derivative of Py, with respect to time to find Qg, the
probability density function. The probability of failure
accounting for repair and adaptation, Pf,, was calcu-
lated as

P = [ Qfmdt:j:(l —B) x Qudt (&)

Subject-specific loading frequency was normalized
by assuming the same running/walking distance of 4.8
km day ' for all subjects and dividing that distance by
subject-specific stride lengths for each gait condition.

The algorithm for generating subject-specific
models of the tibia, applying subject-specific forces

3



10P Publishing

Biomed. Phys. Eng. Express 8 (2022) 035019

E Paul etal

Meshing

l Mimics l
1 Segmentation ‘ MATLAB
Musculoskeletal
Modeling
3-Matic

Gait &

Motion Data

l

FEBio l

Subject-Specific
Forces

Material
Properties

Finite Element
Modeling

l

Output Strain
and Volume per
Element

Training

Regimen

N\

Fatigue Life
Algorithm

MATLAB

Probability of

Stress Injury

Figure 1. The workflow for generating the subject-specific in silico tibia models and fatigue life prediction. Starting with MR images,
the images are segmented, meshed and converted to FE models. Subject-specific gait data is used to determine the joint forces to apply
to the FE model. Strain distribution in tibia and the volume of each finite element are exported from the FE simulation and fed into the
fatigue algorithm implemented in MATLAB to calculate the probability of stress injury.

from gait data, and estimating the probability of BSI is
summarized by figure 1.

2.6. Statistical analysis

We compared the mean values between the male and
females groups’ outputs using one-way analysis of
variance (ANOVA) in MATLAB (MathWorks Inc.),
with p value smaller than 0.05 indicating statistically
significant difference among means.

3. Results

While the mean walk speed for all male and female
subjects was the same, ANOVA test showed the mean
‘slow run’, ‘preferred run’ and ‘fast run’ speeds were

different between male and female subjects (p = 0.01
for all three cases). Table 1 shows the applied contact
forces in each gait condition translated to 15% from
the distal end of the tibia (where the loads were
applied) as measured by gait data and musculoskeletal
modeling. The most substantial component of the
contact force is the axial one in all cases. On average, a
10% increase in running speed (from preferred run to
fast run) produced a 4% and 9% increase in axial load
in female and male subjects respectively, while a 10%
decrease in running speed (from preferred run to slow
run) produced an 8% and a 12% decrease in axial load
in female and male subjects respectively. Anterior-
posterior force and medial-lateral force made smaller
contributions to the overall contact force, but were
consistently higher in female subjects compared to

4



Table 1. Tibia forces at the centroid corresponding to the distal 15% of the tibia and mean absolute peak principal strains. Positive forces are anterior to posterior, axial compression, and medial to lateral. * Indicates statistically significant
difference in mean values (p < 0.05) between the male (M) and female (F) subjects.

Mean absolute peak principal strain (y€)

Mean contact force (N) (mean+SD) (mean+SD)
Anterior-posterior Axial Medial-lateral
Gait condition M F M F M F M F
Walk 71 + 46 91 + 13 4380 + 483 3903 + 1057 —22+21 —45 + 41 546 + 290 745 + 481
Slow Run 340 £ 58 390 £ 157 7906 + 819* 5191 + 947 —10 £ 74 187 + 79 1111 £ 731 1337 £ 911
Preferred Run 306 + 59 401 + 124 9000 + 623 ™ 5663 + 1092 * —28 £ 60" 166 + 59 1232 £ 795 1413 £ 986
Fast Run 299 £ 109 427 £+ 126 9790 + 491°* 5873 4 1032* —68 + 111 209 + 81 1406 + 904 1562 + 1062

sulysiiand dol

6105€0 (7207) 8 ssa4dxq “Sug “shy ‘pawiorg

[piamed
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Figure 2. Posterior view of maximum principal strain distribution in subject F1 for the four different gait conditions.

males. Mean axial force showed a statistically signifi-
cant difference between the male and female groups in
all three running speeds.

Quualitative differences were observed in spatial
distribution and magnitudes of strains predicted in the
tibia by finite element analysis under the gait condi-
tions examined. Anterior and posterior views of the
maximum principal strain for one of the female sub-
jects under all four gait conditions are displayed in
figure 2. In general, the highest absolute value of prin-
cipal strains was observed on the posterior surface of
the tibia. Strain distribution throughout the tibia var-
ied by gait condition. Table 1 also displays the mean
absolute peak principal strains for each gait condition.
In all gait conditions, female tibias experienced a
higher mean absolute peak principal strain compared
to males. To obtain a clearer picture of strain distribu-
tion within each tibia, the percentage of the volume of
bone in each FE model for six different strain ranges
are shown in figure 3 for male and female subjects
separately. On average, 71% and 93% of total bone
volume in the simulated tibias experienced less than
1000 pie in the walking condition for male and female
subjects, respectively. Furthermore, a smaller volume
of bone experienced less than 1000 e in all three run-
ning conditions than walking. Figure 3 shows faster
running conditions resulted in larger volumes of bone
experiencing strains higher than 1000 pe. For exam-
ple, in female subjects, slow, preferred and fast run-
ning resulted in 43%, 41%, and 36% of bone total
volume to experience strains of less than 1000 ue,
while in male subjects, slow, preferred and fast run-
ning resulted in 48%, 43% and 39% of bone total
volume to experience the same low strains of less than

1000 pe. This shows a slightly higher volume of bone
in male subjects was exposed to the lowest strain range
of 0-1000 e versus female subjects. The difference
between male and female subjects was more pro-
nounced at higher strain ranges. For example, for the
strain range of 3000-4000 i, in female subjects, slow,
preferred and fast running resulted in 6%, 7%, and 8%
of bone total volume to experience that strain range on
average, while in male subjects, slow, preferred and
fast running resulted in 0.4%, 2% and 5% of bone total
volume to experience the same strain range on average
(figure 3). We found statistically significant differences
between male and female subjects in volume of bone
experiencing 3000-4000 pe in ‘slow run’ and ‘pre-
ferred run’ case (figure 3).

Figure 4 shows a representative time history plot of
BSI probability during a 100 days activity period for all
four gait conditions for a female subject. The algo-
rithm predicts a steep increase in the likelihood of
developing a BSI within the first 40 days of activity.
After the first 40 days, the probability of failure levels
off. The peak probability of failure per subject and on
average are depicted in table 2 and figure 5. Overall,
the peak probability of failure was generally much
lower in the walking condition compared to all three
running conditions. In five of the six subjects simu-
lated, faster running speeds were associated with
higher probability of failure. For subject F2, the pre-
ferred running condition generated a smaller BSI
probability than both slow and fast running gait con-
ditions. Female subjects also displayed a higher mean
peak probability of failure (the probability of failure on
day 100) in all 4 gait conditions than the male subjects
studied. The results for the ‘slow run’ case showed a

6
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Figure 3. Distribution of maximum absolute principal strain by percentage of total bone volume experiencing each strain range
between 0 to 5000 pe in the FE model for all four gait conditions. The results are plotted for male and female subjects separately. p
value of smaller than 0.05 is shown by the symbol and indicates statistically significant difference in mean values for the male and
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statistically significant difference in means between
the male and female subjects (table 2).

4. Discussion and conclusion

Computational modeling and simulation provide a
valuable tool to study strain distribution and damage
formation in human bones non-invasively. In this
study, we sought to computationally examine tibial
fatigue life in physically active males and females over

100 days in walking or running at three different
speeds using subject-specific loading and MRI-based
bone geometry. To our knowledge, this is the first
patient specific in silico study of male versus female
tibial fatigue life that records walking and small
increments between running speed.

As expected, we observed that the probability of
BSI formation was generally lower for slower gait con-
ditions (figure 5). However, moderately faster running
conditions were accompanied with longer stride
lengths for five of the six participants in this study.
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Figure 4. Probability of failure for one subject (F1) with four gait conditions assuming a distance 4.8 km day .

Table 2. Peak probability of failure (%) for each subject and gait
condition assuming 4.8 km day ' for 100 days. The data in this table
corresponds with the date plotted in figure 5. The table is added to
make numerical comparison of failure probabilities easier for the
reader and also to show the average values for each condition. p
value of smaller than 0.05 indicates statistically significant difference
in mean values for the male and female subjects based on ANOVA.
Only the results for the ‘slow run’ case showed a statistically
significant difference in means between the male and female
subjects.

Conditions

Subjects Walk Slow run Preferred run Fastrun
F1 0.13 1.91 3.22 5.48
F2 0.01 4.80 3.98 8.57
F3 0.07 4.44 11.8 20.36
Mean 0.07 3.72 6.33 11.47
M1 0.00 1.02 1.73 2.18
M2 0.00 0.49 0.90 3.15
M3 0.00 0.08 0.15 0.70
Mean 0.00 0.53 0.93 2.01
p value 0.19 0.03 0.12 0.11

Edwards et al [33, 53] studied the effects of running
speed and stride length and found that reductions in
running speed and stride length were associated with
lower risk of stress fractures. Our results corroborate
both studies because higher probability of failure in
our simulations was accompanied by moderately fas-
ter running speeds, which were in turn accompanied
with longer stride lengths. Our results also extend
those reported by Edwards et al by including female
subjects and by including walking, neither of which
have been evaluated previously with these research
methods. We expect that reductions in running speed
and stride length were causes for the lower probability
of stress fracture during slow running than preferred
or fast running. It is interesting to note that subject F2,
which had a slightly higher peak probability of failure

during slow running (4.80%) than preferred running
(3.98%) compared to preferred running, exhibited a
longer stride length during slow running (1.92 meters)
than during preferred running (1.87 meters). These
results illustrate the need for personalized interven-
tions when treating and preventing BSI.

For all gait conditions, the mean peak probability
of failure for female subjects was markedly higher than
for male subjects in our study, although the difference
was statistically significant in the slow run scenario.
These results align with BSI reports, which con-
sistently show that women tend to have a higher BSI
incidence rate than men [2, 29]. Based on our in silico
results, we posit that differences in tibial shape and gait
mechanics may be the important factors that caused
the predicted higher incidence of BSI in females than
males. The female subjects in our study had notably
more slender tibias compared to the male subjects,
which is consistent with previous studies [52, 61, 62].
The term ‘slender’ is used here in the context of
mechanics and refers to a structural component whose
length is much larger than its cross-section area. The
average cross-sectional area of the cortical region of
the female’s tibias was 261 mm? (SD 60) and of the
males was 350 mm?* (SD 25) while the average leg
length for female subjects was 89.2 cm (SD 4.8) and for
male subjects, it was 95.6 cm (SD 5.1) clearly showing
female tibias in our study were more slender than male
tibias. Research suggests that people with more slender
bones are at higher risk for stress injuries [15-17], so
we argue that tibial geometry had some effect on the
difference in predicted fatigue life for males and
females. In addition to cross-sectional area, previous
work has demonstrated important overall shape dif-
ferences between male and female tibias [63].

In addition to tibial geometry, it has been reported
that females display gait mechanics that may increase
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their risk of BSI [64] as well as higher tibial stress and
strain per step [52]. The nuances of gait mechanics are
outside the scope of this study, but we suggest that dif-
ferences in male and female gait mechanics can be a
second cause for higher predicted BSI incidence in
females. Interestingly, all three female subjects had a
shorter stride length than all three male subjects in all
gait conditions. For example, in fast running, the
mean stride length for females was 28.8% shorter than
for males while male subjects had a mean leg length of
only 10.5% longer than the mean leg length of the
female subjects. This disproportionate reduction in
step length relative to limb length in females may have
contributed to added load cycles necessary to travel 4.8
km, which puts the female tibias under more overall
cycles of load exposure. For females, the mean number
of load cycles to travel 4.8 km was 3482 (£110) for
walking, 2693 (£163) for slow running, 2571 (£59)
for preferred running, and 2437 (£119) for fast run-
ning. For males, the mean number of load cycles to
travel 4.8 km was 3230 (£82) for walking, 2321 (£31)
for slow running, 2079 (£63) for preferred running,
and 1893 (4:95) for fast running. In a previous compu-
tational study of systematic stride length manipula-
tion, Edwards et al [53] reported that reducing the
stride length by 10% can reduce the risk of BSI by 3 to
6% for a constant distance traveled despite increasing
the number of load cycles. Our results do not necessa-
rily conflict with this; rather, the females in this study
displayed markedly shorter stride lengths with greater
internal strain distribution per stride and a

significantly greater number of load cycles that likely
contributed to higher probabilities of failure. Since
females subjects ran slower and had shorter strides
compared to the male subjects but still showed higher
tibial strains, this further supports the contention that
tibial geometry is a primary determinant of BSI risk,
which consequently highlights the need for subject-
specific image-based FE models to predict tibial fati-
gue life. Muscle strength differences in males and
females may also be another important determining
factor explaining some of our results [52, 65].

The strains calculated from our simulations seem
reasonably close to those reported in previous in vivo
and in silico studies. Multiple in vivo studies report ten-
sile and compressive microstrains on the tibia ranging
from 1100 to 2100 pe during running [66, 67].
Although a portion of bone volumes in our study are
estimated to have peak strains above 2100 pe in all
three running conditions (figure 3), most of the bone
volumes and the average of all tibia’s peak maximum
principal strains (table 1) fall in the range of experi-
mentally measured values for all running conditions.
Previous in silico studies often presented higher strains
than what has been measured in vivo; Edwards et al
[33] reported mean absolute peak principal strains
between 3600 and 4600 pe, Chen et al [34] reported
peak strains as high as 7900 pe. In contrast, Xu et al
[68] reported maximum compressive strains between
860 and 3500 pe for women of various heights. Our
reported strain values appear slightly lower than the
values reported in the above studies. We believe this
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may be in part due to the removal of 15% of the length
of the tibia from the proximal end since the bone was
not clearly visible in the MRI data. This shorter bone
length may have caused an artificial increase in the
rigidity of our model and therefore decreased the pre-
dicted strain values. However, this potential inaccu-
racy was constant across all simulations, so our results
and workflow allow for a thorough qualitative com-
parison of the six subjects, which provides meaningful
insight into BSI risk.

Our in silico results align with what is observed in
reports on BSI incidence in the tibia, namely that
intense training regimens may increase the risk of
developing a BSI, which is consistent with the observa-
tion that tibia BSIs are especially common in athletes
and military personnel. We believe these results indi-
cate that in silico probabilistic models can be a useful
tool for reducing BSI risk in the future. The goal for
clinicians and trainers should be to optimize training
programs so those exercise goals can be met without
putting military personnel and athletes at a high risk
for BSI formation. This is a delicate balance, and it may
be done by including exercises that do not put high
impact on the lower extremities or by having brief per-
iods of rest at strategic time points amidst a training
regimen. These potential protocol changes could be
vetted with a subject-specific, computational method
similar to the one we have presented. We do not claim
that our results are quantitively indicative of exact BSI
risks but that they qualitatively lay the groundwork for
future clinical applications and additional virtual
experiments in larger populations.

One limitation of this study was the relatively small
sample size, which did not allow us to conduct robust
statistical comparisons on male and female tibial fati-
gue life prediction. However, the workflow developed
could be used with additional datasets to allow for
robust statistical analysis. Second, this study did not
control for race, lifestyle factors or physical activity
history. BSIs are a multivariate condition and more
extensive studies will be required to fully understand
the complicated risk factors and best practices for pre-
vention. Third, this study was based on MRI, which
does not provide the same insight about subject-spe-
cific bone mechanical properties as does CT data.
Unlike CT, MRI machines do not expose subjects to
harmful radiation and we believe the workflow in this
study provides useful insight on within-subject differ-
ences in risk of BSI and qualitative comparisons across
groups. MRI is also the current gold standard for diag-
nosing BSI, which may increase the translatability of
this work to the clinic. MRI-based workflows of bone
strain may afford personalized interventions following
injury in the future. That said, subject-specific training
regimens based on this workflow may require CT data
to calculate material properties of a subject’s bone as
the properties change along and within the bone.
Additionally, we assumed that bone remodeling para-
meters are the same in all subjects. To make the
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models fully patient-specific, bone remodeling con-
stants such as daily resorption and formation rates
need to be defined separately for male and female sub-
jects, and ideally for each subject in the study. Closely
related, the exclusion of trabecular bone is another
limitation of the study. Trabecular bone could not be
included due to low-resolution images from a 1.5-T
MRI scanner. However, trabecular bone has much
lower elastic modulus than cortical bone; Velioglu et al
reported trabecular bone moduli in the range of
1487-1741 MPa [69], significantly lower than the
17.19 GPa value used for cortical bone in our study.
However, Tenforde et al classified the tibia as a cor-
tical-rich location in the context of BSI evaluation
[70]. Hence, we maintain that our results add mean-
ingful insights despite the limitation that trabecular
bone is omitted. Finally, improved modeling methods
could increase the accuracy of the strains and fatigue
life predicted. For example, Haider et al [71] suggested
applying more complex boundary conditions, model-
ing all connected muscle forces, and modeling the
fibula with a complex coupling to tibia. Similarly, Xu
et al [68] suggested using more individualized muscu-
loskeletal and finite element models for studying the
response of female tibias to walking loads. Specifically,
they pinned the tibia instead of fixing one end, applied
loads to account for muscle connection sites, and used
complex coupling between the tibia and fibula to
account for the load-bearing properties of the fibula
[68]. Accounting for the anisotropic nature of bone
would be another relevant model improvement. Hoff-
meister et al reported a range of 11.8 GPa—20.9 GPa for
Young’s modulus of human tibia cortical bone with
the bone showing larger stiffness parallel to the long
axis [72]. In the absence of CT data and patient-spe-
cific distribution of Young’s modulus, adding aniso-
tropic Young’s moduli to our model would have to be
based on assumed directions of anisotropy. We plan to
further investigate the effect of including anisotropic
mechanical properties of tibia in our analysis in future
studies. We believe making these improvements to the
finite element model will, in turn, improve the fatigue
life predictions in future studies.

In conclusion, we provide preliminary evidence of
different bone strain distribution during both walking
and running in male and female subjects which has
not been previously reported. We demonstrate that
these methods, despite limitations, simplifications,
and small sample size, are sensitive enough to demon-
strate higher BSI risk in females and higher BSI risk
with increased running speed. In physically active
populations, the predictions of our model support the
notion that prolonged and consistent exposure to
modest increases in running speed are likely causes of
increased BSI risk, although the small population size
means most of the results were not statistically sig-
nificant. Furthermore, our results showed that the lar-
gest increase in peak tibial strain magnitude and
damage occurs when transitioning from a walk to run.
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Our approach could be further improved and used for
a larger, more comprehensive study on bone fatigue
life to identify and evaluate sex-specific factors asso-
ciated with tibial failure in the future. This feasibility
study lays the groundwork for future patient-specific
clinical tools and decision support systems to help
reduce BSIs in athletes, military personnel, and other
active individuals.
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