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Abstract

For practical considerations reinforcement learning has proven to be a difficult task outside of simulation when applied
to a physical experiment. Here we derive an optional approach to model free reinforcement learning, achieved entirely
online, through careful experimental design and algorithmic decision making. We design a reinforcement learning scheme
to implement traditionally episodic algorithms for an unstable 1-dimensional mechanical environment. The training scheme
is completely autonomous, requiring no human to be present throughout the learning process. We show that the pseudo-
episodic technique allows for additional learning updates with off-policy actor-critic and experience replay methods. We
show that including these additional updates between periods of traditional training episodes can improve speed and
consistency of learning. Furthermore, we validate the procedure in experimental hardware. In the physical environment,
several algorithm variants learned rapidly, each surpassing baseline maximum reward. The algorithms in this research are

model free and use only information obtained by an onboard sensor during training.

Keywords Autonomous systems - Experience replay - Model-free - Reinforcement learning - Robot learning

1 Introduction

Reinforcement learning (RL) has gained significant atten-
tion in the field of artificial intelligence over the past
several years. Although reward-based learning algorithms
are not a new concept, recent advancements in hardware and
increased data accessibility have made it possible to achieve
accurate estimation of nonlinear models using large quan-
tities of data [4, 26, 28]. Artificial neural networks (ANN),
deep ANNS specifically, are frequently the preferred method
of function approximation in supervised learning tasks and
have gained popularity in the reinforcement learning com-
munity. There is now a subset of RL dedicated to the use
of multilayered ANNs called deep reinforcement learning
(DRL). This is not without merit, for they have led to super-
human performance in Atari game environments, Dota 2,
and Go, as well as many simulated physics environments
offered by the OpenAl libraries and MuJoCo to name a
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few [6, 27, 28, 35, 36]. While this is impressive, and cer-
tainly beneficial for the reinforcement learning community,
it is necessary to build from what we’ve learned using sim-
ulated environments, where data accumulation is plentiful
and instrumental wear and tear plays no role, and apply that
knowledge to real-world environments and robotics.

While there has been substantial success in the simulated
DRL environments, the data-hungry nature of ANNs has
led to solutions geared towards artificially increasing the
amount of data available to these nonlinear approximation
functions. Many examples in the literature use transfer
learning techniques to train an agent in a simulated environ-
ment and then load the pre-trained policy onto the physical
agent of a real-world environment [2, 40, 41]. Other
examples use imitation learning, manually guiding the agent
through the motions desired for acceptable performance
[21, 29]. Both methods are popular ways to limit the
time spent training on hardware, and reduce wear and tear
on equipment; however, not all environments lend them-
selves easily to accurate simulation. In many cases, manual
examples may not be desirable, or even possible, to produce.

In this research we aim to show an option for model-free
reinforcement learning that can be achieved autonomously
and entirely online. In this work we consider training
time and equipment safety through careful experimental
design and algorithm decision making. Due to the limited
availability of data and the computationally expensive
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nature of ANNs, we chose to forgo the use of these
nonlinear function approximators, opting instead for linear
function approximation. Although ANNs were not used in
this work, we leverage some techniques that found success
in DRL. We chose to design our experiment to imitate the
episodic style of many simulated reinforcement learning
problems while maintaining strict autonomy of the agent.
Additionally, we take advantage of our pseudo-episodic
format to create additional opportunities for learning, where
traditionally there are none, by using time and actions taken
during the preparation of subsequent training episodes to
perform policy updates. The rest of this paper is organized
in the following manner. Section 2 provides background
information and related work in reinforcement learning, the
algorithms used for our research, and methods for overco-
ming obstacles faced in real-world RL. Section 3 presents
the theory and methods we followed to achieve learning and
preliminary simulation work used to determine algorithm
viability and hyperparameter values. Section 4 describes the
experimental setup used to demonstrate and validate our
training scheme a real-world environment. In Section 5 we
discuss the results of our experiments. The conclusions and
future work are found in Section 6.

2 Background and Related Work

This section begins by introducing background information
including basic concepts in reinforcement learning and
the three baseline algorithms used in this research. The
following two parts of this section present relevant research,
including methods for reinforcement learning outside of
simulation and their application to environments similar to
our own, to provide context for where our contribution fits
into the current state of the art.

2.1 Reinforcement Learning

Reinforcement learning is a subset of machine learning
(ML) that, through trial and error and the use of a
reward system, is capable of autonomously developing
controllers for agents in a variety of environments. Agents
and environments are the two fundamental pieces of any RL
problem, where the agent is the subject of policy-determined
actions, and the environment is the defined space within
which the agent may act. The RL problem is traditionally
further defined by a Markov decision process (MDP),
consisting of every possible state-action combination, and
their state outcomes, for the agent within the environment.
Depending on the goal of the agent, certain state-action pairs
may be preferable over others. The preferability of a state
is defined by its value, and is determined by calculating
the long-term reward obtained by the agent, from the
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environment, after residing in the specified state. In many
algorithms the state values are used to determine the agent’s
policy, which is a map deciding which actions are to be
taken given the current state. In the simplest cases, values
can be recorded in a table; however, when environments be-
come more complicated, requiring a continuous state space,
they must be approximated. In recent years, ANNs have
been the cutting-edge function approximation method of
choice for many in the field of RL, and for good reason. Gi-
ven the correct structure and enough data, ANNS are incre-
dibly proficient at accurately approximating nonlinear func-
tions. The success of DRL has brought a surge in popularity
for the RL community, resulting in new algorithms and
techniques to improve speed of learning and final overall
performance. This is particularly true for traditional baseline
environments, including Atari games and MuJoCo physics
simulators for higher dimensional problems [16, 34, 43].

The reinforcement learning methods used in this research
fall under a category called temporal difference (TD) learn-
ing. TD learning allows for a policy development from
experiences gathered directly from agent-environment inter-
action. This presents an opportunity for training to be model
free, meaning there is no need to approximate any dynam-
ics of the environment to achieve control. Additionally,
bootstrapping is used, which applies previously learned
approximations to update current estimations so that learn-
ing takes place after every timestep [39]. This work focuses
only on policy gradient methods, specifically actor-critic
based methods, to achieve learning. Actor-critic methods
consist of two function approximators, an actor and a critic.
The actor is a parameterized policy function and uses a
soft-max distribution to represent each action as a proba-
bility. The critic is a parameterized value function, akin to
the Q-functions used in many action-value methods, and
behaves as a judge for the actor’s decisions by estimating
the expected total reward, or value, of any given state in the
available state space. Actor and critic weight updates, Af
and Aw, are performed with gradient decent, using

Aw = a8VI(S, w), (1)
and
A0 = adVmy(AlS, 0), (2)

where « is the learning rate. v(S, w) is the value of the
current state, S, given the critic weights, w. For linear
function approximation, the gradient of v(S, w) is equal to
the state features, x(S, w), for which we used 3rd order
Fourier cosine basis functions [23]. For updating the actor’s
weights, 6, we use the natural log gradient of the trained
policy, 7y, calculated as

Vinmg(AlS, 8) = x(S, A) — Zb 70 (bIS, )X(S,b),  (3)
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where A is the current action. To perform both of these
updates we must first calculate the temporal difference
error, 8, found as

§=R+yv(S,w) —V(S, W), “)

the difference between the current value and the combina-
tion of the expected value of the next state, S’, and the newly
obtained reward, R. In this work, the discount factor, y, is
equal to one. The algorithms of choice are Advantage Actor-
Critic (A2C), Actor-Critic with Eligibility Traces (A2C(1)),
and Proximal Policy Optimization (PPO) [34, 39]. Eligibil-
ity traces are a means to use information gathered from each
time step and propagate it through parameters updated in
previous time steps, according to the contribution of the pre-
vious states. The update equations for the actor and critic
including eligibility traces are

zV <« yAVzV + VV(S, w), (5)
0 0.0

2 <y’ + Vinmy(AlS, 0), (6)
Aw = adz", )

and

80 = sz’ ®)

When calculating the eligibility trace vectors for the actor
and critic, z¢ and z" respectively, trace decay rates, A’ and
AV, are used to adjust an update’s impact on previous states.
PPO is one of the current leading on-policy actor-critic
algorithms, showing impressive performance in several high
dimensional MuJoCo physics environments. This perfor-
mance improvement was achieved through the introduction
of clipping. Clipping is a simple implementation for an idea
akin to trust region policy optimization (TRPO), meant to
limit the size of policy updates and mitigate overshooting
[33, 34]. This is done by looking at the ratio, r, between
an action’s probability under the new and old policies, and
limits that ratio to fall within 1 & €, where € is the clip-
ping parameter. We used the suggested value € = 0.2. This
relationship is described by the objective function,

LCLP (9) = E[min(r(0)8, clip(r(0),1 — e, 1 + €)8]. (9)
2.2 RL in the Physical World

Learning in real-world environments, such as robotics
and vehicles, emphasizes different challenges in the
reinforcement learning problem [11]. This research will
focus primarily on safety constraints and learning from
limited opportunities for data collection. Due to the innate

cost of completing training in the physical environment,
including wear and tear on equipment from extended use
and time necessary to accumulate experience required for
learning, some researchers choose to take their learning off-
line, using batch updates or simulated environments [13, 14,
24, 41]. When accurate simulations aren’t easily attainable,
and learning must be performed online, sample efficiency
becomes very important. Improving sample efficiency is
a common research problem in RL. Many have adopted
creative methods to incorporate models during training to
accelerate learning [3, 5, 8]. Others have delved into the
field of meta RL, where the goal of an algorithm is to learn
how to learn more quickly [12].

Reinforcement learning is a powerful tool to solve com-
plex problems; however, these problems often take hundreds
of thousands or millions of iterations to solve. Because of
this, the push for autonomy in RL is highly preferable.
Instead of human intervention, some RL problems in the
literature are performed in environments with already well
established means of control, and the goal of the RL algo-
rithm is to discover a more optimal policy [38]. This can
provide a safety net for the agent for cases where explo-
ration approaches a known portion of the state space prone
to damaging equipment, and allows for simple episode reset.
However, this technique is limited to well understood envi-
ronments. Haarnoja et al. use Soft Actor-Critic to train a
four-legged robot to locomote over a variety of walking
surfaces [15]. This was achieved model free and without
simulation, but human intervention was necessary for reset-
ting the environment when the robot fell over or wandered
too far from the initial state. Zhu et al. pushed towards true
autonomy in RL, abandoning the use of resetting mecha-
nisms and relying solely on the robots’ own sensors for state
observation and reward signaling [44]. In this research we
aim to continue this push toward autonomous RL, adhering
to the constraints regarding sensing and reward systems, but
do so in a pseudo-episodic manner for an environment that
is not inherently stable.

2.3 RL in Aerial Environments

One such inherently unstable environment is UAV flight.
UAV flight and maneuverability provide interesting control
problems, particularly when operating in variable environ-
ments where adaptability offers a great benefit. Although
our experiment doesn’t truly fly and has relatively sim-
ple dynamics, it offers a step toward autonomous learning
on an aerial system by achieving propeller driven control
in an unstable environment. We are not the first to aspire
toward this objective. The ability to autonomously adapt
to aerial environments is an exciting goal that many in
the reinforcement learning community are pursuing. The
literature has many examples where control is achieved
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in simulated flight environments. Bohn and his colleagues
achieve attitude control competitive with traditional propor-
tional integral derivative (PID) methods using PPO for a
simulated fixed wing UAV [7]. Koch et al. achieved simi-
lar results, outperforming PID methods when using PPO to
train an open-source simulation for quadrotor flight [22]. In
addition to attitude control, navigating a simulated environ-
ment is another challenge frequently accomplished with RL
methods [18, 19]. Each of these cases shows the power of
RL in simulation, but impressive work has been achieved
in the real world as well. In 2003, Ng et al. used reinforce-
ment learning to achieve autonomous control for a heli-
copter [30]. More recently, a trained quadrotor was capable
of recovering from complex initial conditions, including
an upside-down position [17]. However, in both cases a
model or simulation was first developed for training, and no
training was performed in real-time on the physical equip-
ment. In 2018, navigation of an unknown environment was
achieved in by a Parrot AR quadrotor drone; however, PID
was used to aid in control of the UAV and, due to the con-
straint of battery life, human intervention was allowed for
learning to continue after a UAV failure [31].

This previous work is impressive and has advanced
the field of autonomous flight through reinforcement
learning. The research presented here is meant to build
from that foundation toward greater autonomy in training,
requiring no human intervention, and doing so with only the
experience gained by the agent while training in the physical
environment. In other words, we chose not to take advantage
of policy optimization that took place in simulation nor
a model of the environment’s dynamics. This is achieved
through making novel decisions in experimental and
algorithmic design. To the best of the authors’ knowledge,
this is the first example of combining two temporal
difference learning algorithms to alternate on-policy and
off-policy updates between episodes to accelerate learning.

3 Theory and Simulation

In this section we cover the theory behind the decisions
made and methods used in order to achieve learning in
our air-sled environment. We first describe our approach
to achieve sufficient exploration while considering the
safety of our equipment. Subsequently we present the
additional updates we chose to implement during the
“exploration episodes” that are at the heart of the pseudo-
episodic training method. Although this method is designed
to perform in physical environments, we investigated its
viability in simulation to reduce unnecessary wear and tear
on experimental hardware. The simulated training was not
used to accelerate real-world learning, but is described at the
end of this section for completeness.

@ Springer

3.1 Exploration and Safety

Exploration is essential for achieving optimal control
through reinforcement learning; however, it often comes at
the expense of compromised safety when operating in the
real world. Because of this, methods are often implemented
to limit the exploration necessary to achieve sufficient
learning, including transfer learning and imitation learning,
as mentioned earlier. For the purposes of this research, with
the goal of fully autonomous learning, we chose to use
only online and model-free temporal difference learning
methods; therefore, any exploration of the environment
must be achieved by the physical agent itself.

In this work, we achieved exploration by means that
are often successful in simulated environments, including
randomized initial positions, negative rewards, and epsilon-
greedy. The latter two are easily implemented in the
physical environment as well as in simulation. The use of
negative rewards facilitates exploration when the adjustable
weights of our approximation function are initialized to
zero, presetting the values for each state-action combination
to zero. When rewards are negative, a value of zero is
only achieved when the goal is met perfectly, which is
impossible to reach for practical purposes. At this point,
any action taken in any state will result in a reward less
than what is expected, resulting in different future action
selections when following the learned policy. This method
is known as optimistic initial values, and is particularly
useful early in learning and for stationary tasks specifically
[39]. To achieve this technique, we assign rewards as the
negative squared distance between the current position and
the target. Another common technique used to facilitate the
exploration of the action space is epsilon-greedy [39]. At
the time of action selection there is a set probability, &,
that a random action is selected. For our case the ¢ value
of choice was 0.1, prompting for random action selection
approximately 10% of the time. The other 90% of actions
selected are considered “greedy” and follow the agent’s
trained policy, g, for achieving highest expected reward.
Performing RL in simulated environments lends itself easily
to an episodic format that comes with built-in exploration.
At the conclusion of each individual training episode, the
environment may be reset with any initial conditions within
the state space, allowing for the potential of a previously
unseen, or rarely seen, state to be visited. By randomizing
this initial position, the agent may explore the state space
in a relatively uniform manner. Unfortunately, selecting an
initial state for an agent that has yet learned to control itself
can be difficult. Additionally, for the sake of autonomy,
setting this initial state via human intervention is not an
option. To overcome this, we chose to alternate training
episodes with what we called “exploration episodes,” in
which the agent selects actions randomly from a modified
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action space for half the number of steps in a training
episode. This allowed each training episode to begin in a
pseudo-randomized state; however, we found that, due to
a slight bias in the action space, the agent would end the
exploration episode predominantly in a portion of the state
space below the target position. To enable more complete
exploration of the state space, we split the exploration action
space into two modified spaces, one containing the six
lowest motor outputs and another containing the six highest.
By alternating between these two action spaces for each
exploration episode we ensured initial states occurring both
above and below the target position.

While this method allowed for ample exploration of
the state space, choosing random actions for extended
series of consecutive timesteps is potentially hazardous to
the equipment, running the risk of relatively high-speed
collision between the air-sled and the end of the air-track. To
account for this, we implemented several safety precautions,
one of which is achieved during action selection. If the air-
sled comes within a specified distance of either end of the
air-track, 5 centimeters, and does not have a velocity of at
least 0.1 m/s toward the center of the air-track, then the
maximum or minimum action is selected appropriately and
automatically to accelerate the air-sled back toward the safe
exploration zone.

3.2 Exploration Updates

Implementing this method of alternating learning episodes
with exploration episodes as a means of randomized initial
position has benefits for exploring the state space but is
accomplished at the cost of time. The period of each explo-
ration episode occurs without updating any weights for the
actor or critic, yet the equipment still experiences the wear
and tear of additional use and fuel or energy consumption.
This time, although not wasted, could be spent more effi-
ciently by including additional updates. The two methods
studied in this work are using off-policy updates and
applying an experience replay (ER) during the exploration
episodes.

Off-Policy Actor-Critic (Off-PAC) is an algorithm intro-
duced by Thomas Degris et al. for updating both the actor
and critic from actions made using a decision process other
than the trained policy [10]. For our case, these updates
are performed using the randomized actions selected during
exploration episodes. As with any off-policy algorithm,
an importance sampling ratio is included to estimate the
expectation of the trained policy when given a sample from
the acting policy. Off-PAC traditionally uses an eligibility
trace format to perform updates; however, for the purposes
of this research, we chose to set the trace decay rates to
zero so that the updates were equivalent to that of a one-
step TD algorithm. We chose to do this because our goal

is not to further complicate traditional learning algorithms
with additional parameters in need of tuning, but to illustrate
the advantage of exploiting time otherwise ignored during
autonomous training in a physical experiment.

Experience replay is another tool commonly used in RL
to increase the speed of learning and mitigate catastrophic
forgetting in deep learning by keeping a memory of previous
quadruples, (S, A, S, R), each containing a state and
action with the following state and corresponding reward
earned [20, 25, 32]. More recently, this technique has been
applied to actor-critic methods and has become incredibly
popular for deep reinforcement learning methods due to
its ability to provide series of uncorrelated data for batch
updates of neural networks [1, 42]. In our case we built
a mini-batch that can hold 5 episodes’ worth of the most
recent quadruples, from which they are selected randomly
in sets of 10 for each timestep of an exploration episode.

Algorithm 1: Exploration with Off-PAC or Experience
Replay.

Input: Off-PAC < Boolean
Input: REPLAY <« Boolean
initialization;
N E < Number of episodes;
NS < Number of steps per episode;
NR < Number of updates from replay buffer;
for iteration=0,1,..., NE do
if iteration is even then
for step=0,1,...,NS do
Follow policy mg;
Update 0 and w;
if REPLAY is True then
‘ Save (S,A,S’,R) to replay buffer;
end
end
else
for step=0,1,...,NS/2 do
Follow random action policy if Off-PAC is
True then
Update # and w using Off-PAC,;
end
else if REPLAY is True then
for replays=1,2,...,NR do
Sample (S,A,S’,R) from replay
buffer;
Update 6;
end

end
end

end
end

@ Springer
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The quadruples contain enough information to calculate a
current gradient and perform an update similar to that which
we performed when using Off-PAC, but with an importance
sampling ratio of one since actions were selected following
the trained policy. This allowed for the agent to continue to
learn from past experiences when updates would otherwise
not occur. The implementations of these methods are further
illustrated in Algorithm 1.

3.3 Simulations

Due to wear and tear experienced by equipment from reg-
ular use, it is preferable to limit time spent tuning and
training in the physical environment. Because of this, we
decided to perform preliminary tests in a simulated environ-
ment, where many repetitions of training can be used for
tuning hyperparameters and testing algorithm designs, with-
out the consequence of equipment damage. The environ-
ment that we are simulating is depicted in Fig. 1. For this
air-sled/air-track environment, the target position for the
air-sled is 0.6 meters from the end of the air-track. The
state space is continuous and two dimensional, capturing all
position values within the range of 0 and 1.2 meters and
velocities falling between -1 and 1 meters per second. Set
at a 10-degree incline, the sled has an analog DC propeller
motor that must produce a force output for position con-
trol. The incline renders the open loop system unstable. The
physics of the air-track/air-sled environment are captured by
these iterative kinematic equations:

Xk+1 = Xk + TAI + v At (10)
and
Vk+1 = vk + (Tx — G) At. (11)

Fig. 1 Air track and air-sled
environment: because the track
is tilted at a 10-degree angle, the
system is inherently unstable,
requiring constant feedback
control to maintain the

air-sled’s position

@ Springer

Here G is the acceleration due to gravity, which in this
case is 0.52 m/s2 to account for the air-track incline,T} is
the acceleration from thrust, At is the simulation timestep
size of 0.05 seconds, xi is the position at timestep k, and
vy is the velocity at time step k. An air-sled mass of 0.170
kg is used to determine T;. These equations are used to
determine the air-sled’s state (position and velocity) over the
400 timesteps of each training and testing episode as well as
the 200 timesteps of each exploration episode.

This research aims to achieve learning in a real-world
environment; thus, it is important to create as accurate a
simulation as possible. Incorporating the noise produced by
the propeller thrust output is crucial to accurately model
the uncertainty experienced by the controller. Modeling the
propeller thrust noise is achieved by first measuring samples
of the output force produced by the propeller at a series
of motor values. We chose to make force measurements
for ten different motor values ranging from 25 to 250. These
measurements were taken at 1000 Hz for 5 seconds each,
resulting in 5000 force output readings for each determined
motor value. These samples created a series of non-
Gaussian distributions best represented by the triangular
distribution function in python’s “scipy” statistics library.
Due to the 0.05 second timestep, a force output for a given
motor value was determined by averaging fifty samples
from the respective triangular distribution. Following the
central limit theorem, this leads to Gaussian distributions
of force outputs for each motor value. These average
acceleration values, calculated using the air-sled’s mass, and
their standard deviations are shown in Fig. 2. As illustrated,
90% of the average acceleration from the propeller is
achieved by a motor value of 100, after which the increase
in propeller force diminishes. Because of this we chose to
limit the discrete action space to 11 evenly spaced motor
values ranging from O to 100. The average motor values
not covered by the original data set were estimated with the
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Fig.2 Average acceleration due n
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fitted curve also depicted in Fig. 2. The average standard
deviation of force output samples for motor values up to 100
was 0.005. We used this to determine the distributions from
which the acceleration values were sampled in simulation.
To mimic the real-world environment as closely as
possible, we used the unique exploration methods described
in Section 3.2. This required forgoing the traditional
random initialization of each episode to instead incorporate
alternating exploration episodes, simulating the pseudo-
episodic format of the physical experiment. Additionally,
during exploration episodes, we implemented the safety
zones meant for aided collision prevention.Throughout
each training iteration, the total reward earned from every
other training episode was stored for later comparison
between algorithms. This was done to account for the
alternation of action spaces between exploration episodes
so that recorded rewards came from episodes with similar
initial positions given our pseudo-episodic format. Although
training occurred during these episodes in the same way
as experienced in the other training episodes, we denote

these episodes as “testing episodes” for clarification. It is
important to keep in mind that although we performed a
total of 101 episodes for each rendition of training, the
graphs only consider the testing episodes, starting with the
first, to set a baseline performance without training, and
then occurring every fourth episode subsequently.

Figure 3 presents the learning curves for each base
algorithm and their respective variants in the simulated
environment. Because consistency is crucial when applying
RL to real-world applications, several iterations of training
occur. For our simulated case, we chose to average 10
iterations for each base algorithm and its variants, each
iteration with random seeds ranging from 0 to 9. Since
our final goal wasn’t to achieve learning in simulation, but
instead on the physical system, we will only briefly describe
the simulation results. Off-PAC appears to accelerate
learning for each of the baseline algorithms; however,
the average reward earned appears to converge on values
slightly less than that achieved by the baseline algorithms.
The inclusion of ER during exploration shows the fastest

A2C A2C(A) PPO

@ 0
°
w
& -20
2
5 —40
<
=z -60
3
3 -80
2
'g -100
o
Z -120 T T T T T T T T T T T T T T T T T

0 5 10 15 20 25 0 5 10 15 20 25 0 5 10 15 20 25

Testing Episode
- Baseline ~—— Off-PAC —— Replay

Fig.3 Average reward earned per testing episode in simulated training
for each baseline algorithm (A2C, A2C(%), and PPO) and exploration
episode update variants (Off-PAC and Experience Replay). It is impor-
tant to note that a combined total of 101 episodes of traditional training

and exploration were completed for each round of training. Testing
episodes occurred every other training episode (every fourth episode
when including exploration) to improve initial position consistency for
testing and reward comparison
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learning of all algorithm variations for A2C and PPO, and,
in all cases, earned the highest average reward. These results
are encouraging for when learning is conducted completely
online in the experimental hardware.

As with any implementation of RL, hyperparameter tun-
ing is a necessity. This intermediate step allowed us to pin-
point hyperparameter values for each algorithm that found
success in this reinforcement learning problem. Several of
these hyperparameters will remain unchanged when learn-
ing is moved to the experimental environment. Only the
learning rates for each algorithm, o, ®®? and o % will be
subject to change, but the relationships between the explo-
ration update learning rates, o OP and «£R, and the common
learning rate, o, will be maintained. These relationships and
all other hyperparameters are given in Table 1. Determining
these hyperparameters was one of two main purposes of this
simulation work. The second of which being a justification
to the merit of applying our training format, including pol-
icy updates during exploration episodes, to this RL problem
before real-world implementation. So, although our experi-
ment did not use any offline training, we did use simulation
to determine a reasonable approach for hardware autonomy.

4 Experimental Demonstration
and Validation

The objective of this research is to present an autonomous
training scheme for developing learned controllers in a
physical environment that would typically require human
intervention or an additional controller for environment
reset. In this section we introduce the experimental setup
chosen to demonstrate such an environment, including the
additional safety measures put in place to mitigate hardware
damage. Additionally, we describe an adjustment made to
the action selection strategy used in the traditional learning
algorithm, and our reasoning for making this adjustment for
hardware implementation.

Table 1 Algorithm hyperparameters

Hyperparameter A2C A2C(L) PPO
a 0.01 0.01 0.01
aff 3 3 3
oER 0.5« 0.2a 0.la
at? 0.01 0.01 0.01
A - 0.4 -

€ - - 0.2

OP and «®R, are listed as relationships

4The variant learning rates, o
to common learning rate, o

ba is adjusted to 10e — 4 when training on experimental equipment

@ Springer

4.1 Experimental Environment

Stability is the cost of maneuverability for aerobatic aircraft,
requiring autonomous feedback control to maintain trim
without explicit piloting. Using sensor input to accomplish
equilibrium in an unstable environment provides an appro-
priate analog for such maneuverable flight vehicles. There-
fore, to demonstrate the capability of our pseudo-episodic
training scheme with exploration updates we chose to
develop a controller for an air-sled such that it maintains a
desired position on an inclined one-dimensional air-track, as
seen in Fig. 1. A pump is used to force air through a series
of holes set along the length of the track to allow for a near
frictionless surface for the sled to slide along, controlled
by a single propeller, simulating one dimensional trimmed
flight. The propeller output is connected through a motor
control board to an Arduino Nano microcontroller. In addi-
tion to providing a motor value signal between 0 and 100 to
the motor control board, the Arduino Nano receives position
information from an infrared distance sensor and communi-
cates with external devices through USB. Distance gauged
by the infrared sensor is used to calculate the velocity of the
air-sled after each 0.05 second timestep. The USB connec-
tion allows information to be relayed between the air-sled
and a laptop. The laptop runs a custom Python-based RL
script that takes state data (position and velocity) as inputs
and outputs the selected action for each timestep. Distance
values are continually measured and stored as averaged sets
of two in the Arduino Nano’s serial buffer. At each timestep,
when the learning algorithm asks for the air-sled position,
the two most recent averaged values are read into the Python
script to be averaged again and the serial buffer is emptied.
This is done to limit the amount of data stored in the serial
buffer and to smooth the noisy distance data obtained from
the infrared sensor.

After moving to the hardware environment, two physical
safety measures were put in place, in addition that imple-
mented by the exploration’s action selection, to mitigate
the severity of any impact that may occur. The first physical
safety measure occurred naturally through the placement of
the power supply wiring and communication wires between
the air-sled’s Arduino Nano and the computer. By using the
correct length and placement of this wiring, mounted above
and centered over the air-track, the air-sled may move freely
about most of the state space; however, when the air-sled
moves closer to either end of the air-track, an additional
force is applied to air-sled toward the center of the air-track
due to the weight of the wiring. This reduced the velocity of
the air-sled and often prevented a collision all together. This
safety measure does come at a cost. Any movement experi-
enced by the wire caused momentum and placed additional
external force on the air-sled. This creates a greater variance
in the accelerations experienced by the air-sled that must be
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overcome during training. In case this safety measure failed
to prevent the air-sled from bumping into either end of the
air-track, we included padding at either end of the air-track
to mitigate any damage that may occur.

4.2 Deterministic Policy Gradient

Each of the algorithms chosen for this experiment are
actor-critic methods which are typically stochastic in their
decision-making processes. While stochasticity has many
benefits for certain environments and allows for exploration
to be more implicit in an algorithm’s action selection,
a stochastic controller will continue to take suboptimal
actions after training. Although this undesirable decision-
making is infrequent, it can lead to less stability in the
final control of the air-sled, particularly when training time
is limited. One option to get around this issue is to use a
stochastic policy during training and then only select the
action of highest probability during testing; however, this
too failed to guarantee sufficient control after a short period
of training in our experiment. As mentioned, one point of
concern for training in a hardware-based environment is the
amount of time necessary to achieve sufficient control of our
air-sled. While time is always a constraint in RL, it becomes
more influential in the physical setting due to wear and tear
on equipment, potential accidents, and fuel consumption.
We found that by switching to a deterministic action
selection during training, not only was the air-sled capable
of smoother control, but it learned to do so in a much
shorter training period, completing training in under 30
minutes. Figure 4 highlights this improved learning speed.
To account for the loss of intrinsic exploration, we
chose to implement an epsilon greedy action selection,
as described in Section 3.2. Although deterministic policy

Fig.4 Average reward earned
per testing episode for stochastic
and deterministic PPO
throughout training on the
physical experiment. The shaded
area includes all reward values
earned by each random seed in
respective testing episodes

gradient methods have been used before, as in [37], we
took an approach similar to a simple off-policy update,
using an importance sampling ratio between the stochastic
probability of an action’s occurrence, defined by trained
policy, and the probability defined by the action selection
policy. When following the deterministic action selection
policy this probability is equal to one; however, when the
action is selected following the random policy, occurring
10% of the time due to epsilon-greedy, the action selection
probability is the inverse number of available actions. This
leads to the full update equation,

A0 = adVInmg(AlS, ) *

To(AIS 0) 45 (12)
p

5 Results

In this section we apply our autonomous learning concepts
to hardware, taking that step toward self-adaptive flight.
After tuning the common learning rate, «, we found that
a value of 10e-4 allowed for learning to be fast enough
to complete training in 101 episodes (25 minutes) for all
but one case, but slow enough to be stable and allow
for recognizable differences between algorithm variants.
All other hyperparameter values are available in Table 1.
Although the values of the exploration update learning
rates were adjusted for real-world training, their relation
to the common learning rate was maintained as described
in Table 1. All other hyperparameters were consistent with
those used in simulation.

Episode reward is a common metric used to gauge an
algorithm’s ability to learn. Additionally, due to noise and
randomness that occurs naturally in physical environments,

Average Episode Reward (5 seeds)
|
N
o

——— Stochastic
—— Deterministic
0 5 10 15 20 25

Testing Episode

@ Springer
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consistency becomes increasingly important for measuring
the viability of an algorithm. To account for consistency,
each algorithm of consideration, and its two additional vari-
ants, were repeated 5 times. The rewards from the 5 rendi-
tions, each with a different random seed ranging from 0 to
4, are averaged to represent the reward for that algorithm or
variant thereof. These values, along with the standard devi-
ation of reward earned per episode, are available for each
algorithm and the additional variants in Fig. 5. While stan-
dard deviation may not be specifically meaningful for these
small distributions, it can still be a useful means to quantify
spread, and therefore consistency, of our algorithm’s opera-
tion. In addition to consistency, another metric we consider
for an algorithm’s performance is speed of learning. This
is crucial for learning in a real-world environment. In addi-
tion to the increased wear and tear placed on the equipment
during lengthy training sessions, this extends the period in
which poor actions may be taken, putting the agent in poten-
tially dangerous positions. A black dashed line is included
to represent the highest reward earned for each of the base
algorithms, allowing us to quantify the speed of learning as
the number of episodes required for each algorithm variant
to surpass the base algorithm’s maximum reward.

Figure 5 shows that with the basic A2C algorithm, the se-
parate additions of Off-PAC and ER during the exploration
episodes dramatically accelerate learning in the first several
episodes, approaching and surpassing the maximum after
11 and 7 testing episodes for the addition of Off-PAC and
ER respectively. The baseline A2C did not achieve this
until the 22nd testing episode. The standard deviation plots
show that incorporating Off-PAC and ER during explo-

Fig.5 Performance comparison A2C
between baseline algorithms
(A2C, A2C(1), and PPO) and
their exploration episode update

-5

ration episodes both have improved the consistency of the
algorithm’s learning. One thing to note when looking at
the standard deviation plots is that, across all three base
algorithms, the standard deviation is always highest when
the algorithm is doing most of its learning and the reward
is still increasing. We can gauge when similar performance
is achieved between iterations as the episode in which
the standard deviation drops below and maintains a value
beneath a defined low point. This speaks to the consistency
of an algorithm’s learning. After 9 test episodes, A2C has
relatively high standard deviation. This means that although
one of the algorithm’s iterations may have approached
its highest reward, and learned a suitable policy, several
iterations have yet to do so. We see that this is true even
after training has concluded; however, this changes with
the addition of Off-PAC or ER. Adding Off-PAC to the
algorithm allows for consistency in learning after 17 test
episodes. For the case of ER, consistency is almost achieved
as early as test 7, but there are two high peaks in standard
deviation that occur around tests 10 and 15, and then
again a smaller spike at 19. Because of this, we define
the metric of “achieving consistency” (o < 4) as the first
test episode in which the standard deviation drops below 4,
represented by the red dotted line in the Fig. 5, and then
remains below 4 until training is complete. Additionally,
we chose to record the total number of test episodes with
standard deviations below 4. With this metric we can say
A2C with ER achieved consistency after 21 episodes and
had a total number of 13 test episodes where learning was
consistent. These comparisons, in addition to the number
of test episodes needed to reach the baseline algorithm’s

A2C(a) PPO

variants (Off-PAC and
Experience Replay) in
real-world training. The top 3
plots show the average reward
earned per testing episode. The
dashed black line represents the
maximum average reward
achieved by the respective
baseline algorithm. Consistency
in learning performance is
gauged by the bottom three plots
illustrating the standard
deviation of rewards earned per
training episode for each
algorithm and its variants. We
consider a standard deviation

17.5
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Table 2 Hardware learning performance metrics

Algorithm Max avg. reward TTBM o < 4(total)
A2C -10.7 22 “4)

A2C Off-PAC -6.02 11 17 (12)
A2CER -5.85 7 21 (13)
A2C(») -6.05 12 11 (15)
A2C(A) Off-PAC -5.88 25 10 (18)
A2C(1») ER -4.71 6 23 (14)
PPO -5.62 23 13 (18)
PPO Off-PAC -4.83 10 8(22)

PPO ER -3.78 2 5(24)

4Metrics include the maximum average reward achieved, the number
of test episodes needed to reeach the baseline maximum rewared
(TTBM), and the earliest test episode in which teh reward standard
deviation dropped below and maintained a value less than 4 through
the remainder of training (o < 4)

YThe total number of test episodes achieving a standard deviation less
than 4 during training is also listed under o < 4 in parenthesis

maximum reward (TTBM) as well as the overall maximum
reward of each variant, are made for each of the three base
algorithms and presented in Table 2.

Through these metrics we can see several patterns that
begin to develop. In each case, the addition of Off-PAC
or ER improved the overall learning achieved by the base-
line algorithm when comparing highest average rewards
achieved during training, with the ER variant consistently
earning the highest average rewards overall. With regards
to learning speed, measured by TTBM, the implementation
of ER surpassed both the baseline and Off-PAC variant for

Fig.6 Position over time of the A2C
air-sled on the air track for the 10
best performing policy from

each baseline algorithm (A2C,

each of the three algorithms; however, the addition of ER
didn’t frequently aid in learning consistency. This is well
illustrated in both the A2C and A2C(}) cases. Although
implementing ER would typically achieve standard devi-
ation values below 4 early in training, as the training
continued the standard deviation would frequently spike,
briefly increasing to a value above 4. These spikes would
frequently only last for one episode, but at times the spike
would require 3 testing episodes before reducing back to
a value representative of consistent learning. On the other
hand, introducing Off-PAC updates during the exploration
phase improved consistency in every case. Off-PAC was
not the fastest algorithm variant when comparing TTBM.
When added to A2C(A), Off-PAC was slower than the base-
line. However, adding Off-PAC updates during exploration
achieved learning consistency after the fewest number of
testing episodes for 2 of the 3 algorithms. Interestingly, this
was not the case for PPO, where ER proved to give an
advantage in speed and also showed capability in consistent
learning. This could be due to PPO’s clipping mecha-
nism that is designed specifically to prevent updates from
becoming too large and overshooting, potentially improving
learning consistency. Although PPO’s baseline algorithm
does not appear to be as fast at achieving consistency as
A2C()) according to o < 4, this could be due to PPO’s
slower learning speed, not reaching its maximum average
reward until episode 23. Therefore, when another algorithm
is used to accelerate learning, such as ER, the result is a fast
learning algorithm where the overall standard deviation of
reward is able to remain low.

In addition to reward earned throughout training, it is
important that the policy learned by the algorithms can

A2C(A) PPO

=== Goal
=== 10% error

A2C(L), and PPO) and their 06

exploration episode update
variants (Off-PAC and
Experience Replay). Two initial
positions are included, each
located £0.4 meters (4+1.31 ft)
from the target. The target
position of 0.6 meters (1.97 ft) is
represented as a red dashed line
and positions of 10% error from
the target are black. Reward
earned for each time series and
the combined total reward are
given in the bottom right corner
of each plot
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control the air-sled to a satisfactory degree after training is
completed. In Fig. 6 we see the position values over a period
of 20 seconds for the random seed of best performance
for each of the base algorithms and their variants. In each
plot we see the behavior for two initial positions, one near
each end of the air-track. Due to the noise of the infrared
sensor, we applied an averaging technique for smoothing
the data to improve recognition of the air-track’s position
for each timestep. The black dotted lines represent locations
of 10% error from the target position of 0.6 meters from
the end of the air-track. In many cases of control, metrics
such as rise time and settling time are used to gauge
performance. However, our controllers were trained based
on another metric, earned reward, which we can use again
to compare overall performance between learned policies
for the two initial conditions. When considering traditional
metrics, A2C(A) with Off-PAC achieves the best control
from an initial position of 0.2 meters and the baseline A2C
algorithm trained the best policy for control from an initial
position of 1 meter, needing only 4.2 and 6.25 seconds to
settle between the 10% error margins respectively. However,
when we compare the rewards earned over the duration of
the control test, although these algorithms did generate the
best control for their respective initial positions, the overall
best performance was achieved by the PPO algorithm with
Off-PAC exploration updates, earning a combined reward
of -11.35. The next best performances in order came from
A2C(A) with ER, A2C()) with Off-PAC, and A2C with ER,
each earning a combined reward greater than -13. The top
4 performances came from algorithms with the addition of
Off-PAC or ER. This suggests that the inclusion of some
form of off-policy update during the exploration episodes
can benefit training for control with a variety of actor-
critic algorithms, assuming performance is measured by the
system used to direct learning.

6 Conclusion and Future Work

The implementation of reinforcement learning in physical
experiments has proven to be a difficult task. In this work
we developed a pseudo-episodic approach for the autono-
mous training of an RL agent in a one-dimensional, unstable
environment. Our method is model-free and uses only infor-
mation gathered by an on-board sensor. Although training is
achieved entirely online, its structure allows for additional
policy updates to occur between training episodes. Addi-
tionally, we validated this autonomous training method in
experimental hardware. The addition of ER and Off-PAC
updates during the exploration episodes showed training
benefits such as improved speed and consistency in learn-
ing respectively. When paired with PPO, ER performed
particularly well, overcoming its weakness in maintaining

@ Springer

learning consistency. Further improvement was displayed in
controller performance when using reward as the compared
metric.

This work focuses on using novel techniques to improve
speed and consistency in learning, while maintaining safety
and autonomy in a real-world environment; however, the
resulting controllers lack accuracy. Learning quickly and
safely may be prioritized over accuracy in many environ-
ments, such as a UAV with precious cargo adapting to a new
environment where it is more important to quickly learn safe
flight than to achieve optimum performance. With that being
said, there are several environments where final perfor-
mance is the priority; therefore, future work should be dedi-
cated to achieving optimal control, at the sacrifice of speed
if necessary. Another potential avenue for this work is to
implement neuromorphic chips to allow fast and continu-
ous hardware based learning in this unstable system, taking
another step toward in flight adaptation [9].
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