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A B S T R A C T 

The combination of g alaxy–g alaxy lensing (GGL) and g alaxy clustering is a powerful probe of low-redshift matter clustering, 
especially if it is extended to the non-linear regime. To this end, we use an N -body and halo occupation distribution (HOD) 
emulator method to model the redMaGiC sample of colour-selected passive galaxies in the Dark Energy Surv e y (DES), adding 

parameters that describe central galaxy incompleteness, galaxy assembly bias, and a scale-independent multiplicative lensing 

bias A lens . We use this emulator to forecast cosmological constraints attainable from the GGL surface density profile ��( r p ) 
and the projected galaxy correlation function w p , gg ( r p ) in the final (Year 6) DES data set o v er scales r p = 0 . 3 –30 . 0 h 

−1 Mpc . 
For a 3 per cent prior on A lens we forecast precisions of 1 . 9 per cent , 2 . 0 per cent , and 1 . 9 per cent on �m , σ 8 , and S 8 ≡ σ8 �

0 . 5 
m 

, 
marginalized o v er all halo occupation distribution (HOD) parameters as well as A lens . Adding scales r p = 0 . 3 –3 . 0 h 

−1 Mpc 
impro v es the S 8 precision by a factor of ∼1.6 relative to a large scale (3 . 0 –30 . 0 h 

−1 Mpc ) analysis, equi v alent to increasing the 
surv e y area by a factor of ∼2.6. Sharpening the A lens prior to 1 per cent further impro v es the S 8 precision to 1 . 1 per cent , and it 
amplifies the gain from including non-linear scales. Our emulator achie ves per cent-le v el accurac y similar to the projected DES 

statistical uncertainties, demonstrating the feasibility of a fully non-linear analysis. Obtaining precise parameter constraints from 

multiple galaxy types and from measurements that span linear and non-linear clustering offers many opportunities for internal 
cross-checks, which can diagnose systematics and demonstrate the robustness of cosmological results. 

Key words: methods: numerical – cosmology: theory – dark matter – large-scale structure of Universe. 
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 I N T RO D U C T I O N  

nderstanding the origin of cosmic acceleration remains the most
ressing challenge of contemporary cosmology. Ambitious cosmo-
ogical surv e ys are using a variety of observational probes to measure
he histories of cosmic expansion and the growth of matter clustering
ith high precision o v er a wide span of redshift (for re vie ws

ee e.g. Frieman, Turner & Huterer 2008 ; Weinberg et al. 2013 ).
omparing expansion history and structure growth is critical to

esting whether cosmic acceleration reflects a breakdown of general
elativity (GR) on cosmological scales or a form of dark energy
hat e x erts repulsiv e gravity within GR. With present data sets, the

ost powerful constraints on low-redshift matter clustering come
rom large area weak lensing surv e ys, which can measure matter
lustering directly through cosmic shear or by combining galaxy–
alaxy lensing (GGL) with galaxy clustering. 

This paper presents methodology for and forecasts of the precision
btainable with the combination of GGL and galaxy clustering
n the final data sets from the Dark Energy Surv e y (DES; The
ark Energy Surv e y Collaboration 2005 ; DES Collaboration 2021 ),
uilding on the work of Wibking et al. ( 2019 , 2020 ). GGL measures
 E-mail: salcedo.11@osu.edu 

n  

t  

Z  

Pub
orrelations between foreground lens galaxies and a shear map
f background source galaxies to infer the lens galaxies’ mean
xcess surface density profile ��( r p ), which is proportional to
he product of the matter density parameter �m and the galaxy-
atter cross-correlation function ξ gm . On scales large enough to be

escribed by linear perturbation theory one expects ξ gm = b g ξmm and
gg = b 2 g ξmm , where b g is the galaxy bias factor and ξ gg and ξmm are
he galaxy and matter autocorrelation functions, respectively. One
an therefore combine GGL and ξ gg to cancel the unknown b g and
onstrain �m 

√ 

ξmm ∝ �m σ8 , where σ 8 , the RMS linear theory matter
 v erdensity fluctuation in spheres of radius 8 . 0 h 

−1 Mpc at z = 0, is
n o v erall scaling of the amplitude of matter fluctuations. In practice
he best constrained parameter combination is closer to S 8 ≡ σ8 �

0 . 5 
m 

.
Interpreting GGL and clustering measurements on smaller scales

equires a model for the relation between galaxies and dark matter in
he non-linear regime, such as the halo occupation distribution (HOD;
ing, Mo & B ̈orner 1998 ; Peacock & Smith 2000 ; Scoccimarro
t al. 2001 ; Berlind & Weinberg 2002 ) or sub-halo abundance
atching (Conroy, Wechsler & Kravtsov 2006 ; Vale & Ostriker

006 ). Although these models require additional free parameters,
on-linear clustering data can constrain them, so extending to the
on-linear regime of GGL and ξ gg can potentially achieve much
ighter constraints on cosmological parameters (Yoo et al. 2006 ;
heng & Weinberg 2007 ; Cacciato et al. 2009 , 2012 , 2013 ; Leau-
© 2022 The Author(s) 
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haud et al. 2011 ; Yoo & Seljak 2012 ; More et al. 2013 ). The stakes
f this effort are illustrated by a number of recent studies finding
hat the amplitude of matter clustering inferred from GGL + galaxy 
lustering is 5–10 per cent lower than the amplitude predicted by 
xtrapolating CMB anisotropies forward to low redshift assuming a 
 CDM cosmological model (Mandelbaum et al. 2013 ; More et al.

015 ; Leauthaud et al. 2017 ; Joudaki et al. 2018 ; Singh et al. 2020 ;
ibking et al. 2020 ; Krolewski, Ferraro & White 2021 ). 1 The conflict

s strongest on non-linear scales, where the measurement precision is 
ighest but the demands on the accuracy of non-linear modelling are 
he most stringent (Leauthaud et al. 2017 ; Lange et al. 2019 , 2021 ).

any cosmic shear studies also find clustering amplitudes lower than 
he CMB-based prediction, but the discrepancy is less statistically 
ignificant (Jee et al. 2016 ; Hildebrandt et al. 2017 ; Hikage et al.
019 ; Amon et al. 2021 ; Secco et al. 2021 ). The recent ‘3x2pt’
nalysis of the Year 3 (Y3) DES data, which combines cosmic 
hear, GGL, and galaxy clustering on scales adequately described 
y linear theory, yields results compatible with CMB-based � CDM 

redictions, but also compatible with the lower amplitudes reported 
n the studies listed abo v e (DES Collaboration 2021 ). 

In this study we adopt the HOD framework to model non-linear 
alaxy bias. HOD methods statistically specify the relationship 
etween galaxies and their host haloes, primarily as a function 
f host halo mass. In a cosmological context the most important 
uestion is whether or not a given HOD parametrization is flexible 
nough to model the non-linear galaxy bias without producing biased 
osmological constraints. One of the most important sources of 
ystematic uncertainty in the galaxy–halo connection is the potential 
resence of galaxy assembly bias. Galaxy assembly bias refers to the 
otential for the galaxy occupation inside haloes of the same mass to
ary with respect to a secondary halo property. In combination with 
alo assembly bias (e.g. Sheth & Tormen 2004 ; Gao, Springel &
hite 2005 ; Harker et al. 2006 ; Wechsler et al. 2006 ; Gao & White

007 ; Jing, Suto & Mo 2007 ; Wang, Mo & Jing 2007 ; Li, Mo &
ao 2008 ; Faltenbacher & White 2010 ; Mao, Zentner & Wechsler
018 ; Salcedo et al. 2018 ; Xu & Zheng 2018 ; Johnson et al. 2019 ;
ato-Polito et al. 2019 ; Mansfield & Kravtsov 2020 ; Tucci et al.
021 ) , the potential for halo clustering at fixed mass to vary with
espect to a secondary halo property, this can modify the large-scale 
alaxy clustering making predictions from a standard HOD model 
naccurate (Croton, Gao & White 2007 ; Zu et al. 2008 ; McCarthy,
heng & Guo 2019 ). To provide our HOD framework the flexibility to
escribe potential galaxy assembly bias we adopt the modifications of 
alcedo et al. ( 2020a ; see also McEwen & Weinberg 2018 ; Wibking
t al. 2019 ; Salcedo et al. 2020b ; Xu, Zehavi & Contreras 2021 ). For
ur forecasts, we focus on the DES redMaGiC galaxy sample (Rozo
t al. 2016 ), which uses colour selection to identify passive galaxies
hat allow precise photometric redshifts. To model a colour-selected 
ample, we also extend the usual HOD formulation to include a 
arameter that allows for ‘central galaxy incompleteness,’ i.e. for 
igh-mass haloes that do not contain central galaxies passing the 
ample’s colour cuts. 

We adopt this HOD framework to populate N -body simulations 
rom the AbacusCosmos suite (Garrison et al. 2018 ) in order to model
he GGL excess surface density ��( r p ) and projected galaxy correla-
ion function w p , gg ( r p ) on scales 0 . 3 h 

−1 Mpc < r p < 30 . 0 h 
−1 Mpc

s a function of HOD and wCDM cosmological parameters. To 
ccurately model this datavector down to small scales, we adopt and 
 We use � CDM to denote a model with inflationary primordial fluctuations, 
old dark matter, a cosmological constant, and a flat universe. 

W  

d
R

o  
xtend the Gaussian process emulation scheme of Wibking et al. 
 2020 ). This emulation is done o v er a large HOD and cosmological
arameter space centred on a fiducial model that roughly describes 
he high-density DES redMaGiC sample. We use this emulator 
o compute deri v ati ves of �� and w p , gg with respect to HOD
nd cosmological parameters, which we then use to forecast a 
osmological analysis of DES redMaGiC GGL and clustering. We 
evote particular attention to the importance of the small scales in
uch an analysis and also to the ability of the datavector to break
he de generac y between cosmology and systematic uncertainties in 
ensing calibration. The technical development behind producing 
ur forecasts is aimed at enabling a fully non-linear GGL and
lustering analysis of the final DES data release, which we predict to
ield per cent-level constraints on the amplitude of matter clustering. 
Our forecasts could pro v e optimistic if observational or theoretical

ystematics in the final DES data turn out to be larger than we
av e assumed. F or e xample, the Y3 cosmology analysis identifies
ystematics in the clustering measurements of the redMaGiC sample 
DES Collaboration 2021 ), while we have assumed that systematic 
ncertainties in w p , gg will be negligible. None the less, our forecasts
lay a valuable role in demonstrating what DES GGL + clustering
hould be able to achieve if systematics are well controlled, thus
lso demonstrating the level of systematics control that is required. 
 key finding of our analysis is that modelling GGL + clustering

nto non-linear scales can achieve gains in cosmological parameter 
recision that are equi v alent factors of 2.5 −8.0 increases in surv e y
rea, e.g. to the difference between a 5-yr weak lensing surv e y and
 surv e y lasting one to several decades. Doing the additional work
eeded to realize these gains is a promising investment. 

The next section describes our numerical simulations and HOD 

odelling methodology. Section 3 defines our clustering and lensing 
tatistics, then describes our emulation methodology and derives the 
ensitivity of our datavector to HOD and cosmological parameters. 
ection 4 describes how we compute covariance matrices for our 
isher forecasts, based on expectations for the final DES data release.
n Section 5 we present our main forecast results, which combine the
eri v ati ves computed in Section 3.3 with the covariance matrices of
ection 4 to derive constraints on �m , σ 8 , and S 8 . We summarize our
esults and conclude in Section 6. 

 CONSTRUCTI NG  M O C K  G A L A X Y  

ATA L O G U E S  

.1 Simulations and halo identification 

e use 40 AbacusCosmos simulations in our analysis (Garrison 
t al. 2018 ). These simulations are run with a variety of wCDM
osmologies centred on the Planck Collaboration XIII ( 2016 ) 
osmology with fixed phases. The 40 cosmologies are selected 
sing a Latin hypercube method (Heitmann et al. 2009 ) optimized
o maximize the distance between points. These cosmologies are 
ampled from a parameter space consisting of the union of cosmic
icrowave background (CMB), baryon acoustic osccilations (BAO), 

nd supernovae (SN) results described in Anderson et al. ( 2014 ). We
tilize the larger 1100 . 0 h −3 Mpc 3 set of boxes with mass resolution
f 10 10 M � h −1 . 
Haloes were identified from particle snapshots using the software 

ackage ROCKSTAR version 0.99.9-RC3 + (Behroozi, Wechsler & 

u 2013 ). We use strict (i.e. without unbinding) spherical o v er-
ensity (SO) halo masses around the halo centres identified by 
OCKSTAR , rather than the default phase-space FOF-like masses 
utput by ROCKSTAR . For finding haloes ROCKSTAR uses a primary
MNRAS 510, 5376–5391 (2022) 
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efinition set to the virial mass of Bryan & Norman ( 1998 ). Ho we ver,
fter identification, we adopt the M 200 b mass definition, i.e. the mass
nclosed by a spherical o v erdensity of 200 times the mean matter
ensity at a given redshift and cosmology. Distinct haloes identified
ith the M vir definition are not reclassified as subhaloes under

he M 200 b definition; such reclassification would affect a negligible
raction of haloes. We identify haloes abo v e 20 particles, and we only
se distinct haloes (not subhaloes) when creating galaxy populations.

.2 HOD modelling 

imilar to our previous papers we populate simulated haloes with
alaxies according to a halo occupation distribution (HOD) frame-
ork (e.g. Jing et al. 1998 ; Benson et al. 2000 ; Ma & Fry 2000 ;
eacock & Smith 2000 ; Seljak 2000 ; Scoccimarro et al. 2001 ;
erlind & Weinberg 2002 ; Cooray & Sheth 2002 ; van den Bosch,
ang & Mo 2003 ; Yang, Mo & van den Bosch 2003 ; Zheng et al.
005 ; Cooray 2006 ; Mandelbaum et al. 2006 ; Zheng et al. 2009 ;
ehavi et al. 2011 ; Coupon et al. 2012 ; Leauthaud et al. 2012 ; Guo
t al. 2014 ; Zu & Mandelbaum 2015 ; Zehavi et al. 2018 ). We extend
his framework to include central incompleteness, galaxy assembly
ias, and the possibility for the galaxy profile to deviate from that of
ts host’s matter profile. We parametrize the mean central and satellite
ccupations of our haloes with a modified form of the widely used
quations (Zheng et al. 2005 ), 

〈 N cen ( M h ) 〉 = 

f cen 

2 

[
1 + erf 

(
log M h − log M min 

σlog M 

)]
, (1) 

〈 N sat ( M h ) 〉 = 

〈 N cen ( M h ) 〉 
f cen 

(
M h − M 0 

M 1 

)α

. (2) 

he new parameter f cen allows only a fraction of high-mass haloes to
ontain central galaxies that satisfy the sample selection criteria. In-
ompleteness may be present in any galaxy sample, but is particularly
mportant for us to model because we are forecasting for an analysis
hat utilizes redMaGiC (Rozo et al. 2016 ) selected galaxies. These
alaxies are known to exhibit central incompleteness because of the
trict colour cuts applied in their selection. The fraction of satellite
alaxies that pass selection criteria is already encoded within the
arameter M 1 . 
The actual numbers of centrals and satellites placed into each halo

s drawn randomly from binomial and Poisson distributions, respec-
ively, with the mean occupations given above. Centrals are placed at
he center of their host halo, while satellites are distributed according
o a Navarro–Frenk–White profile (NFW; Navarro, Frenk & White
997 ), 

gal ( r) = ρm ( r| A con × c vir ) , (3) 

arametrized by halo concentration c vir = r h / r s with the parameter
 con included to allow for the galaxy profile to deviate from that
f the matter. As in Salcedo et al. ( 2020b ), we use the fits of
orrea et al. ( 2015 ) to assign halo concentrations because they were
alibrated using significantly higher resolution simulations than our
bacusCosmos boxes. 
Following Wibking et al. ( 2019 ; see also McEwen & Weinberg

018 ; Salcedo et al. 2020b ; Xu et al. 2021 ) we allow for the
ossibility of galaxy assembly bias. Galaxy assembly bias refers
o the possibility for galaxy occupation at fixed host halo mass to
epend on properties other than halo mass. In combination with
alo assembly bias, this can boost the large-scale clustering of
alaxies (e.g. Croton et al. 2007 ; Zu et al. 2008 ), and it represents an
mportant source of systematic uncertainty in current cosmological
nalyses. It is currently unclear which halo internal property, if any,
NRAS 510, 5376–5391 (2022) 
s responsible for galaxy assembly bias. Ho we ver, in the context
f a cosmological analysis, in which assembly bias is treated as
 nuisance effect to be marginalized o v er, it is only important to
 har acterize its potential effects. Therefore, we choose to allow the
entral and satellite occupations to vary on a halo-by-halo basis based
n the matter o v erdensity measured in a top-hat spheres of radius
 . 0 h 

−1 Mpc centred on each individual halo δm 

8 . This environmental
ependence is written as 

log M min = log M min , 0 + Q cen ( ̃ δm 

8 − 0 . 5) , (4) 

log M 1 = log M 1 , 0 + Q sat ( ̃ δm 

8 − 0 . 5) , (5) 

here Q cen and Q sat express the strength of the dependence of M min 

nd M 1 , respectively, on environment and ˜ δm 

8 ∈ [0 , 1] is the normal-
zed rank of δm 

8 within a narrow mass bin. In this parametrization
he case of Q cen = Q sat = 0.0 corresponds to having no assembly
ias. This parametrization has been found to provide a reasonable
escription of galaxy assembly bias effects in semi-analytic models
nd hydrodynamic simulations (e.g. Artale et al. 2018 ; Zehavi
t al. 2018 ; Bose et al. 2019 ; Contreras et al. 2019 ; Xu et al.
021 ). Despite this success we note that further work is required
o establish the optimal scale at which the o v erdensity is measured
o implement galaxy assembly bias in an HOD context or if a model
hat more flexibly combines information from multiple scales is
ecessary. 
The Y3 DES 3 × 2pt. cosmological analysis (DES Collaboration

021 ) considered both the redMaGiC galaxy sample and an apparent
agnitude-limited sample (Porredon et al. 2021 ), adopting the latter

or its fiducial results. We expect that our HOD parametrization
ould adequately represent this magnitude-limited sample, but

he fiducial parameters would be quite different from those for
edMaGiC, with higher n gal , higher f cen , shallower α, and perhaps
maller σ log M , based on SDSS results at low redshift (Zehavi et al.
011 ). Because of the higher n gal , the magnitude-limited sample
hould yield smaller statistical errors, particularly for ��, and might
herefore achieve tighter statistical constraints than those forecast
ere. Ho we ver, there are additional complications in modelling this
ample because of the lower precision of photometric redshifts, and
e have not investigated the impact of these complications. 

 EMULATI ON  O F  C O S M O L O G I C A L  

BSERVABLES  

.1 Clustering and weak-lensing statistics 

e use CORRFUNC (Sinha & Garrison 2017 ) to compute the real-
pace galaxy autocorrelation function ξ gg ( r p , π ) and galaxy-matter
ross-correlation function ξ gm ( r p , π ) in 20 equal logarithmically
paced bins of r p co v ering scales 0 . 3 < r p < 30 . 0 h 

−1 Mpc and 100
qual linearly spaced bins out to 
 max = 100 . 0 h 

−1 Mpc . These
eal-space correlation functions are used to calculate the more
bserv ationally moti v ated quantities w p , gg ( r p ) and ��( r p ), 

 p,AB ( r p ) = 2 
∫ 
 max 

0 
ξAB ( r p , π ) , (6) 

�( r p ) = �m ρcrit 

[ 

2 

r 2 p 

∫ r p 

0 
r ′ w p,gm ( r 

′ ) dr ′ − w p,gm ( r p ) 

] 

. (7) 

or a given source redshift distribution, ��( r p ) is proportional to
he observable tangential shear profile, 

t ( r p ) = 

��( r p ) 

� 

, (8) 
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here the critical surface density � crit is 

 crit = 

c 2 

4 πG 

H ( z src − z lens ) D c ( z src ) 

D c ( z lens ) [ D c ( z src ) − D c ( z lens ) ] (1 + z lens ) 
, (9) 

nd where D c ( z) denotes the comoving distance to redshift z with the
eaviside step function H enforcing the convention that � crit ( z src <

 lens ) = 0. 
Errors in photometric redshift estimation can introduce errors into 
 crit and therefore ��. Additionally, errors in shear calibration will 

ntroduce errors in �� through γ t . We characterize the effect of these
rrors by introducing a scale-independent lensing bias parameter 
 lens , 

� obs ( r p ) = A lens × �� true ( r p ) . (10) 

e include A lens as an additional nuisance parameter that we 
arginalize o v er in our forecasts in Section 5. The DES Y3 analysis
nds evidence of internal inconsistency between the clustering 
nd GGL of redMaGiC galaxies, which the y tentativ ely ascribe to
n undiagnosed systematic in the clustering measurements (DES 

ollaboration 2021 ; P ande y et al. 2021 ). They model this effect
ith a nuisance parameter X lens that scales the predicted GGL signal 

elative to clustering, inferring a value X lens ≈ 0.9 rather than the 
heoretically expected 1.0. We suspect that our forecasts would be 
imilar if we replaced A lens with X lens as a nuisance parameter and
dopted the same fractional prior (3 per cent in our fiducial case). 
o we v er, we hav e not inv estigated this alternativ e parametrization
f systematics. Our forecasts implicitly assume that the systematics 
uggested by Y3 redMaGiC galaxy clustering will be controlled in 
he final analysis, at least to the level represented by our A lens prior. 

In addition to a multiplicative lensing bias, so-called ‘boost’ 
actors will also affect the g alaxy–g alaxy lensing signal of redMaGiC
alaxies. These are a correction to the measured lensing signal to 
ccount for the presence of lens-source clustering. In the case of
edMaGiC galaxies, boost factors significantly impact the small- 
cale lensing signal, but their uncertainties are relatively small (e.g. 
rat et al. 2021 ) and subdominant to our statistical errors. Therefore,
e do not model boost factors for our forecast analysis. 
Our choice to model the projected correlation function of red- 
aGiC selected galaxies is somewhat idiosyncratic, since these 

alaxies have photometrically estimated redshifts. Photometric sam- 
les are more commonly characterized by the angular correlation 
unction in photo-z bins, whereas w p , gg uses the photo-z’s of each pair
f galaxies to estimate the separations of r p and π . The redMaGiC
lgorithm produces impressively precise photometric redshifts in the 
edshift range z = 0.1 −0.7, roughly 1 –2 per cent in terms of 1 +
 phot (Rozo et al. 2016 ). Given our fiducial cosmology, this precision
orresponds to 30 . 0 –60 . 0 h 

−1 Mpc errors in line-of-sight distance.
ecause we integrate to 
 max = 100 . 0 h 

−1 Mpc , the photo-z errors
ill mildly depress w p , gg ( r p ) by a scale-independent factor (Wang

t al. 2019 ). In this paper we ignore this effect, implicitly taking for
ranted our ability to model it with good enough knowledge of photo-
 errors, and assuming its independence from HOD and cosmology. 
e examine this problem more fully in a forthcoming paper (Zeng 

t al. in prep.). 
To model the dependence of w p , gg on our HOD and cosmological 

arameters we choose to directly emulate a halo-model correction 
Wibking et al. 2020 ), 

 corr ( r p ) = 

w 
sim 

p,gg ( r p ) 

w 
model 
p,gg ( r p ) 

, (11) 

here w 
sim 

p,gg is calculated using CORRFUNC on our simulation mock 
alaxy catalogues, and w 

model 
p,gg is analytically calculated. This proce- 
ure has two major advantages, the first being that the ratio f corr has a
ignificantly smaller dynamic range than w 

sim 

p,gg . Additionally, w 
model 
p,gg 

s capable of capturing a significant amount of the sensitivity to our
OD and cosmological parameters with insignificant computational 

xpense. The upshot is that our emulation scheme is able to more
ccurately fit f corr than w 

sim 

p,gg . For g alaxy–g alaxy lensing, on the
ther hand, we have found that we can achieve acceptable modelling
rrors when emulating �� directly. This success may not hold for
 different set of modelling requirements (e.g. a larger surv e y that
ields smaller measurement errors), in which case we could emulate 
 similar halo-model correction for ��. 

To calculate w 
model 
p,gg we inte grate o v er an analytically calculated

eal-space galaxy autocorrelation function ξmodel 
gg , which is expressed 

s a quadrature sum of 1- and 2-halo terms, 

model 
gg ( r) = 

√ (
ξ 1h 
gg 

)2 + 

(
ξ 2h 
gg 

)2 
. (12) 

he two-halo term is given by, 

2h 
gg = b 2 g × ξmm ( r) , (13) 

here ξmm is the linear theory matter–matter correlation function 
nd b g is the galaxy-bias calculated by inte grating o v er the HOD and
alo-mass function d n h /d M h and halo bias function b h ( M h ), 

 g = 

1 

n gal 

∫ ∞ 

0 
d M h 

d n h 
d M h 

< N ( M h ) > b h ( M h ) . (14) 

he more complicated 1-halo term is a sum of central–satellite DD cs 

nd satellite–satellite DD ss pairs, 

 + ξgg ( r ) = 

DD cs ( r ) + DD ss ( r) 

R R ( r) 
, (15) 

here RR ( r ) = 2 πr 2 n g . These terms are written as, 

D cs ( r) = 

∫ ∞ 

0 
〈 N cen ( M h ) 〉〈 N sat ( M h ) 〉 I ′ 

(
r 

r h ( M h ) 
, c vir ( M h ) 

)

× d n h 
d M h 

1 

r h ( M h ) 
d M h , (16) 

D ss ( r) = 

1 

2 

∫ ∞ 

0 
〈 N sat ( M h ) 〉 2 F 

′ 
(

r 

r h ( M h ) 
, c vir ( M h ) 

)

× d n h 
d M h 

1 

r h ( M h ) 
d M h , (17) 

here I 
′ 

and F 

′ 
are dimensionless, differential pair count functions 

or an NFW profile. In the interest of brevity we omit expressions
or these terms and direct the reader to the appendices of Wibking
t al. ( 2020 ) for them. In the calculation of the 1- and 2-halo terms we
tilize the mass function d n h /d M h of Tinker et al. ( 2008 ), the halo bias
unction b h ( M h ) of Tinker et al. ( 2010 ), and the redshift-dependent
oncentration–mass relation of Correa et al. ( 2015 ). The matter–
atter correlation function ξmm is obtained by Fourier transforming 

he linear matter power spectrum calculated with the fitting formula 
f Eisenstein & Hu ( 1998 ). Although this calculation of ξmodel 

gg would
ot be accurate enough on its own for DES analysis, it allows us to
onstruct a high-accuracy emulator. 

.2 Emulation using Gaussian processes 

o model the dependence of w p , gg and �� on cosmological and
OD parameters, we implement the Gaussian process emulation 

cheme of Wibking et al. ( 2020 ). This amounts to performing a
aussian process regression with a squared-exponential kernel in 

ach radial bin of f corr = w 
sim 

p,gg /w 
model 
p,gg and ��. In each bin the
MNRAS 510, 5376–5391 (2022) 
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Table 1. Fiducial model parameters (HOD and cosmological). 

Parameter Fiducial value Sampling range Description 

n gal × 10 3 1 . 0 h 3 Mpc −3 [0 . 8 , 1 . 2] × h 3 Mpc −3 galaxy number density 
σ log M 0.6 [0.4, 0.8] width of central occupation cutoff 
M 1 

M min 
30.0 [20.0, 50.0] satellite fraction parameter 

M 0 
M 1 

0.2 − satellite cutoff parameter 
α 1.5 [1.2,1.8] slope of satellite occupation power law 

f cen 0.6 [0.4, 0.8] central incompleteness factor 
A con 1.0 [0.5, 2.0] galaxy concentration factor 
Q cen 0.0 [ −0.3, 0.3] central galaxy assembly bias parameter 
Q sat 0.0 [ −0.3, 0.3] satellite galaxy assembly bias parameter 

A lens 1.0 − scale independent lensing bias parameter 

�m 0.314 [0.253, 0.367] cosmological matter density 
σ 8 0.83 [0.65, 1.0] power spectrum amplitude 
H 0 67.26 [61.567, 74.793] Hubble constant 
w 0 −1.00 [ −1.370, −0.655] equation of state of dark energy 
n s 0.9652 [0.9300, 0.9898] scalar spectral index 
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yperparameters of the kernel are obtained by maximizing the leave-
ne-out cross validation pseudo-likelihood. For more details on this
rocess we direct the reader to the rele v ant appendices in Wibking
t al. ( 2020 ). 

The input data for this emulation are computed from 1000
osmology and HOD models obtained from assigning 25 randomly
enerated HOD models to each of the 40 AbacusCosmos simulations
escribed in Section 2.1. The cosmological models used in these 40
imulations are drawn from constraints from CMB, BAO, and SN
ata (Anderson et al. 2014 ) using the Latin hypercube sampling
ethod of Heitmann et al. ( 2009 ). To obtain HOD parametrizations
e Latin hypercube sample o v er flat probability density distributions

n the ranges given in Table 1 . 2 While not strictly necessary in a
orecast context, these ranges are chosen to produce a large volume
n parameter space to demonstrate the utility of our emulation
cheme. Also listed in Table 1 are fiducial values of each parameter
hosen to roughly describe the high-density sample of redMaGiC
alaxies. We use these fiducial values to compute derivatives with
espect to our combined HOD and cosmological parameter vector.

e produce 1000 HOD parametrizations using this method and
andomly assign 25 to each of the 40 AbacusCosmos cosmologies
ithout replacement. For each combination of HOD and cosmology
e compute f corr and �� as described in Section 3.1. The set of
000 f corr and �� models serves as the input to our Gaussian process
mulator. 

In Fig. 1 we show the input data set for emulation (top panels)
f f corr and �� as well as the respective modelling errors we obtain
bottom panels). The left-hand panels correspond to �� while the
ight-hand panels correspond to w p , gg . Each top panel shows the
ducial model in black with 1000 additional faint lines representing

he models we use to construct our emulator. We can see that the
arameter space we model co v ers a large range in amplitude for
oth of our observables. Each bottom panel shows the respective
eave-one-out-simulation error. This error is computed by training
he emulator with all elements of the training set except for those
ssociated with one of the 40 AbacusCosmos boxes, then comparing
 Note that in our HOD analysis we choose to consider the galaxy number 
ensity n gal as a parameter because it provides a direct observational constraint 
n the HOD. Consequently, we do not consider M min , M 1 , or M 0 directly as 
arameters but instead model the ratios M 1 / M min and M 0 / M 1 . 

t  

a  

i  

A  

m  

i  
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t to the observable computed with that simulation (cosmology) and
OD parametrization. This functions as a conserv ati ve estimate of

he accuracy of our emulator. The yellow region in each panel shows
he diagonal errors we assume for our forecast of DES-Y6 clustering
nd g alaxy–g alaxy lensing. We can see that for both w p , gg and �� 

ur modelling errors are comparable to the statistical errors. For
 p , gg we can see that the 1 σ errors are noticeably larger than the
5th/85th error percentiles at small scales indicating that the errors
re non-Gaussian. The outliers in error space are also outliers in
 p , gg space, so the 15th/18th percentile curves are more indicative of
odelling errors that would appear in a likelihood analysis of data.
urthermore, the range of models being emulated is much larger

han the ±5 σ range expected from the DES errors, and training
nd applying the emulator o v er a more restricted range compatible
ith the measurements would yield still smaller emulator errors. We

onclude that the current emulator is probably accurate enough to
odel �� and w p , gg in the final DES data, at least within our adopted

arametric model, though further testing in the context of the final
easurements will be desirable. 

.3 Cosmological and HOD deri v ati v es 

o compute deri v ati ves for use in our Fisher forecast analysis, we
se our emulator to compute w p , gg and �� at the fiducial values
isted in Table 1 and steps up and down in each of our parameters.

hen using these deri v ati ves to compute forecast constraints we
dditionally smooth them with a Savitsky–Golay filter. Rather than
lot the deri v ati ves directly, in Fig. 2 we instead examine the impact
f fixed variations in parameters for w p , gg and ��. Curves in the
gure are computed using simulations (snapshots at z = 0.5). In each
anel red (blue) curves show the effect of increasing (decreasing) the
ndicated parameter relative to the fiducial value for �� (solid lines)
nd w p , gg (dashed lines). 

We begin by examining the effects of parameter changes on ��.
e see that a decrease in the galaxy number density n gal corresponds

o an increase in �� at all scales. Recall that we treat n gal as an
djustable HOD parameter, not M min , so when we reduce n gal we
ncrease M min and M 1 at fixed M 1 / M min to achieve the new density.
t small scales this has a significant effect on �� by increasing the
ean mass of haloes that host galaxies. At large scales this increase

n mean host halo mass leads to a small-scale independent increase
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Figure 1. �� (left) and w p , gg (right) as predicted by our simulations in our z = 0.5 bin. Each of the grey-scale lines plots one of the 1000 training 
HOD + cosmology models we use to compute our emulator, while the black line shows the prediction for our fiducial model. The respective bottom panels 
show the leave-one-out emulator error for our two observables compared with the predicted observable covariance, plotted as a yellow band. 
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n the galaxy bias. Turning to σ log M we see that an increase in the
arameter decreases �� at all scales. At large scales this behaviour 
s similar to the case of raising n gal : an increase in σ log M corresponds
o a decrease in the mean host halo mass and therefore the galaxy
ias. At small scales the increase in σ log M leads to a decrease in the
atellite fraction. This small-scale sensitivity exhibits an interesting 
cale dependence, peaking around 1 . 0 −2 . 0 h 

−1 Mpc , due to the offset
n the positions of satellites and the peak of the matter distribution at
he center of the host halo. 

The parameters M 1 / M min and α exhibit very similar behaviour. 
ncreasing (decreasing) α ( M 1 / M min ) increases the galaxy bias and
atellite fraction, leading to a boost to the amplitude of �� at all
cales. We note that the extent to which the satellite fraction is
ncreased due to changes in M 1 and M min at fixed M 1 / M min depends
n the value of α. Because α is relatively high, with a fiducial value
f 1.5, a decrease in M 1 contributes relatively more satellites than 
n equal decrease in M min contributes centrals. Depending on the 
hape of the halo mass function, a lo wer v alue of α could reverse this
ituation. 

The remaining HOD parameters f cen , A con , Q cen , and Q sat exhibit
ore interesting behaviour. When f cen is decreased this boosts the 

arge scales of �� by increasing the satellite fraction (since n gal is
eld fixed) and therefore the galaxy bias. Ho we ver, at the smallest
cales this leads to a decrease in ��. This is because central galaxies
esiding in the most massive haloes contribute significantly to ��. 
nlike changes in the satellite fraction due to σ log M or M 1 / M min ,
hanging f cen remo v es some of these high-signal central galaxies.
n increase in the parameter A con increases the concentration of 

atellite galaxies. This mo v es satellites closer to the peak of the
atter distribution within haloes and therefore increases the 1-halo 

erm of ��. Because A con does not affect the mean occupation at all,
t has no effect on large scales. 

Turning to the first of our assembly bias parameters we see that
 decrease in Q cen boosts �� at all scales. This is because ne gativ e
alues of Q cen decrease M min for haloes in dense environments. This
eads to a significant increase in �� at large scales peaking around
 . 0 h 

−1 Mpc . The effect decreases towards small scales, though it
oes not vanish. Similarly a decrease in Q sat decreases M 1 for haloes
n dense environments, boosting �� at all scales. Interestingly, Q sat 

as a much smaller effect on �� than Q cen . This is because the
ariation in bias for low-mass haloes that may host a central is much
arger than for the high-mass haloes that host satellites. 

Next are our cosmological parameters. We see that an increase in
m leads to an increase in �� at all scales, with some mild scale

ependence at small scales. The effect of increasing �m on the linear
ower spectrum is to shift it towards higher k , or equivalently to
hift ξmm towards lower r . This leads to a decrease in ξmm at large
cales and an increase at small scales that is suppressed by non-linear
volution. The large scale decrease is counteracted and o v ercome by
he increase in the �m ρcrit pre-factor in ��, and the increase in
� at small scales is larger still. Increasing σ 8 also increases �� 

t all scales though with a different scale dependence that peaks at
MNRAS 510, 5376–5391 (2022) 
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Figure 2. Fractional changes to �� (solid lines) and w p , gg (dashed lines) induced by changes in HOD and cosmological parameters at z = 0.5. In each 
panel red and blue curves show the emulator-predicted change of the observable for the parameter values indicted in the panel legend while holding all other 
parameters fixed. 
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 p ≈ 2 . 0 –3 . 0 h 
−1 Mpc . This is directly due to an increase in ξmm at

ll scales. An increase in H 0 , like an increase in �m , shifts the linear
ower spectrum towards higher k , and the impact on the �m ρcrit 

re-factor is absorbed by measuring �� in units of h −1 M � pc 2 .
he impact is a small decrease in �� at large r p . Note that when
e compute deri v ati ves with respect to σ 8 we use the value of σ 8 

t z = 0 rather than the rele v ant snapshot redshift. In principle,
his choice can affect our constraints, but in practice the effect is
mall. 

Increasing w 0 from −1.0 to −0.9 leads to a slight scale indepen-
ent increase in ��, which is due to the analogous increase in ξmm .
ith w 0 = −0.9, structure growth ‘freezes’ at slightly higher redshift,

nd with σ 8 fixed at z = 0 the implied clustering at z > 0 is larger.
ncreasing n s makes the linear power spectrum bluer, decreasing
he large scale ξmm (and thus ��) relative to the 8 . 0 h 

−1 Mpc
cale. The converse effect on small scales is damped by non-linear
volution. 

Turning to w p , gg , we see similar behaviour as �� for many of
ur HOD parameters, particularly at large scales. As discussed in the
� case, the most important effect an HOD parameter can have on

arge scales is to change the galaxy bias by changing the mean host
alo mass. We can see this in the case of n gal , σ log M , M 1 / M min , α, and
 cen , where the effects on the large scales of w p , gg of our parameter
ariations are qualitatively similar to those for ��. There are subtle
ifferences in scale dependence at large scales due to the fact that
� is an excess surface density rather than a local o v erdensity. At

mall scales there are more significant differences between w p , gg 

nd �� because of the strong impact of the satellite fraction on
gg in the 1-halo re gime. F or n gal the small-scale effect is opposite

n sign to the large-scale effect because the increase of satellite
alaxies dominates o v er the reduction in the galaxy bias. Our next
NRAS 510, 5376–5391 (2022) 
hree parameters, σ log M , M 1 / M min , and α, exhibit similar small-scale
ehaviour because they all also increase the satellite fraction at fixed
 gal . 
In contrast the central incompleteness parameter f cen exhibits

ignificantly different behaviour at small scales than ��. Because
 p , gg includes a satellite–satellite contribution to the 1-halo term,

ncreasing the satellite fraction with a reduced f cen at fixed n gal leads
o an increase in the 1-halo term at all scales. Turning to A con we
ee further differences in small-scale behaviour. An increase in A con 

oosts the very smallest scales of w p , gg but has a compensatory
ecrease at larger scales still within the 1-halo term. This is because
he pairs gained at small scales by sharpening the galaxy profile
oncentration are lost at larger scales. 

Our assembly bias parameters also exhibit different behaviour than
n the case of ��. A decrease of Q cen increases w p , gg at all scales
ut does so more significantly than for ��. We also observe the
ame peak around 8 . 0 h 

−1 Mpc , but it is much smoother. The satellite
ssembly bias parameter Q sat exhibits similar behaviour for w p , gg and
� at large scales, but it differs at small scales. Interestingly, both
 decrease and increase of Q sat boost the small scales of w p , gg . This
s because we have chosen for our fiducial value Q sat = 0.0, which
inimizes the value of the second moment of the halo occupation

 N 
2 
gal ( M h ) 〉 . 
The effect of our cosmological parameters on w p , gg is in most

ases similar to the effect on ��, albeit with different detailed
cale dependence. The notable exceptions are �m and n s at small
cales. Unlike the case of ��, an increase in �m leads to a decrease
n w p , gg because there is no longer a pre-factor proportional to
m . The small-scale behaviour follows from the upward shift in

he halo mass function caused by higher �m . To achieve the same
umber density at fixed M 1 / M min , both M 1 and M min must shift to

art/stab3793_f2.eps


DES lensing and galaxy clustering forecasts 5383 

h  

s
o  

d  

f

3

R  

o
i  

w
e
m  

e
t
d
f
t
i
d

4

W
t  

c
a
a  

e  

l
t
s
s
w  

d  

f
m
c
i

c  

c  

2  

n  

u
t
b
f

C

w
t  

t
(

C

T  

a
c

s  

n
s
f  

a  

c  

b
a
u
m
f
t  

S  

a  

n
m
a
c

 

c
c  

z  

o  

s  

w  

s
o  

a  

a  

s

5

5

W
l  

d  

d
G  

o  

i  

c
r  

3  

(  

t  

w

f  

s  

c
w
t  

o
σ

o

3 fig. 5 of Salcedo et al. ( 2020b ) shows the magnitude of this non-Gaussian 
contribution, boosting the diagonal elements of the w p , gg covariance matrix 
by a factor of 3 on 1-halo scales. 
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igh values. As discussed previously this leads to a decrease in the
atellite fraction and therefore depresses the 1-halo term. The origin 
f the small-scale impact of n s is not obvious, but we suspect it
erives from the effect of the power spectrum shape on the halo mass
unction. 

.4 Summary 

egardless of the detailed explanations of each curve in Fig. 2 ,
ur critical finding is that each parameter that has a significant 
mpact on �� or w p , gg does so with a distinct scale dependence,
hich is typically different for the two observables. Therefore, 

ven though the HOD introduces many free parameters, precise 
easurements of �� and w p , gg o v er a wide dynamic range provide

nough information to break parameter degeneracies and achieve 
ight constraints on cosmological parameters. The distinctive scale 
ependence arises because we span the linear , trans-linear , and 
ully non-linear regimes. Modelling measurements into small scales 
hus offers the prospect of significantly improving cosmological 
nferences from weak lensing and galaxy clustering data, as we 
emonstrate in subsequent sections. 

 C OVA R I A N C E  ESTIMATION  

e use a combination of analytic and numerical methods to compute 
he observ able cov ariance matrix for w p , gg and ��. We analytically
ompute the �� covariance using a Gaussian formalism, i.e. 
ssuming the galaxy and matter fields are Gaussian random and 
dding a shape noise contribution (e.g. Singh et al. 2017 ; Wibking
t al. 2020 ). Recently, Wu et al. ( 2019 ), in the context of cluster weak
ensing, showed that the standard Gaussian formalism for computing 
he lensing covariance becomes insufficient when the large-scale 
tructure contribution to the covariance becomes comparable to 
hape noise. Because our �� covariance is shape-noise dominated 
e utilize the standard Gaussian formalism, but we note that in a
eeper weak lensing surv e y than DES it may become insufficient
or g alaxy–g alaxy lensing as well. Because the lensing covariance 
atrix is shape-noise dominated, we also ignore the cross-observable 

ovariance with w p , gg and treat the two observables as independent 
n all that follows. 

We include a correction to the �� covariance matrix to analyti- 
ally marginalize o v er potential contributions from a point mass at the
enter of each galaxy lens (e.g. MacCrann et al. 2020 ; Wibking et al.
020 ). This enclosed point mass, which is allowed to be positive or
e gativ e, can represent the impact of small-scale substructure that is
nresolved and absent from our simulations. It can also characterize 
he impact of baryonic physics effects like dissipation and feed- 
ack. In the covariance matrix, the point-mass correction takes the 
orm, 

˜ 
 = C + σ 2 v v T , (18) 

here v is a column vector with values 
[
r −2 
p, 0 , r 

−2 
p, 1 , ..., r 

−2 
p,N 

]
and σ is 

he width of the Gaussian prior on the enclosed point mass. We use
he Sherman–Morrison matrix identity and assume a flat prior on σ
e.g. MacCrann et al. 2020 ; Wibking et al. 2020 ), yielding 

˜ 
 
−1 = C 

−1 − C 
−1 v v T C 

−1 

v T C 
−1 v 

. (19) 

o compute the covariance for w p , gg , we use a combination of
nalytic and numerical methods. Unlike �� the covariance for w p , gg 

ontains a significant non-Gaussian contribution, particularly at small 
cales. 3 To account for this contribution we use bootstrap methods to
umerically compute the covariance using the 20 (1100 . 0 h 

−1 Mpc ) 3 

imulation boxes of a fiducial cosmology with different phases 
rom Garrison et al. ( 2018 ). Each box is divided into 25 equal
rea subvolumes in the x − y plane. In each subvolume w p , gg is
omputed in projection for the fiducial HOD model. We obtain 500
ootstrap resamples by choosing 500 subvolumes with replacement 
nd averaging w p , gg for each resample. These bootstrap resamples are 
sed to compute the covariance for w p , gg . This numerical covariance 
atrix is inherently noisy and may lead to optimistically biased 

orecasted parameter constraints. For this reason we also compute 
he Gaussian covariance for w p , gg (e.g. Cooray & Hu 2001 ; Marian,
mith & Angulo 2015 ; Krause & Eifler 2017 ; Singh et al. 2017 )
nd use the diagonal elements of the numerical covariance matrix to
ormalize the analytic correlation matrix. Thus, our final covariance 
atrix uses the Gaussian model to compute off-diagonal correlations 

nd the numerical simulations to compute variances and to scale 
orrelations to covariances. 

Our forecasts are meant to model DES weak lensing and galaxy
lustering with redMaGiC selected galaxies. Consequently, we 
onsider three bins of redshift for our galaxies, z = 0.15 −0.35,
 = 0.35 −0.55, and z = 0.55 −0.75, and we assume a surv e y area
f � = 5000 deg 2 . These bins are modelled using AbacusCosmos
imulation snapshots at z = 0.3, z = 0.5, and z = 0.7, respectively,
hich are also assumed as lens redshifts when calculating � crit . Mean

ource redshifts are computed using the source redshift distribution 
f Rozo, Wu & Schmidt ( 2011 ). This source redshift distribution is
lso used to compute source surface densities in each bin assuming
 total source surface density of � src = 10.0 arcmin −2 . We assume a
hape-noise per galaxy of σγ = 0.2. 

 C O S M O L O G I C A L  FORECASTS  

.1 Fiducial scenario 

e forecast parameter constraints for our fiducial scenario, a DES- 
ike surv e y, with the co variance matrix described in Section 4 and
eri v ati ves calculated by finite difference from emulator predictions
escribed in Section 3.3. Additionally, we impose a 5 per cent 
aussian prior on the galaxy number density and a 3 per cent prior
n A lens . The parameter A lens allows for some amount of scale
ndependent lensing bias. It can be thought of as representing some
ombination of uncertainty in shear calibration and photometric 
edshift errors that lead to uncertainty in � crit . Our choice of a
 per cent prior on A lens is loosely moti v ated by MacCrann et al.
 2022 ) and Myles et al. ( 2021 ). Note that we forecast constraints for
he natural logarithm of our parameters, except for Q cen and Q sat ,
hich can be zero or ne gativ e. 
Our fiducial scenario combines w p , gg and �� with information 

rom 0 . 3 h 
−1 Mpc < r p < 30 . 0 h 

−1 Mpc in the z = 0.35 −0.55 red-
hift bin. We focus on this single redshift bin for the sake of clarity,
hosen because it produces the strongest constraints. In Section 5.4 
e examine constraints from our other redshift bins. Results for 

his fiducial case are shown in Fig. 3 . The bottom left block shows
ur forecast with all cosmological parameters other than �m and 
8 fixed. The upper right block shows the fiducial constraints 
n all cosmological parameters (note that these constraints are 
MNRAS 510, 5376–5391 (2022) 
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Figure 3. Forecast parameter constraints (68 per cent and 95 per cent contours) for our fiducial scenario, assuming DES-Y6 surv e y parameters for galaxies 
between z = 0.35 −0.55, and using all scales 0 . 3 < r p < 30 . 0 h −1 Mpc of �� and w p , gg . The bottom block shows constraints on �m and σ 8 and all of our 
HOD parameters while holding all other cosmological parameters ( H 0 , w 0 , n s ) fixed at their fiducial values. The upper right block shows constraints on all 
cosmological parameters while marginalizing o v er all HOD parameters. Fully marginalized errors on each parameter are listed abo v e each PDF panel. Standard 
HOD parameters are labelled in green, extended HOD parameters in blue, and cosmological parameters in black. 
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arginalized o v er all other HOD and nuisance parameters, which
ave been suppressed for visual clarity). Typically other data, such
s CMB anisotropies, the supernova Hubble diagram, and the galaxy
ower spectrum, provide tight constraints on H 0 , w 0 , and n s , so the
xed parameter case is more representative of what DES can achieve
n ( �m , σ 8 ) in a multiprobe analysis. 
When σ 8 and �m are our only cosmological parameters the best

onstrained combination of the two is σ8 �
0 . 438 
m 

, with a 1 σ uncertainty
f 2 . 19 per cent after marginalizing o v er the halo–galaxy connection.
NRAS 510, 5376–5391 (2022) 
ndividual marginalized constraints on σ 8 and �m are 2 . 6 per cent
nd 3 . 2 per cent . Our choice to constraint σ 8 ( z = 0) rather than
8 ( z = 0.5) affects the �m − σ 8 constraint slightly because of the
ffect of �m on the gro wth factor, but the ef fect is smaller than our
recision. F or e xample, a 3 . 0 per cent dif ference in the v alue of �m 

orresponds to a sub-per cent change in the linear growth factor at
 = 0.5. There are significant degeneracies between σ 8 and HOD or
uisance parameters, particularly A lens and α. In the case of �m , there
s a significant de generac y with Q cen , likely due to the large scales of

art/stab3793_f3.eps
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Table 2. Parameter forecast uncertainties with H 0 , w 0 , and n s and fixed, in the z = 0.5 bin. 

Case � ln A lens � ln �m � ln σ 8 � ln S 8 

�� and w p , gg , A lens fixed – 0.031 0.021 0.012 
�� and w p , gg , A lens free, 3 per cent prior 0.028 0.032 0.026 0.022 
�� and w p , gg , A lens free, no prior 0.078 0.037 0.047 0.053 
�� and w p , gg , No point-mass, A lens fixed – 0.031 0.021 0.012 
�� and w p , gg , No point-mass, A lens free, 3 per cent prior 0.028 0.031 0.026 0.022 
�� and w p , gg , No point-mass, A lens free, no prior 0.078 0.036 0.047 0.053 
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Figure 4. Forecast constraints on ln S 8 as a function of A lens prior in the z = 

0.5 bin marginalized o v er all HOD parameters with all other cosmological 
parameters fixed. The black line shows results from all scales of �� and 
w p , gg , the red (blue) line shows results from small (large) scales of �� with 
all scales of w p , gg , and the green line shows the results from large scale of both 
�� and w p , gg . Points on these lines mark our fiducial forecast assumption 
of σ ( A lens ) = 0.03. Analogously coloured dashed lines show constraints with 
A lens fixed. 
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 p , gg . Among HOD parameters σ log M and M 1 / M min exhibit a strong
e generac y, leading to poor constraints on both parameters. This is
nsurprising as both parameters have virtually the same effect on 
oth of our observables (see Fig. 2 ). Interestingly f cen also exhibits
 strong de generac y with both σ log M and M 1 / M min , likely due to
he way all three parameters affect w p , gg . Our two assembly bias
arameters, Q cen and Q sat , also exhibit a strong de generac y with
ach other, likely due to their similar scale dependence at large r p .
onstraints on Q cen are much tighter than constraints on Q sat because 

t has a much stronger effect on our observables. 
When we forecast with all other cosmological parameters free 

e find constraints of 4 . 4 per cent and 7 . 7 per cent on σ 8 and �m , a
egradation by roughly a factor of 2. In this case, the best constrained
ombination of σ 8 and �m is σ8 �

0 . 444 
m 

with a forecasted constraint of 
 . 79 per cent , moderately degraded from the 2 . 19 per cent constraint
ith fixed H 0 , w 0 , and n s . With DES data alone, much of the ability

o break the �m − σ 8 de generac y comes from the shape of w p , gg ,
ut the impact of H 0 and n s on the linear power spectrum is largely
egenerate with that of �m . Leaving these parameters free therefore 
idens the constraints on �m and σ 8 individually but with less impact 
n their best constrained combination. The value of w 0 has little 
mpact on our observables (Fig. 2 ), and unsurprisingly we do not
orecast a meaningful w 0 constraint. The value of w 0 is somewhat 
egenerate with σ 8 and �m because σ 8 is defined at z = 0 and our
bservation redshift is z = 0.5. If we fix w 0 but leave H 0 and n s 
ree then the constraint on the best constrained parameter σ 8 and 
m combination σ8 �

0 . 604 
m 

impro v es to 2 . 3 per cent , similar to the
ase with all three parameters fixed. In contrast, the constraint on �m 

nly impro v es to 6 . 0 per cent compared to the 3 . 2 per cent constraint
hen H 0 , n s , and w 0 are fixed. We discuss constraints in the S 8 −
m plane below, for the fiducial scenario and other cases. 

.2 Impact of systematics: A lens and point-mass 

ur forecasts include two important sources of systematic uncer- 
ainty in ��. As described in Section 4 we modify our lensing
ovariance to marginalize over an enclosed point-mass. This point- 
ass marginalization is meant to characterize the impact of baryonic 

hysics on the mass profile within haloes as well as representing 
mall-scale substructure potentially unresolved by our simulations. 
e also include a multiplicative bias parameter A lens that captures 

otential scale independent errors in lensing calibration. This may 
e caused by errors in shear calibration or errors in the measurement
f � crit . 
To test the sensitivity of constraints to these systematics, we 

erform a variety of tests and list resulting forecasted constraints 
n A lens , �m , σ 8 , and S 8 = σ8 �

0 . 5 
m 

in Table 2 . In these tests we fix all
osmological parameters besides σ 8 and �m and we marginalize o v er 
ll HOD parameters. All of these results are for the z = 0.35 −0.55
in only. Our first series of tests utilizes the full datavector ( �� 

nd w p , gg ). We see that our constraints on A lens are largely prior
ominated; when A lens is free with no prior our datavector only
onstrains it at the 7 . 8 per cent level. This significantly degrades
ur forecast constraint on σ 8 , almost doubling the uncertainty 
rom 2 . 6 per cent to 4 . 7 per cent , but it has less of an effect
n �m . 
Because the impact of parameters other than A lens is scale- 

ependent, we might hope that modelling �� and w p , gg into 
on-linear scales could break the de generac y between A lens and
osmology. Table 2 shows that this is only partly the case. If we adopt
o prior on A lens , then our data vector constrains it to 7 . 8 per cent
nd constrains S 8 to 5 . 3 per cent . This is a huge impro v ement on
inear theory, where A lens and σ 8 are perfectly degenerate. Ho we ver, 
ith a 3 per cent A lens prior, the posterior uncertainty in A lens is only

lightly better at 2 . 8 per cent . Furthermore, the A lens uncertainty
emains a significant limitation, causing the S 8 uncertainty to be 
 . 2 per cent instead of the much stronger 1 . 2 per cent that could
e achieved if A lens were known perfectly. We further examine the
ensitivity of our constraints to our A lens prior in Fig. 4 , discussed
elow. 
We next test the robustness of our forecasts to our point-mass
arginalization scheme. We repeat each of the previous tests without 
MNRAS 510, 5376–5391 (2022) 
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Table 3. Parameter forecast uncertainties with H 0 , w 0 , and n s fixed in the z = 0.5 redshift bin. Also included are constraints on S 8 = σ8 �
0 . 5 
m . Entries in the 

first and second columns indicate which scales are retained in the �� and w p , gg datavectors, with ‘small’ indicating 0 . 3 –3 . 0 h −1 Mpc and ‘large’ indicating 
3 . 0 –30 . 0 h −1 Mpc . All cases assume a 3 per cent prior on A lens and marginalization o v er a point mass contribution to ��. 

�� w p , gg � ln 
n gal 
n fid 

� ln σ log M � ln M 1 
M min 

� ln α � Q cen � Q sat � ln A con � ln f cen � ln A lens � ln �m � ln σ 8 � ln S 8 

all all 0.049 0.698 0.334 0.083 0.063 0.373 0.704 0.299 0.028 0.032 0.026 0.022 
all – 0.050 3.353 0.990 0.709 0.275 3.234 5.763 1.095 0.030 0.354 0.233 0.238 
– all 0.050 1.649 0.678 0.162 0.123 0.613 1.108 0.564 0.030 0.061 0.184 0.206 

small all 0.050 1.185 0.521 0.095 0.105 0.472 0.803 0.468 0.030 0.037 0.028 0.027 
large all 0.050 0.858 0.394 0.138 0.066 0.422 1.032 0.350 0.029 0.036 0.034 0.027 

all small 0.050 0.825 0.431 0.139 0.110 0.899 1.172 0.359 0.029 0.065 0.053 0.029 
all large 0.050 1.439 0.594 0.190 0.085 0.522 0.846 0.554 0.029 0.036 0.037 0.030 

small small 0.050 1.558 0.734 0.171 0.250 1.815 1.435 0.638 0.030 0.125 0.079 0.042 
large large 0.050 2.499 1.078 0.628 0.130 0.636 4.756 0.843 0.029 0.040 0.056 0.046 
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ncluding this modification to the lensing covariance. We see that in
his case the point-mass marginalization has very little effect on the
nal constraints. When A lens is fixed it has a completely negligible
ffect. When we assume a 3 per cent prior on A lens or assume no
rior, the point-mass marginalization has a very small effect on
onstraints on �m . These results suggest that for our datavector,
he small scales of �� are not the most important regime for
onstraining �m or σ 8 . It may also appear to suggest that the point-
ass marginalization is unimportant, but we caution that this depends

n the choice of datavector and galaxy sample. Because our assumed
ensing covariance is shape-noise dominated, we can imagine a
uture scenario in which the errors on �� are substantially impro v ed
elativ e to w p , gg . Conv ersely, a sparser lens sample would have larger
rrors for both �� and w p , gg , but the impact on w p , gg could be larger.
n either scenario, including marginalization o v er a point-mass would
e more important because of the increased relative importance of
he small scales of ��. Also, while we are considering point-mass

arginalization as a proxy for baryonic physics uncertainties, it is
ecessary to check that it does in fact remo v e biases from baryonic
ffects at the DES statistical precision. 

.3 Relati v e contributions of scales 

able 3 examines a variety of alternative scenarios in which we omit
ifferent elements of the fiducial datavector. In all of these tests we
x all cosmological parameters other than �m and σ 8 and report
onstraints on S 8 = σ8 �

0 . 5 
m 

. We assume our fiducial 3 per cent prior
n A lens and 5 per cent prior on n gal , and we include the point-mass
arginalization term in the lensing covariance matrix. In addition

o omitting one of �� and w p , gg entirely, we also try omitting
mall ( r p < 3 . 0 h 

−1 Mpc ) and large ( r p > 3 . 0 h 
−1 Mpc ) scales of

ither. The choice of 3 . 0 h 
−1 Mpc roughly corresponds to a division

etween the linear regime and non-linear regime, and it also splits
ach observable into equal numbers of data points. The first line
f Table 3 (‘all all’) corresponds exactly to the fiducial scenario
hown in Fig. 3 . We again focus on the z = 0.5 redshift bin for
implicity. 

The second line of Table 3 shows a forecast with �� as the
nly observable. We see that the precision on all parameters has
e graded drastically, e xcept for n gal and A lens which hav e informativ e
riors. Compared to the fiducial case, the precision on σ 8 , �m ,
 8 degrades by roughly a factor of 10. This poor performance is
nsurprising: without g alaxy clustering, g alaxy–g alaxy lensing in
he linear regime has no cosmological constraining power because
f de generac y between b g and σ 8 , and non-linear scale-dependence
NRAS 510, 5376–5391 (2022) 
t DES measurement precision allows only moderate de generac y
reaking. 
We next consider the case of w p , gg on its own. We again see

hat all parameter constraints are significantly degraded, although
ot by as much as in the case of �� on its own. Constraints on
ll of our HOD parameters are significantly worse than with the
ull data vector, b ut are significantly better than from �� on its own.
his difference is not surprising in the context of Fig. 2 , which shows

hat w p , gg is generally more sensitive to the galaxy–halo connection,
articularly at small scales. Since many of these HOD parameters
re degenerate with each other, these individual impro v ements in
ensitivity synergize with each other to significantly impro v e o v erall
onstraints on the HOD. The large-scale shape of w p , gg constrains
m , so the cosmological parameter constraints from w p , gg alone are

etter than those from �� alone. Ho we ver, fractional errors in σ 8 and
 8 are still at the 20 per cent level, drastically worse than the fiducial
cenario. In linear theory the impact of b g and σ 8 on w p , gg would
e fully degenerate. Non-linear scaling provides enough leverage to
btain 20 per cent precision, but σ 8 remains significantly degenerate
ith HOD parameters. As expected, precise constraints on matter

lustering require both �� and w p , gg . 
The remaining lines of Table 3 show the impact of omitting small-

r large-scale measurements from one or both components of the
atavector. When we omit the large scales of �� (line 4, ‘small
ll’), the S 8 constraint degrades to 2 . 7 per cent from its fiducial
alue of 2 . 2 per cent . Both σ 8 and �m are individually degraded.
f we retain the large scales of �� instead of the small scales (line
, ‘large all’) then the S 8 precision is again 2 . 7 per cent . The fact
hat large and small scales of �� can independently give precise
 8 constraints in concert with w p , gg has encouraging implications.
odelling systematics and some measurement systematics are likely

o be very different in these two regimes, so comparing inferred
arameters will provide a strong test of robustness and a valuable
iagnostic of systematics if they are present. 
If we retain all scales of �� but use only the small or large

cales of w p , gg , then S 8 constraints degrade to 2 . 9 per cent or
 . 0 per cent , respectively. HOD constraints are typically much worse
f we have only large scales of w p , gg , so it may seem surprising
hat S 8 constraints are comparable. Ho we ver, in the linear regime
t is only the o v erall galaxy bias factor b g that matters, so large
rade-offs among HOD parameters may not have much impact
n S 8 precision. Furthermore, the large scales of w p , gg provide
etter �m constraints, so the breaking of �m − σ 8 de generac y is
onsiderably better for the ‘all large’ scenario than the ‘all small’
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Figure 5. Forecast constraints on ln S 8 as a function of redshift marginalized 
o v er all HOD parameters with all other cosmological parameters fixed. Red 
points show constraints with A lens fixed, while blue points show constraints 
from including our fiducial 3 per cent prior on A lens . Analogously coloured 
dashed lines show constraints from combining all three of our redshift bins. 
When combining redshift bins we constrain HOD parameters in each bin 
separately. 
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The final rows of Table 3 show cases in which we take either large
r small scales of both w p , gg and ��. The most important tak eaw ay
s the large gain in cosmological constraining power from using all 
cales of �� and w p , gg (first line of Table 3 ) versus using only scales
 p > 3 . 0 h 

−1 Mpc (last line). The impro v ement on S 8 precision from
 . 6 per cent to 2 . 2 per cent is equi v alent to a (4.6/2.2) 2 ≈ 4.4 increase
n surv e y area. The ‘small small’ scenario slightly outperforms
he ‘large large’ scenario, with a 4 . 2 per cent versus 4 . 6 per cent S 8 
recision. Ho we ver, gi ven the increased modelling complexity of
mall scales there is no reason to contemplate pursuing this scenario 
n practice, whereas the ‘large large’ scenario (in multiple redshift 
ins) is roughly analogous to the DES key project analyses performed 
o date. 

We summarize and expand upon some of these results in Fig. 4 .
urves show the constraint on S 8 marginalized o v er the HOD
ith all other cosmological parameters fixed as a function of the 
rior assumed on A lens . Each colour corresponds to a different 
orecast scenario from Table 3 , and analogous dashed lines show 

he constraint on S 8 when A lens is fixed. The black curve in Fig. 4
hows the relationship between the A lens prior and S 8 when the full
atavector is used. We see that if A lens were perfectly known then
he best constraint we could achieve with our z = 0.5 datavector is
bout a factor of two narrower than our fiducial scenario, 1 . 2 per cent
ersus 2 . 2 per cent . At large values of σ ( A lens ), the curve begins to
atten around σ ( A lens ) = 0.07 and asymptote towards a ∼5 per cent
onstraint on S 8 . This behaviour is consistent with our results in
able 2 ; when A lens is completely free our full datavector yields a
 . 8 per cent constraint on A lens and a 5 . 3 per cent constraint on S 8 .
he red and blue curves correspond to omitting the large and small
cales of ��, respectively. Finally the green curve shows results 
hen we omit the small scales of both of our observables. The relative 
rdering of these curves at a given σ ( A lens ) indicates the relative
mportance of the respective elements of the datav ector. Giv en our
ducial prior on A lens , the large and small scales of �� have similar

mpact on the constraint on S 8 . The large difference between the
lack and green curves emphasizes the value of the small scales of
oth observables. If the σ ( A lens ) prior could be tightened from 0.03
o 0.01 then the difference between all the scales and large scales
nalysis would be equi v alent a to (3.93/1.36) 2 ≈ 8.35 times increase
n surv e y area. 

.4 Dependence on redshift 

o far we have limited our forecasts to a bin of redshift z =
.35 −0.55. Since DES redMaGiC galaxies extend from redshift 
 = 0.15 −0.70, we now consider additional bins at lower and
igher redshift. Specifically, we define three bins in redshift, z = 

.15 −0.35, z = 0.35 −0.55, and z = 0.55 −0.70, and we use ABACUS

napshots at z = 0.3, z = 0.5, and z = 0.7, respectively, to compute
mulator deri v ati v es. We also compute separate co variance matrices
or each bin taking into account the full range in redshift in each
in. Comparing across bins we observe little qualitative difference 
n deri v ati ves for a gi ven parameter. Quantitati vely there is mild
volution, with most parameters having slightly larger effect at low 

edshift. A more important effect is the evolution of the covariance 
atrix. For w p , gg fractional errors, decrease with increasing redshift 

ecause of increasing bin v olume. For �� increasing v olume with
edshift is counteracted by fewer sources, which increases the shape 
oise contribution to the covariance and is dependent on the assumed 
ource redshift distribution from Rozo et al. ( 2011 ). Fractional errors
or �� impro v e going from the z = 0.3 to z = 0.5 redshift bin.
o we ver, going from z = 0.5 to z = 0.7 we find an increase
n fractional error because the increase in volume is not able to
ompensate for the loss in sources. 

Forecast results in all three redshift bins are shown in Fig. 5 . In
ach bin we forecast constraints on S 8 with our full datavector, w p , gg 

nd ��, with all other cosmological parameters fix ed. F or each bin
e perform two separate forecasts in which A lens is fixed (red points)
r free with a 3 per cent prior (blue points). Finally we indicate
he constraint on S 8 from combining all three bins together with
orizontal dashed lines. When combining constraints from multiple 
edshift bins we allow for different HOD parameters in each redshift
in and we assume redshift bins are independent. When A lens is free
e forecast constraints of 3 . 2 per cent , 2 . 2 per cent , and 2 . 4 per cent
n S 8 in the z = 0.3, z = 0.5, and z = 0.7 bins, respectively. Fixing
 lens impro v es these constraints to 2 . 6 per cent , 1 . 2 per cent , and
 . 3 per cent . As expected from our covariance matrices, we see that
ur constraint impro v es from z = 0.3 to z = 0.5. From z = 0.5 to
 = 0.7 the constraint slightly degrades. In this case the precision
as impro v ed for w p , gg but gotten worse for ��. When all three
edshift bins are combined we forecast constraints of 1 . 9 per cent and
 . 8 per cent on S 8 with A lens free and fix ed, respectiv ely. Both of these
onstraints slightly underperform simple quadrature combination of 
ndividual constraints. 

.5 Summary 

e have forecast cosmological parameter constraints for an analysis 
f g alaxy–g alaxy lensing �� and galaxy clustering w p , gg while
arginalizing o v er a fle xible HOD model and a scale independent

ensing bias parameter A lens . Fig. 6 summarizes our main results in
he S 8 − �m plane. The green contours in the left-hand panel show
ur fiducial scenario combining information from �� and w p , gg 

easured on scales 0 . 3 h 
−1 Mpc < r p < 30 . 0 h 

−1 Mpc in a DES-
MNRAS 510, 5376–5391 (2022) 
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Figure 6. Forecast constraints (68 per cent and 95 per cent contours) on S 8 = σ8 �
0 . 5 
m and �m with H 0 , n s , and w 0 fixed, summarizing some of our main results. 

Contours in the left-hand panel show constraints from just the z = 0.35 −0.55 bin, while the right-hand panel shows constraints from combining all three of our 
redshift bins. Blue contours show constraints when only the large scales of �� and w p , gg are used and a 3 per cent prior on A lens is assumed. Green contours 
show our fiducial scenario in which all scales of �� and w p , gg are used with a 3 per cent prior on A lens . Red contours show constraints from all scales of �� 

and w p , gg when our prior on A lens is sharpened to 1 per cent . 
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Figure 7. Forecast constraints on ln σ 8 as a function of minimum scale 
of �� and w p , gg . The constraint on ln σ 8 is marginalized o v er all HOD 

parameters with all other cosmological parameters fixed. The black solid line 
shows the case for the fiducial bin at z = 0.5 with A lens fixed, while blue and 
red lines show results from the z = 0.3 and z = 0.7 bins. The dashed black 
line shows the case for the fiducial bin at z = 0.5 with A lens included with our 
fiducial 3 per cent prior. For the sake of comparison analogously coloured 
triangles show constraints from the cluster weak-lensing ��, w p , cg , and 
w p , gg datavector of Salcedo et al. ( 2020b ) using all scales of 0 . 3 < r p < 

30 . 0 h −1 Mpc . Filled in triangles show constraints for the case of fixed scatter 
in the cluster mass–observable relation σln M c , while empty triangles show 

the case of free σln M c . 
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ike surv e y of galaxies within a bin of redshift z = 0.35 −0.55. For
his scenario we forecast 3 . 2 per cent and 2 . 2 per cent constraints on
m and S 8 . When the ‘small’ scales ( r p < 3 . 0 h 

−1 Mpc ) are omitted
rom such an analysis (blue contours) these constraints are degraded
o 4 . 0 per cent and 4 . 6 per cent , respecti vely. This dif ference in
recision on S 8 is equi v alent to a ∼4.4-fold increase in surv e y area,
llustrating the stakes of accurate modelling of non-linear scales. If
ur external prior on A lens is be sharpened to 1 per cent (red contours)
hen constraints on �m and S 8 sharpen even further to 3 . 1 per cent
nd 1 . 4 per cent , respectively. 

In the right-hand panel of Fig. 6 we show results for the same
hree forecast scenarios when combining all three of our redshift bins
panning z = 0.15 −0.70. When small scales of �� and w p , gg are
mitted (blue contours) using all three bins of redshift we forecast a
 . 6 per cent and 3 . 0 per cent constraint on �m and S 8 . This constraint
n S 8 is an impro v ement on the 4 . 6 per cent constraint from the z =
.5 bin, but it is still relatively weak. When the small scales are
lso included in the datavector we forecast 1 . 9 per cent constraints
n both �m and S 8 (and 2 . 0 per cent on σ 8 ). These constraints are
n impro v ement on the 3 . 2 per cent and 2 . 2 per cent obtained from
he z = 0.5 bin, though the S 8 gain is moderate in part because the
 lens uncertainty affects all three redshift bins coherently. When the
rior on A lens is reduced to 1 per cent these constraints impro v e to
 . 8 per cent on �m , 1 . 4 per cent on σ 8 , and 1 . 1 per cent constraint
n S 8 . This result shows the impressive gains that are attainable if
uture analyses can include small-scale information from galaxy–
alaxy lensing and clustering while controlling the uncertainty in
ensing calibration o v er a broad range in redshift z = 0.15 −0.70.
ur forecasts show that if those conditions are met the de generac y
etween �m and σ 8 can be broken to yield per cent-level constraints
n the amplitude of matter clustering. 
Fig. 7 presents a different summary form of our results, with an

mphasis on the information content of smaller scales. Here we have
NRAS 510, 5376–5391 (2022) 
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orecast constraints on σ 8 with fixed values of the other cosmological 
arameters including �m ; in a given redshift bin, fractional errors on 
8 at fixed �m are similar to the errors on S 8 with free �m . Filled
ircles and connecting solid curves show forecast constraints for the 
hree redshift bins with fixed A lens , as a function of the minimum
cale included in both �� and w p , gg (with r p, max = 30 . 0 h 

−1 Mpc
n all cases). At z = 0.5, the precision on σ 8 degrades moderately
s r p , min increases from 0 . 3 h 

−1 Mpc to 1 . 8 h 
−1 Mpc , then degrades

harply as r p , min crosses 2 . 0 h 
−1 Mpc . For z = 0.7, the precision

ith small r p , min is similar to z = 0.5, and it degrades more slowly
ith increasing r p , min until jumping sharply at r p, min = 8 . 0 h 

−1 Mpc .
or z = 0.3, the precision is lower as explained previously, and it

s nearly constant for r p, min ≤ 1 . 0 h 
−1 Mpc . The black dashed curve

hows the forecast at z = 0.5 with a 3 per cent prior on A lens . The
 lens uncertainty significantly degrades the σ 8 precision, as shown 
reviously in Table 2 , but the loss is smaller than one would expect
rom a naive quadrature combination of the A lens and σ 8 uncertainties, 
ven though both parameters have the same effect on �� in linear
heory. Determining σ 8 with a precision tighter than the A lens prior is
 benefit of working into the non-linear regime, where the impact of
8 is scale-dependent. 
Open triangles show the σ 8 precision forecasts from Salcedo 

t al. ( 2020b ) for a combination of three observables: cluster
eak lensing profiles �� c ( r p ), the projected cluster–galaxy cross-

orrelation function w p , cg ( r p ), and the projected g alaxy–g alaxy
orrelation function w p , gg ( r p ). These forecasts are computed in the
 = 0.15 −0.35 and z = 0.35 −0.55 redshift bins assuming DES-
ike cluster samples and weak lensing and clustering measurements, 
ith fixed A lens . We see that this three-observable combination can 

ttain a σ 8 precision comparable to that of GGL + clustering at 
 = 0.5 and better at z = 0.3. Salcedo et al. ( 2020b ) do not
ompute a forecast for z = 0.7. Although some systematics would 
e in common between these two analyses such as uncertainties in 
hear calibration and source photometric redshifts, many systematics 
ould be different. It is encouraging that clusters and GGL offer
arallel routes to high-precision constraints on matter clustering 
rom DES. The three-observable combination considered by Salcedo 
t al. ( 2020b ) constrains the scatter σln M c 

between true cluster mass
nd an observable mass proxy such as richness, which is the most
mportant nuisance parameter that affects cosmological constraints 
rom cluster weak lensing. Filled triangles show the still tighter 
onstraints that could be derived from cluster �� c alone if σln M c 

were 
nown independently. Wu et al. ( 2021 ) discuss cluster weak lensing
onstraints and the trade-off with σln M c 

and surv e y parameters in 
reater detail. 

 C O N C L U S I O N S  

e have investigated potential cosmological constraints from a 
ombination of g alaxy–g alaxy lensing �� and g alaxy clustering 
 p , gg measured using redMaGiC selected galaxies with the precision 

xpected in the final (Y6) data release of DES. We have computed
bservables using simulations from the ABACUSCOSMOS suite (Gar- 
ison et al. 2018 ) of N -body simulations and populating haloes with
ock galaxies using a flexible HOD parametrization that includes 

entral and satellite galaxy assembly bias. Using these observables 
e have constructed Gaussian process emulators (Wibking et al. 
020 ) of w p , gg and ��, which accurately model each observable 
 v er a wide range of scales 0 . 3 –30 . 0 h 

−1 Mpc and a large space of
OD and cosmological parameters. We have also included in our 

nalysis the effects of biased lensing calibration, represented by the 
arameter A lens . We assume a fiducial HOD that is meant to describe
he clustering of redMaGiC selected galaxies in DES; these values 
re listed in T able 1 . T o compute covariance matrices we have used
 mixture of analytic and numerical methods described in Section 4.
o represent potential measurements and modelling systematics, we 
ave included a parameter A lens that multiplies all scales of �� by a
ommon factor, and we have modified the weak lensing covariance 
atrix to analytically marginalize o v er a point mass contribution to
�. These parameters can represent effects such as shear calibration 

ias, photo-z bias, or baryonic modification of halo density profiles 
n small scales. 
With a 3 per cent prior on A lens , we forecast precision of

 . 9 per cent and 2 . 0 per cent on �m and σ 8 , respectively, from the
ombination of all three redshift bins, with fixed values of H 0 , n s ,
nd w 0 and separate marginalization o v er all HOD parameters in
ach redshift bin. The precision on S 8 is 1 . 9 per cent . If the prior
n A lens is sharpened to 1 per cent , then the S 8 constraint tightens to
 . 1 per cent . Our results demonstrate the great promise of modelling
GL and galaxy clustering into the non-linear regime using HOD 

nd N -body + emulator methods. If we restrict our datavectors
o scales r p ≥ 3 . 0 h 

−1 Mpc then the S 8 precision degrades by a
actor of 1.6, equi v alent to a factor of 2.5 in surv e y area. F or the
 per cent A lens prior the benefit of small scales is even larger, a
actor of 2.8 in S 8 precision (a factor of 7.7 in equi v alent surv e y
rea). For the z = 0.5 redshift bin, Sections 5.1–5.3 examine the
orrelations between HOD and cosmological parameters, the impact 
f different systematics assumptions, and the contribution of different 
cales of the two observables (Figs 2 –4 and Tables 2 and 3 ). In our
orecasts, point-mass marginalization does not noticeably degrade 
osmological parameter precision, but uncertainty ≥ 1 per cent in 
 lens does. 
The recent DES-Y3 3 × 2pt. cosmological analysis (DES Col- 

aboration 2021 ) uses only large-scale lensing and clustering data 
nd obtains 9.3 per cent, 6.1 per cent, and 2.2 per cent constraints
n �m , σ 8 , and S 8 . Comparison to our forecasts is difficult because
his analysis includes cosmic shear, uses a magnitude-limited sample 
nstead of redMaGiC, uses lower depth (Y3 versus Y6) DES data,
nd includes nuisance parameters we have not considered here 
such as intrinsic alignments). Closer to our scenarios, P ande y et al.
 2021 ) analysed DES-Y3 redMaGiC lensing and clustering in the
inear regime, obtaining 10.7 per cent and 4.2 per cent constraints
n �m and S 8 . They caution that their S 8 results are likely biased
y an unknown systematic causing internal inconsistency between 
edMaGiC lensing and clustering. We have implicitly assumed that 
his challenge can be o v ercome by the time of the final DES analyses
nd that remaining systematics can be adequately encapsulated by 
ur A lens parameter even if they arise from multiple contributing 
actors. 

Our emulator already appears accurate enough for the expected 
recision of final DES redMaGiC data (see Fig. 1 ), though further
esting and training on still larger simulation suites is desirable. 

e expect that our methods can be readily adapted to magnitude-
imited samples, which should allow more precise �� measurements 
hat require more careful treatment of photo- z errors. Fortunately, in
ddition to affording high statistical precision, analyses that extend to 
on-linear scales provide rich opportunities for internal consistency 
hecks and systematics tests, through distinctive scale dependence 
nd comparison among galaxy samples that have different HODs 
ut should yield consistent cosmological parameters. For our z = 0.5
orecast with all scales used in w p , gg , we find essentially equal cosmo-
ogical precision using scales r p > 3 h 

−1 Mpc and r p < 3 h 
−1 Mpc

n ��, allowing a strong consistency check between regimes where 
any systematics are very different. If there is a 5–10 per cent
MNRAS 510, 5376–5391 (2022) 
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iscrepancy between low redshift matter clustering and CMB-
ormalized � CDM predictions, as suggested by some but not all
ecent weak lensing studies, then final DES analyses will demonstrate
he discrepancy at high precision and allow initial explorations of
ts redshift and scale dependence. Alternatively, if early universe
uctuations and low redshift matter clustering are consistent at the
 per cent lev el, then maximally e xploiting the potential of Stage
II weak lensing surv e ys will demonstrate impressive success of
tandard cosmology and prepare the way for Stage IV dark energy
xperiments that are underway or beginning soon. 
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