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Recommender Systems (RecSys) provide suggestions in many decision-making processes. Given that groups
of people can perform many real-world activities (e.g., a group of people attending a conference looking for a
place to dine), the need for recommendations for groups has increased. A wide range of Group Recommender
Systems (GRecSys) has been developed to aggregate individual preferences to group preferences. We analyze
175 studies related to GRecSys. Previous works evaluate their systems using different types of groups (sizes
and cohesiveness), and most of such works focus on testing their systems using only one type of item, called
Experience Goods (EG). As a consequence, it is hard to get consistent conclusions about the performance
of GRecSys. We present the aggregation strategies and aggregation functions that GRecSys commonly use
to aggregate group members’ preferences. This study experimentally compares the performance (i.e., accu-
racy, ranking quality, and usefulness) using four metrics (Hit Ratio, Normalize Discounted Cumulative Gain,
Diversity, and Coverage) of eight representative RecSys for group recommendations on ephemeral groups.
Moreover, we use two different aggregation strategies, 10 different aggregation functions, and two different
types of items on two types of datasets (EG and Search Goods (SG)) containing real-life datasets. The results
show that the evaluation of GRecSys needs to use both EG and SG types of data, because the different char-
acteristics of datasets lead to different performance. GRecSys using Singular Value Decomposition or Neural
Collaborative Filtering methods work better than others. It is observed that the Average aggregation function
is the one that produces better results.
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1 INTRODUCTION

Recommender Systems (RecSys) help users get through the problem of information over-
load [89]. The main task of a recommender system is to provide suggestions to users or groups of
users in various decision-making processes, such as deciding the items to buy, the places to visit, or
the news to read [77]. Most existing works on RecSys make recommendations to individual users.
Increasing efforts have been put to make recommendations to groups of people [5, 18, 59].

This increase is because many real-world activities (e.g., dining at a restaurant, planning a trip)
are performed in groups. For such group activities, RecSys have to suggest relevant recommenda-
tions using the preferences of individual group members. Systems that make recommendations
for groups of users are called Group Recommender Systems (GRecSys). GRecSys deal with two
types of groups: persistent and ephemeral [73, 91]. This study focuses on comparing aggregation-
based RecSys for ephemeral groups. Ephemeral groups are formed in an ad hoc manner for a spe-
cific activity and may dissolve after the activity. Group members may form the group for the first
time [36, 43]. One key characteristic of ephemeral groups is the nonexistence of historical group
activities [31, 69]. This makes recommendations for ephemeral groups challenging. To alleviate
this issue, some studies [21, 91] attempt to relax ephemeral groups as occasional groups, in which
group members have sparse historical interactions. Most RecSys for ephemeral groups propose ag-
gregation strategies [76] and aggregation functions [30, 53] to combine the preferences of group
members when deriving the overall group preference toward an item of interest.

After analyzing 175 works related to GRecSys, we observe that although significant progress
has been made in this field, many challenges are not yet well addressed. One of these challenges is
how GRecSys are evaluated [15]. Each proposed solution establishes its objectives and evaluation
metrics without emphasizing comparisons with baselines considering different usage scenarios [23,
55]. This situation does not allow a fair comparison between methods, which generates many
questions such as which algorithm performs better in different situations, how and when they can
be used, and which solution is the best given a particular recommendation scenario (or setting).

We have identified three specific issues in the evaluation of GRecSys after a systematic review of
the literature in the recent years (i.e., 2010 to 2021). First, there is no defined standard regarding the
number of group members. Existing works use small groups [27, 69] medium-sized groups [34, 51],
large groups [47, 66], and even very large groups [2, 55]. The conclusions of these works are
sometimes contradictory. For example, some studies conclude that the performance of GRecSys
in small groups is better [6, 15], while others get the opposite conclusion (i.e., GRecSys generally
work worse for small groups [6, 63]).

Second, for pure ephemeral groups, to the best of our knowledge, there is no publicly available
dataset with ground truth information about groups and preferences of group members. Most
studies on ephemeral groups design their own strategies to create user groups. Groups can be
formed (a) randomly [25, 63], (b) with high cohesion among members (i.e., similar users) [65, 67],
(c) with entirely dissimilar members [23, 58], or (d) using combinations or variations of those
previous methods [16, 62]. Some studies [21, 91] relax the definition of ephemeral groups and use
datasets with information of occasional groups. Not all studies consider all these different types of
groups when conducting their evaluations. Moreover, studies using proprietary datasets usually
do not indicate how coherent (e.g., similar, dissimilar, random) the members are [68, 81].

Third, in online stores, items can be classified as Experience Goods (EG) and Search Goods
(SG) [57]. For example, movies are EG because a user needs to watch the movie to perceive its
attributes. Digital cameras are SG because a user can get its attributes without a previous interac-
tion. These items have features that influence the way users prefer one item over another. The vast
majority of research papers use the MovieLens dataset (http://grouplens.org/datasets/movielens/)
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Table 1. Papers Inclusion Criteria for the Systematic Review

Inclusion Criteria

IC1 The paper proposes a technique to recommend items for a group of users.
IC2 The paper presents a comparison of the proposed technique and other group recommender systems.
IC3 The paper proposes techniques and metrics to evaluate recommendations for a group of users.

or similar datasets. The evaluation using different types of items with various characteristics
has not been previously investigated. In summary, the lack of consistent evaluation settings about
GRecSys performance concerning the size of the groups, the characteristics of group members, and
the effectiveness in different types of items, raises certain doubts about in which scenarios a type
of GRecSys is better than another or if a particular approach can be used in a different scenario.
The main goal of this study is to experimentally compare the performance (i.e., accuracy, ranking
quality, and usefulness) of different aggregation-based GRecSys on ephemeral groups of different
characteristics (i.e., size and cohesion). The major contributions of this work are as follows:

e We implement GRecSys based on eight different individual recommender systems. The GRec-
Sys implements 10 aggregation functions, two aggregation strategies, four group sizes, and
four types of group cohesion (Table 4). Four metrics are implemented to measure GRecSys
performance. Different ephemeral groups are created. The implementation of the systems
with the different configurations is in Reference [24] for reusable purpose.

e This is the first extensive study on utilizing datasets from two different categories, SG and
EG, which have different characteristics. The datasets in Reference [24] can be used as a
benchmark for future studies.

e We have conducted extensive experiments and in-depth analysis. The summarized analysis
results (Section 6) can provide a guideline to future research in this direction.

The remainder of the article is organized as follows. We first present an overview of RecSys and
GRecSys in Section 2. In Section 3, we present the elements from different group recommendation
scenarios, including group sizes, group types, and item types. We describe the experimental set-
tings in Section 4. The results from our tests are presented in Section 5. Section 7 concludes the
article.

2 RECOMMENDER SYSTEMS

We have conducted a systematic review following [56]. We used three well-known databases (i.e.,
ACM, IEEE, and ScienceDirect) to find the literature related to GRecSys. We are interested in
works published in peer-reviewed venues for the recent years (i.e., from 2010 to 2021), having the
words “group” and “recommendation” (and its variations) in their titles. Three inclusion criteria (IC,
Table 1) were used to select papers for our review; this allowed us to obtain 175 papers.

2.1 RecSys for Individual Users

RecSys can be classified into six categories [20]: (i) collaborative filtering (CF), (ii) content-
based (CB), (iii) demographic, (iv) knowledge-based, (v) community-based, and (vi) hybrid.
Among these categories of RecSys, CF, CB, and Hybrid types are the most widely utilized.

The most common CF strategies are based on user-user (user-based) and item-item (item-based)
similarity [74]. The first type of CF is memory-based CF. RecSys from this type use ratings to
calculate the similarity between all pairs of users or items. The most commonly used are User-
based CF (UBCF) and Item-based CF (IBCF). These CF approaches can also be combined in a
single approach, which uses a weighted mean for the predictions of both UBCF and IBCF methods.
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In this work, we refer to this combined method as IUCF. The second type of CF is model-based CF,
which use a singular value decomposition (SVD) method [49] to decompose a sparse matrix
(user matrix and item matrix) into two latent factor matrices. SVD++ [90] is an extension of the
SVD algorithm.

Content-based approaches use information about items’ features [14]. Based on these features,
CB systems build item profiles and user preference profiles. With this information, CB systems
build a model explaining the interactions between users and items. Hybrid systems combine CF
with CB to address the limitations in CF or CB by using different strategies, such as weighted,
mixed, switched, feature combination, and feature augmentation, to improve the accuracy of rec-
ommendations [19].

Deep Learning-based Recommender Systems have emerged combining RecSys from these three
categories and Deep Neural Networks (DNN) techniques. These methods attempt to obtain low-
level representations for the users and items (i.e., embeddings), whereas learning their relation-
ships directly from the data [42, 85]. Neural Collaborative Filtering (NCF) [41, 48] RecSys is
a state-of-the-art neural CF model and is considered as a generalization of Matrix Factorization
models [41, 42, 48]. NCF approaches use a DNN architecture to combine user and item embed-
dings to capture their interactions directly from data. Recent RecSys methods, suited as the basis
for aggregation-based RecSys, still use traditional approaches such as collaborative-filtering based
on similarity [3, 8, 9, 12, 13]. Some other works on RecSys use modifications of conventional meth-
ods such as matrix factorization [28, 70] and NCF techniques [41, 48]. Another set of works [38, 95]
applies newer techniques to utilize extra information (i.e., social relationships, tags, temporal in-
formation, user reviews, context) for making recommendations.

2.2 Recommender Systems for Groups

The RecSys recommending items to a group of users is called GRecSys [54]. Group recommendation
is a complex task. First, the preferences of each group member need to be considered. Depending
on the group characteristics, conflict may arise when users have different preferences toward the
same item or a set of items. Second, many strategies exist to aggregate preferences of individu-
als. Different strategies may output different recommendations, which could impact the group
members’ final satisfaction.

2.2.1 Aggregation Strategies. Algorithms for GRecSys are in many cases based on those al-
gorithms used in individual RecSys. Different aggregation strategies, derived from social choice
theory, are applied to these algorithms when used for group recommendations. Two basic aggre-
gation strategies exist for GRecSys [76]: (i) individual-recommendations aggregation, also called ag-
gregated predictions or aggregated ratings (PRED) and (ii) individual-preferences aggregation,
also called aggregated models or aggregated profiles (PROF).

Most works [60, 80] use the PRED aggregation strategy, which does the aggregation in a late
stage. The basic idea of this strategy is that recommendations are first made independently for
each group member. Then group recommendations are produced by aggregating the ratings for
each of these individual recommendations. Approaches using the PROF aggregation strategy [75,
92] creates a profile for a “virtual” user by aggregating each group member’s item preferences,
representing the preferences of the group. Therefore, the aggregation step is done first. Finally,
recommendations are calculated for this “virtual” user.

2.2.2  Aggregation Functions. For any of the aggregation strategies mentioned before, a ma-
jor concern is the generation of group recommendations considering each member’s individ-
ual preferences. Based on social choice theory, several aggregation functions were presented in
References [53] and [30]. Most works use some ‘consensus” functions. In Reference [94] an

ACM Transactions on Intelligent Systems and Technology, Vol. 13, No. 6, Article 98. Publication date: September 2022.



Evaluation of Aggregation-based GRecSys 98:5

Average function is implemented using the group members’ rating lists. A set of works use func-
tions focusing on those most popular items (i.e., majority voting). For example, Reference [96] uses
the Borda Count function. Similarly, some aggregation functions take into account only a subset of
user preferences. The most widely used is the Least Misery [34, 65] and the Most Pleasure [33, 65]
functions. We describe the aggregation functions utilized in this study as follows:

(1) Additive (ADD): This function ranks items based on the addition of group members’ ratings.

(2) Approval (APP): For each item, this function counts how many group members have rated
it above a threshold. Then, items are ranked using this count.

(3) Average (AVG): In this function, for each item, the average of group members’ ratings is
calculated, then the items are ranked based on their average.

(4) Average Without Misery (AWM): In this function, items with ratings below a certain
threshold are removed from the candidate list, then items are ranked based on their average.

(5) Borda Count (BC): This function first assigns a score to the items based on their ranking
in the list of each user. Then, it ranks the items using their total score.

(6) Least Misery (LM): This function recommends the item that maximizes the minimum rating
of all the group ratings.

(7) Most Pleasure (MP): This function measures the group’s satisfaction by using the maxi-
mum group members’ ratings.

(8) Most Respected Person (MRP): This function considers the expertise of group members
toward an item. The ratings of the users who are considered experts are used for the group.

(9) Multiplicative (MUL): In this function, items are ranked based on the result of multiplying
group members’ ratings.

(10) Popularity (POP): This function considers those items that are the most popular.

The formal definitions of these aggregation functions can be found in our technical report [26].
For different problems and domains, some of these strategies work better than others. Although
these strategies are frequently used, there is no formal study to indicate when to use one or the
other or if the combination of any of these can provide better results when they are used in
aggregation-based GRecSys. In this study, we evaluate these strategies for different scenarios.

2.2.3 Dynamic Aggregation Strategies. GRecSys should be able to learn users’ personal prefer-
ences and model how group members reach a decision. Based on representation learning, some
works have recently used Deep Learning-based (DL) techniques to find group preference repre-
sentations dynamically. These works find the representation of a group and use that representation
with techniques such as NCF [21, 37], neural preference encoders [73, 91], or Graph Neural Net-
works (GNN) [36] to make recommendations. Proposed models use the information regarding the
interaction of group members and items directly from the data to learn the influence that a group
member could have on a group.

An NCF framework [21, 22] is used to learn the aggregation strategy for both group recommen-
dation and item recommendation simultaneously. The user-item and group-item interactions are
learned using the same embedding space. A stacked social self-attention neural network is pro-
posed in Reference [37] to model the interactions as a voting process among group members in
groups formed ad hoc. The proposed method is enhanced with two types of aggregation methods
based on item and social relationships. NCF for representation learning is also leveraged in Ref-
erence [43] to learn multi-view embeddings for the groups, users, and items using an interaction
graph. Multi-view embeddings for group members are learned by incorporating the information
from their inherent interests, their interacting items, and their group participation. Likewise, multi-
view embeddings for items use their inherent features, and their interactions with users and groups.
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Finally, group’s embeddings are learned using its members’ multi-view embeddings. Dynamic ag-
gregation is done using an attention mechanism to infer the dynamic weight of each counterpart
element (users, items, and groups).

Similarly, References [91] and [92] integrate an attention mechanism and a bipartite graph em-
bedding model to leverage user-item interaction to learn and adapt each user’s influences on dif-
ferent groups and improve recommendations. To overcome the issue of group interaction sparsity
in ephemeral groups, Reference [73] uses neural preference encoders to regularize the user-group
latent space dynamically prioritizing the preferences of highly informative members using differ-
ent weights based on contextual preferences. To alleviate the sparsity of user-item interaction in
groups formed ad hoc, a GNN representation learning network [36] is presented to improve the
learning of users’ preferences. The proposed approach creates an hypergraph and uses hyperedges
to model groups.

2.24  Persistent, Ephemeral, and Occasional Groups. Recommendations are made to two types of
groups based on their existing historical information: persistent and ephemeral [61, 91]. Persistent
groups have a history of past activities together. Consequently, a whole group could be treated
as one user [69]. Ephemeral groups [91, 92] are formed in an ad hoc manner and do not have
any historical data. Preferences of ephemeral groups must be computed based on preferences for
each group member. Some studies [21, 91] have used a third type of groups, occasional groups, as a
relaxed definition for ephemeral groups. Occasional groups have historical interactions, although
they are sparse. Given the lack of existing datasets about pure ephemeral groups with information
about individual user preferences, group preferences for items, different group sizes and different
cohesion between group members, there is a need to form synthetic ephemeral groups to test the
solutions [29, 91]. In this study, these synthetic groups are considered ephemeral groups.

The scope of this study is to compare the performance aggregation-based GRecSys on ephemeral
groups. Therefore, we are only interested in those GRecSys that use the aggregation strategies
presented in Section 2.2.1 and the aggregation functions presented in Section 2.2.2.

3 EVALUATION SETTINGS FOR GRECSYS

In this work, we are interested in knowing how GRecSys perform in different scenarios (i.e., group
size, group type, and type of the items to recommend). Therefore, we analyze the experimental setup
from the papers we examined, mentioned in Section 2, to determine how these studies evaluate
their proposed methods in different scenarios. We found that only 46.2% of the papers define these
criteria, and in some works, the information is not complete, because they were studies using real
users with no further details about the groups. The following sections describe the results obtained
from analyzing these papers.

3.1 Group Formation

Both the size of the group and the cohesion of group members affect the group formation [10, 15].

3.1.1  Group Sizes. Pelaez et al. [64] found that in e-commerce platforms, the size of groups
can affect the purchasing task. Their study concludes that larger groups have more challenges
with group coordination for time to task completion than smaller groups. However, larger groups
obtain moderately higher gains on average than smaller groups. There is not a standard about
how to categorize a group size. For example, in tourism, a group size up to 10 people is considered
a small group (https://arival.travel/whats-the-optimal-tour-group-size/); for academic instruction,
small groups should be no more than five students [83], while in other domains, small group size is
between 7 and 12 participants (https://topgolf.com/us/plan-an-event/). We analyze the literature
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to understand how existing studies handle the size of their test groups. After analyzing the group
size frequencies in the different studies, we categorize the groups by their size as follows:

e Small group (S): formed by 2 to 6 members.

e Medium group (M): formed by 7 to 20 members.

e Large group (L): formed by 21 to 50 members.

e Very large group (VL): formed by more than 50 members.

Using ranges for group classification has several advantages. (i) It aligns with group definitions
in social sciences [78, 88]. (ii) Using this way, we can cover all the group settings in the literature
we reviewed. Figure 1(a) shows the distribution of the analyzed literature using our group size
categorization. We can see that most of the existing works use small groups and medium-sized
groups in their tests. Only a small number of works mention that they test their solutions with
groups that are larger than 20 members. (iii) It can also help get the the performance trends of those
algorithms for different group sizes. In our evaluation, to test the effect of a particular group size,
we present the median of the results from 100 groups formed with different numbers of members
in that group range.

One noteworthy disadvantage of this group categorization method is that it is not straightfor-
ward to capture performance changes at the boundaries from one group size to another adjacent
group size (i.e., from small to medium). However, the performance at the group boundaries can
still be observed by forming groups with the size at the group boundaries.

3.1.2  Group Cohesion. The way of creating groups for testing could affect the results. Studies
have shown that group cohesion is a crucial aspect of group dynamics [32]. In a more cohesive
group, a group member is more concerned about the opinions of other members and be willing
to modify her opinions. These social and motivational forces between group members are called
group (or social) cohesion [17].

Of all the studies that test solutions using groups with different group cohesion, only Reference
[5] mention that traditional ways of generating groups are not realistic. It proposes a new way
to form groups where some group members have similar preferences while other group members
have different preferences. Some similar work is done in Reference [62], where groups are formed
using a mid-range pairwise similarity between users or using users that are closer to a cluster
centroid.

We identify four general types of group formation based on their cohesion:

e Random (RU) a group is formed by randomly selecting users.

e Similar (SU) a group is formed with users presenting high similarity values.

e Dissimilar (DU) a group is formed with users presenting low similarity values.

e Realistic (ReU) a group is formed with users having similar and dissimilar preferences.

The first three ways of group formation are the most used in the studies. However, variations on
the way of forming the groups exist. For example, some works first calculate the average similar-
ity for the whole group and then find which users are more similar or dissimilar to the average,
while others use a pairwise similarity value to get the next user for a group. Figure 1(b) shows the
distribution of papers using our cohesion-based group type categorization. We can observe the
different approaches used by the studies. The use of random groups for testing is the most applied
method. However, members of these groups shared preferences in different degrees for a given
task. Therefore, in some cases, it is preferred to have groups with totally dissimilar members. For
example, testing a new product before launching it to production is desirable to know a broader
set of opinions. Therefore, it is of great importance to test the performance of GRecSys with these
types of groups.
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Distribution of group sizes Distribution of group types Distribution of papers for the top-5 datasets
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Fig. 1. Distribution of papers mentioning (a) group sizes, (b) group types, and (c) distribution of top-5
datasets.

3.2 Item Types

Users’ experience in e-commerce environments is also affected by the types of items on which
they collect information and make a purchase decision. Items that can be bought in e-commerce
websites can be classified [45] as SG and EG. Search goods are defined as items with easy search
characteristics, whose quality attributes can be inspected before buying [84]. Examples of SG in-
clude digital cameras and clothes. Experience goods are defined as items with high search costs.
Given the subjective characteristics of these items, the buyer needs to experience the item to de-
termine its quality [84]. Examples of EG include music, wine, or movies. A purchase decision for
SG may have different information requirements than a purchase decision for EG. Existing works
on GRecSys do not make a detailed evaluation of how they behave when recommending different
types of goods. Most of these works compare their proposals and baselines using datasets of EG,
for example, movies, music, beer, or venues (i.e., POI). In the literature, we are only aware of one
article [86] that uses SG. However, the paper does not clearly define what these items are.

Figure 1(c) shows the distribution of articles for the top-5 datasets used in our reviewed pa-
pers. We grouped those papers using any version of the MovieLens dataset (http://grouplens.org/
datasets/movielens/). This dataset is the most widely used for testing GRecSys, and the items be-
long to the EG category. The second frequently used datasets are specifically designed to test
GRecSys in studies involving real users. These datasets have specific qualities for each study
and are not publicly accessible [62, 72]. The items that these datasets recommend are songs,
movies, or locations. Therefore, they fall into the category of EG. The third and fourth fre-
quently used datasets are used in studies recommending POIs, like restaurants (i.e., Yelp (https://
www.yelp.com/dataset/challenge) and Meetup (https://www.meetup.com/es/topics/open-data/)).
These datasets also belong to EG. Finally, the fifth most used dataset is the Netflix dataset (https://
www.kaggle.com/netflix-inc/netflix-prize-data), which is similar to the MovieLens dataset and be-
longs to EG.

Studies have shown that there are important differences in the browsing and purchase behavior
of consumers for these two types of goods (i.e., SG and EG) [45]. We also observe that SG datasets
(from Amazon) present different characteristics (i.e., sparsity, ratings per user, and ratings per item)
(see Table 3), which may affect the performance of a recommender system. However, 99.3% of the
studies related to GRecSys evaluate their approaches using items from the EG category. Given
these, it is necessary to evaluate GRecSys with other types of datasets to avoid any bias that may
exist when using only a particular item type. This study analyzes the performance of aggregation-
based GRecSys when datasets for different types of items (i.e., SG and EG) are used to know which
combination of aggregation strategies and aggregation functions works the best.

4 EXPERIMENTAL SETUP

This section presents the different elements used to test GRecSys. POl recommendations use an ad-
ditional temporal context and other contextual features, such as timestamps of user check-ins [35].
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Table 2. Description of the Amazon and MovieLens Datasets

Type Dataset #users #items #reviews avg. rating std.

SG TOOLS 16,638 10,217 134,476 4.36 1.03
EG FOOD 14,681 8,713 151,254 4.24 1.09
MOVIE 943 1,682 100,000 3.53 1.12

Therefore, in this study, we are not interested in POI recommendations; we are only interested in
recommending items that users can get on e-commerce websites.

4.1 Datasets

We want to test if the type of items (i.e., EG and SG) influences the GRecSys results. Datasets for
testing GRecSys on ephemeral groups are usually obtained from datasets used for testing RecSys
for individual users due to the lack of publicly available datasets with ground truth information for
this particular type of groups [29, 37]. Some of the existing datasets used in group recommenda-
tions contain only the group’s preferences, but not the group member’s preferences, making such
datasets unsuitable for our study. Examples of such datasets include the Meetup dataset, used
in Reference [52]; the Plancast dataset, used in Reference [93]; and the Yelp and Douban-Event
datasets, used in References [37, 73]. In Reference [21] two datasets having information about
the users and occasional groups are used. The first dataset, crawled from the Mafengwo website
(www.mafengwo.cn), is not publicly available. The second dataset is a processed version of the
CAMRa2011 dataset (http://2011.camrachallenge.com/2011). This dataset, also used in Reference
[91], has an average group size of 2.08 users. We do not consider these datasets appropriate for our
study, because the effect of group sizes cannot be tested. Despite this, we extend our evaluation
we use the CAMRa2011 dataset to compare the performance of GRecSys.

We test different GRecSys using real-life datasets for both types of items (i.e., EG and SG). The
selected datasets come from the Amazon Review dataset [40]. It contains reviews and metadata for
different types of items spanning from May 1996 to July 2014. In particular, we use Tools and Home
Improvement (TOOLS) as an example of SG and Grocery and Gourmet Food (FOOD) as an example
of EG. Similarly, we use MovieLens-100k (MOVIE), as it is the most widely used benchmark dataset.
MOVIE is also an example of EG. An analysis using more datasets can be found in our technical
report [26]. Table 2 shows the description of the datasets used in this work.

The literature states that real-life users rate a small number of items [46]. One characteristic
of these real-life datasets is their sparsity [4]. A low number of ratings causes high sparsity. We
can see this behavior on the Amazon datasets. Table 3 shows that the MOVIE dataset is a denser
dataset, where on average, users have rated many more items than those in the Amazon datasets.
The MovieLens website asks users to rate at least 15 items on the sign-up process [39]. Another dif-
ference between the MOVIE dataset and the Amazon datasets is in rating distribution. As Figure 2
shows, users in the Amazon datasets tend to give high ratings to items, whereas in the MOVIE
dataset, we can observe a more diverse distribution among the rating range. These findings (i.e.,
rating sparsity and distribution) motivate the importance of testing GRecSys with real-life datasets
that reflect the real users’ behavior. As in other works [25, 47], we remove those users who have
rated less than a threshold of items from the Amazon datasets. Our threshold is 10 items.

4.2 RecSys Setup

For different models, we choose the values of the parameters and hyperparameters utilizing a
similar strategy as grid search to get reasonably good results.
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Table 3. Comparing Amazon Datasets with MovieLens (MOVIE) Dataset

Missing

Dataset Sparsit Ratings per user Ratings per item .
P y gsperu 8 P Ratings per user

TOOLS 99.9% 8.08 13.16 ~10,208
FOOD 99.8% 10.3 17.35 ~8,703
MOVIE 93.6% 106.04 59.45 ~1,576

Distribution of Ratings in TOOLS Distribution of Ratings in FOOD Distribution of Ratings in MOVIE
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Fig. 2. Dataset ratings distribution.

4.2.1 Collaborative Filtering. Five RecSys, UBCF, IBCF, IUCF, SVD, and jP are utilized. The first
four methods are implemented using the Surprise framework (https://surprise.readthedocs.io/en/
stable/). In particular, the first three methods use the basic KNNWithMeans CF algorithm imple-
mentation by setting K to be 50 and utilizing the mean ratings of each user. For IUCF (combination
of UBCF and IBCF), we set the rating weight of UBCF to be 0.6 and that of IBCF to be 0.4. For SVD,
where the framework uses a stochastic gradient descent (SGD) approach, we set the number of
factors to be 20, and the number of iterations of SGD method to be 20 with a learning rate of 0.1.
For jP, we have implemented a baseline method using a new similarity measure [9] that combines
Jaccard similarity and Pearson correlation. We set K to 50 as in the other CF algorithms.

4.2.2  Content-based. To the best of our knowledge, no existing framework fully implements a
CB model. We build a CB recommender system using the items categories and subcategories as
attributes for the Amazon datasets. The TOOLS dataset has 1,266 categories and the FOOD has
512. For the MOVIE dataset, we use the 19 genres as attributes. We use Term Frequency Inverse
Document Frequency on the categories and genres and the cosine similarity between the user
profile and the item profile. The preference matrix contains values 1 or 0 depending on whether
the user rated the item or not.

4.2.3  Hybrid. We combine the SVD method (as a CF approach, with rating weight 0.6) and the
CB method (with rating weight 0.4). We give a higher weight to SVD given that CB algorithms
suffer from overspecialization [82].

4.2.4 NCF. To implement this approach, we use the fast.ai framework (https://docs.fast.ai/
collab.html) for collaborative filtering. As hyper-parameters, we use a learning rate of 0.01. The
number of factors is set to 20 to be aligned with SVD. In Reference [42], the experiments with more
than 10 epochs overfitted the NCF model. We train the model for 5 epochs to get reasonably good
results and avoid overfitting.

4.3 Group Formation

An essential part of this study is group formation. According to the literature, different types of
group formation have been used. We utilize approaches in different GRecSys [69, 93] to combine

ACM Transactions on Intelligent Systems and Technology, Vol. 13, No. 6, Article 98. Publication date: September 2022.


https://surprise.readthedocs.io/en/stable/
https://docs.fast.ai/collab.html

Evaluation of Aggregation-based GRecSys 98:11

group cohesion and group sizes. For each test, we form 100 different groups and report the me-
dian of the results. We do not use the average of the results of the 100 groups, because median is
more robust to outliers than average. These groups are considered ephemeral, because no group
history is available, and we only have the preferences for the individual users forming a group.
The following sections describe the procedure to form these groups.

4.3.1 Group Size. We use four different group sizes (details see Section 3.1.1): S(mall), M(edium),
L(arge), and VL (Very Large). This study analyzes GRecSys performance for different group sizes
in general but not how GRecSys behaves when the group size monotonically increases. In other
words, we are not interested in differences in GRecSys performance for a group of three members
and a group of four members.

4.3.2  Group Cohesion. We define four group types (details see Section 3.1.2): RU, SU, DU, and
ReU. The vast majority of past works use RU to form their groups. For the other types, the similarity
between users is used to select users in a given group.

4.3.3  Group Creation. To form a group of size K, when the type of group is RU, we randomly
select K users to form the group. For the other group types (i.e., SU, DU, and ReU), we first split
all users into two clusters using the k-means algorithm. This step allows us to exploit the cluster
properties, where members of each cluster present a high intra-similarity within their cluster and
low inter-similarity with other cluster members.

For the SU type, we randomly select a user and get her cluster. We calculate this user’s cosine
similarity with the rest of the users of the same cluster and select the K-1 most similar users to
this user to form the group. For the DU type, we also randomly select a user and get her cluster.
We calculate this user’s cosine similarity with users of the other cluster. The users from the other
cluster must initially be dissimilar to the selected user, even though, using the similarity measure,
we select the K-1 least similar users to this user to complete the group. Finally, for the ReU type, we
want to simulate a more realistic scenario, where inside a group, there could be members similar
to others, and at the same time, users dissimilar to others. To form the groups, we combine the
two previous procedures (i.e., SU and DU). First, we randomly select a user. Then, we select her
most similar users following the procedure for the SU type and her most dissimilar user follows
the steps for the DU type. Then, we merge both sets of users (i.e., SU and DU) and randomly select
without replacement K-1 users to complete the group.

4.4 Aggregation Strategies

We follow the two aggregation strategies presented in Section 2.2.1. The PRED strategy performs
the aggregation task in a late stage. Therefore, in our implementation, for each group, we first
get the set of items not rated in common by its group members. Then, depending on the selected
recommender system (Section 4.2), we predict the missing rating of each item for each group mem-
ber. Next, once we have the predictions for all group members, we apply the selected aggregation
function (Section 2.2.2). Finally, we sort the results from the previous step in descending order, and
we get as the group recommendation the top-N higher rated items.

The PROF strategy performs the aggregation strategy in an early stage. Hence, first, we aggre-
gate the group members’ initial ratings using the selected aggregation function (Section 2.2.2).
The result of this step forms the preference profile for the “virtual” user representing the group.
Second, depending on the selected recommender system (Section 4.2), for each “virtual” user, we
predict its items’ missing ratings. Finally, we get as the group recommendation the top-N higher
rated items. As the group recommendation list for both strategies, we select the top 100 items
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Table 4. Summary of Elements’ Acronyms

Component Element Acronyms
Datasets TOOLS, FOOD, MOVIE, CAMRa
Item types SG, EG
Group sizes S,M,L, VL
Group cohesion RU, SU, DU, ReU
Recommeder Systems UBCEF, IBCF, IUCF, SVD, CB, HYBRID, NCF, JP
Aggregation strategies PRED, PROF
Aggregation functions ~ ADD, APP, AVG, AWM, BC, LM, MP, MRP, MUL, POP
Metrics HR, nDCG@k, Diversity, Coverage

not rated previously by any group members. We implement the aggregation functions presented
in Section 2.2.2 for both aggregation strategies. We modify some parameters for the following
aggregation functions:

(1) APP: For both strategies, we use a threshold of 3.0. We consider that items with ratings close
to 4 or 5 are more to the liking of users.

(2) AWM: For both strategies, we use a threshold of 2.0. We consider that items with low ratings
are not of users’ interest.

(3) POP: Considering the average of ratings per item for the datasets, we use a threshold of
20 ratings.

4.5 Metrics

When recommending items to users, it is essential to consider different performance metrics. To
evaluate the result from the aggregation strategies and functions applied to each recommender
system approach, we use metrics for accuracy [7], ranking quality [71], and usefulness [44].

4.5.1 Accuracy Metrics.

Hit Ratio (HR). This metric calculates the average percentage of items in the group recommen-
dation list present in the individual group member recommendation list [29].

4.5.2 Ranking Quality Metrics.

nDCG@k. We adopt the Normalize Discounted Cumulative Gain (nDCG) metric [87] to mea-
sure the ranking quality of each group’s list of recommended items. Relevant items should appear
higher in the recommendation list [11]. This metric is the most popular among all the 175 works
analyzed.

4.5.3  Usefulness Metrics.

Diversity. Diversity measures how different the items are in a recommendation list. Having di-
versification in the recommendation list increases the quality of the user’s experience, because it
reduces the recommender system over-specialization [50].

Coverage. This metric represents the percentage of items in the recommendation list that a rec-
ommender system can recommend among the number of potential items (i.e., catalog). A higher
coverage may benefit users by exposing them to a broader range of recommended items, which
could increase satisfaction with the recommender system [1].

To end this section, we present Table 4, which shows the elements’ acronyms for the different
defined components we are going to use for our evaluations.
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5 PERFORMANCE EVALUATION

Several works show that no single recommender system approach is better than others for all
scenarios [23]. We show results from the Amazon datasets (i.e., TOOLS and FOOD). These datasets
represent a real-life environment where many users have only rated a small percentage of items.
Recall that TOOLS and FOOD are SG and EG, respectively. We also present the results for MOVIE
as a comparison baseline.

5.1 Occasional Groups

Although this work aims for the evaluation of GRecSys on ephemeral groups, we would like to
know how these GRecSys work with a dataset of occasional groups. We use the CAMRa2011 dataset
(CAMRa) used in Reference [21]. This dataset contains 290 groups with an average of 2.08 members
per group. It contains ratings from users and groups on a scale from 0 to 100. These ratings are
transformed to a new range from 0 to 5. Due to the lack of additional information for this dataset
and the small size of the groups, not all tests are possible. We can only test for group size S and we
assume the group cohesion is random (RU). Since this dataset does not contain information about
categories or genres we cannot evaluate the GRecSys using the Diversity metric.

5.2 Effect of Different Aggregation Functions and Aggregation Strategies

This section analyzes how aggregation functions influence the group recommendations when dif-
ferent aggregation strategies are used. We fix the group size to S(mall) and the group cohesion to
RU.

5.2.1 Hit Ratio. The HR measures the degree that the items recommended for the group match
the items recommended for each group member. Figure 3 shows the HR results when the aggre-
gation strategy is PRED. For SG items, JP produces the best results, which is followed by SVD
(Figure 3(a)) for most aggregation functions. For EG items, Figure 3(b) shows that the approach
with the best results is HYBRID when it is combined with ADD, AVG, AWM, BC, LM, and MUL.
For MOVIE, Figure 3(c) shows that the best approaches for most of the aggregation functions are
UBCEF, IBCF, IUCF, and JP. These results make sense if we account that MOVIE is less sparse than
TOOLS and FOOD, indicating that each user and each item has more similar neighbors with similar
ratings.

Figure 4 shows the results for HR when the aggregation strategy is PROF. On SG items
(Figure 4(a)), JP performs the best, which is followed by NCF. This is because JP is finding bet-
ter similarities among users. On EG items (Figure 4(b)), NCF outperforms other methods for most
aggregation functions. Again, the behavior of UBCF, IBCF, and IUCF is similar to the use of the
PRED aggregation strategy. On the MOVIE dataset, JP is performing worse when using PROF than
using PRED, this is mostly because the different user profiles that are combined in the creation
of the “virtual” user (using PROF) affect the similarity with other users. For the CAMRa dataset
(Figures 3(d) and 4(d)), IBCF and UBCF obtain the best results for most aggregation functions. A
reason could be the high amount of previous interactions from the groups in this dataset.

ACM Transactions on Intelligent Systems and Technology, Vol. 13, No. 6, Article 98. Publication date: September 2022.



09
08
07

a iR 0

98:14 E. Ceh-Varela et al.

08
07 n
6
i i
o4 03 04 =cs g“ 153
%03 E %03 =nvero 07 o
02 0.2 SvD 02 NCF
o mll Jw M  R E willdlln | | ulluillin ) L

ADD AP AVG AW BC L MP RP MUL POP ADD AP AVG MMM BC LM MP MRP MUL PDF ADD APP AVGAWM BC LM yP MRP MUL POP ™ ADD APP AVG AWM BC UM MP NP MUL POP
ctior ‘Aggregation Functions

(a) TOOLS (SG) (b) FOOD (EG) (c) MOVIE d CAMRa

5

Fig. 4. HR metric for all recommender systems using PROF aggregation strategy.

1 1 1
08 o 09 =18CF
08 08 s uBcF s
07 o7 07
08 06 06 ur .
05 1005 05 co
Qo4 gos4 §oa =HveRD 204
803 Gos Sos
202 202 202 svo N e
o1 ol ot ek -
0

o
ADD APP AVG AWM BC UM NP WP MUL POP ADD AP AVG AYM BC L MP MRP MUL POP ADD APP AVGAWN 5C LI P MRPMUL POP -° ADD APP AVG AWM BC LM MP MRP MUL POP
nnnnnnnnnnnnnnnnnn

(a) TOOLS (SG) (b) FOOD (EG) (c) MOVIE (d) CAMRa
Fig. 5. nDCG@5 metric for all recommender systems using PRED aggregation strategy.

n ; 0 oF *
08 = uscF 08
o7
06 oe o6 uer 6 st
005 05 005 cs e
@J 9
g; o4 ug‘; mHYBRID 204
8 03
202 an 202 svo 2
01 ot 01 NCE
0 0 0

ADD APP AVG AWM BC LM WP MRP UL POP ADD AP AVG AWM BC LM WP WRP MUL PO ADD APF AVGAWAL BO_ L1 Lo MRPMuLPOP ADD APP AVG AWM BC LM MP MRP MUL POP
Aggregation Functior

a) TOOLS (SG) (b) FOOD (EG) ¢) MOVIE (d) CAMRa

Dcc@s

pCG@s

Fig. 6. nDCG@5 metric for all recommender systems using PROF aggregation strategy.

Overall, higher HR values are obtained using the PRED aggregation strategy. These results in-
dicate that the aggregation strategy is determinant for high accuracy results for the different ag-
gregation functions. The leading cause could be that, in PRED, individual rating predictions are
aggregated in a later stage, which is more helpful as more information of the group members is
used.

5.2.2 nDCG@k. This section analyzes to what degree the ranking of items for the group rec-
ommendation matches the ranking of items for each group member. Figure 5 presents the result of
the PRED strategy. Figure 5(a) and (b) show that for both SG and EG, most methods get similarly
good results with most of the aggregation functions. JP is the worst performing strategy, because
the ratings it generated for the recommended items are not highly ranked on each group member’s
ranking. Figure 6(a) and (b) show that for both SG and EG items, CB, HYBRID, SVD, and NCF have
the best results when using the PROF aggregation strategy combined with most aggregation func-
tions. Figures 5(c) and 6(c) show that for MOVIE, in general, the best recommender systems are
IBCF, UBCF, and IUCF (using any aggregation function). Higher values in nDCG are obtained when
using the PRED aggregation strategy. For the CAMRa dataset, IBCF and UBCF presents the best
results with most aggregation functions (Figure 5(d)). Figure 6(d) shows that SVD can obtain better
values on more aggregation functions. Given relatively rich group interactions in this dataset, the
SVD method with the PROF aggregation strategy seems to better use the similar profiles within
the groups.

Results from this section indicates that the distribution of ratings (see Figure 2) in the dataset
is an important factor for the high nDCG values for the different aggregation functions. As
the distribution of ratings in real-life datasets is skewed toward the highest ratings (i.e., 4 and
mainly 5), it is expected that the ratings in the first places of the recommendation list are high.
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We also test the performance of the recommender systems with different k values for nDCG@k.
Figures 7 and 8 show the nDCG results when using a wider range of values for k for the PRED
and PROF aggregation strategies, respectively. While varying the group size, we fix the group to
RU (i.e., random), aggregation function to AVG, and SVD and NCF for PRED and PROF. Finally,
we repeated the experiments three times, and we present the average of the results. In Figure 7,
we can see a clear trend in the results using the PRED aggregation strategy where smaller groups
have better performance than larger ones for different values of k. However, this trend is not found
when using the PROF aggregation strategy, as Figure 8 shows. First, we can see that overall, the
results obtained are lower than those using the PRED aggregation strategy. Second, overall, we can
see that the largest groups (i.e., VL) have better results than smaller ones. This result could indicate
that as more members the group has, the virtual user profile created using the PROF aggregation
strategy is more similar to the group members’ preferences than using just the ratings as in PRED.

5.2.3 Diversity. Figure 9 shows the results of the PRED aggregation strategy. Less diverse
recommendations are generated for the FOOD dataset (EG) than for the TOOLS dataset (SG)
(Figure 9(a) and b)). We attribute this behavior to two aspects. First, items in FOOD are not dis-
tributed among many categories like TOOLS (Section 4.2.2). Second, the number of items with
similar ratings in FOOD is higher than in the TOOLS dataset (Figure 2). Third, TOOLS is a very
sparse dataset, affecting the rating predictions as items do not have many neighbors, then neigh-
bors with different characteristics are used. Figure 9(a) shows that for the TOOLS dataset, JP with
most of the aggregation functions. Figure 9(b) shows that NCF, with most aggregation functions,
provides the best results on the FOOD dataset, even when all values are much lower. Only when
using the APP aggregation function, SVD shows the best diversity score.

Figure 10 shows the results of the PROF aggregation strategy. We can see the same trend of low
diversity values for the FOOD dataset (see Figure 10(b)). We attribute this behavior of low values
to the same reasons mentioned for the PRED aggregation strategy.

Figure 10(a) shows that higher diversity values for TOOLS are obtained using JP with most of the
aggregation functions. This result possibly appears because of the dataset sparsity, and therefore
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neighbors with different features have to be used. Figure 10(b) shows that the approach showing
better results is NCF combined with APP, AVG, BC, MP, MRP, and POP.

Figures 9(c) and 10(c) show that the best approach is NCF when using the MOVIE dataset. Re-
call that ratings are well distributed in this dataset, and items belong to a small number of genres.
These dataset properties could lead NCF to find better rating patterns. The results indicate that
when looking for high Diversity values, the aggregation function is influenced by the aggregation
strategy and the distribution of items concerning their features (i.e., categories, genres). The num-
ber of categories seems to be the most important aspect in combination with the PRED aggregation
strategy. One possible explanation is that there is no over-specialization in the recommendations
as the different group member profiles are aggregated at a later stage, leading to a more diverse
recommendation list.

5.24 Coverage. Figure 11 shows the results when using the PRED aggregation strategy.
Figure 11(a) shows that the JP approach, combined with most aggregation functions, obtains the
best results. However, Figure 11(b) shows a high Coverage for FOOD when using CB with almost
all the aggregation functions. Only with APP and POP aggregation functions, CB’s values are low.
As in Diversity, we attribute this behavior to the two characteristics of FOOD. Moreover, as CB rec-
ommends items based on their features (i.e., categories or genres), the recommendation list created
by most of the aggregation functions covers the catalog of items. Figure 12 shows the results when
using the PROF aggregation strategy. Figure 12(a) shows that for the TOOLS dataset, JP presents
the best results in combination with most of the aggregation functions. This figure also shows
that the HYBRID method has high values for ADD, MUL, and POP. HYBRID results are probably
dependent on SVD, which is also high for these aggregation functions, boosted with CB given that
the aggregation step happens earlier in the recommendation process. Figures 11(c) and 12(c) show
that when using the MOVIE dataset, the best approaches are UBCF, IBCF, and IUCF when using
any aggregation functions. These results indicate that the influence of similar neighbors is strong
in this dataset. When using the CAMRa dataset (Figures 11(d) and 12(d)), IUCF, UBCF, and IBCF
present similarly higher results for most of the aggregation functions. This results could be related
to the number of interactions the groups have in this dataset.
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Fig. 13. Distributions of best RecSys methods for different aggregation strategies and item types.

Results indicate that when looking for high Coverage values, the aggregation function is influ-
enced by different factors such as the aggregation strategy, the sparsity in ratings, and the dis-
tribution of items regarding their features (i.e., categories, genres). Higher Coverage values are
obtained using the PROF aggregation strategy. This observation indicates that recommendations
for the “virtual” user are aligned with the group member’s recommendations. Similarly, results
show that in most cases, the aggregation functions ADD, AVG, AWM, and MUL produce better
results with the majority of the recommendation approaches.

5.2.5 RecSys and Aggregation Function Selection. This section examines which recommender
system works best for a specific aggregation strategy (i.e., PRED and PROF) and a type of items
(i.e., SG and EG). We count the frequencies of tests in which a recommender system method obtains
the best performance.
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We first examine which methods “win” for different aggregation strategies (PRED and PROF).
Figure 13(a) and (b) show the results. For Figure 13(a), 240 test results have been collected for
each aggregation strategy. They correspond to the four metrics results on 60 experiments (using
the 10 aggregation functions on all the six Amazon datasets (more details see Reference [26]). For
Figure 13(b), 40 test results have been collected. They are the values of the four metrics on 10
experiments (using the 10 aggregation functions on the MOVIE dataset). When recommender sys-
tem methods have ties, they all be counted as winning. Figure 13(a) shows that for PRED, the SVD
approach has the highest value, followed by JP. For the PROF aggregation strategy, the NCF ap-
proach is the one with the highest value. For the MOVIE dataset (Figure 13(b)), the best algorithm
for the PRED strategy (in red) is UBCF, while for the PROF strategy (in blue), IBCF wins. The dif-
ferent algorithm performance between the two types of datasets can be attributed to the number
of ratings each user has made on average and also the number of ratings each item has on average.
As Table 3 shows, while for Amazon datasets, these are low numbers, in the MOVIE dataset, these
numbers are considerably higher. We further investigate the winning methods for recommending
different types of items (SG and EG). Figure 13(c) and (d) show the results for the SG type (in color
orange) and for the EG type (in color green), respectively. For both figures, 120 tests results are
collected for each type of item, and the ties are processed using the same strategy for Figures 13(a)
and (b). Figure 13(c) shows that when the aggregation strategy is PRED, for the SG type, the clear
winner is the SVD algorithm, whereas, for the EG type, the CB approach is better than the SVD.
However, Figure 13(d) shows that when the aggregation method is PROF, for both item types (i.e.,
SG (in orange) and EG (in green)), the NCF approach has the highest frequency value. Regarding
the aggregation function selection, the AVG function is similar to making decisions in a group of
people [53] when people are willing to change their preferences to reach a group agreement. More-
over, the results in previous sections show that the AVG function has better performance than the
AWM function. Therefore, this is an additional reason to choosing the AVG function as the most
optimal function for use in GRecSys.

5.3 Effect of Group Formation

This section examines how the group formation (sizes and cohesion) affects the performance of
recommender approaches. We measure the performance using the four metrics. We use SVD and
NCF methods for the PRED and PROF aggregation strategies, respectively. We use AVG as the ag-
gregation function. These are the suggested effective methods and functions as shown in analysis
in Section 5.2.5.

5.3.1 Effect of Different Group Sizes. For these tests, we fix the group cohesion to be RU. Using
the PRED strategy, Figure 14 shows that, on the three datasets, the best HR and Coverage scores
are obtained with group size S, while the worst score is from the VL groups. For nDCG and Diver-
sity, there is no significant difference in the group sizes. The results indicate that there is a better
agreement in small groups than in larger ones. Similar results can be observed from tests on other
SG and EG datasets [26].

Using the PROF strategy (Figure 15), a similar observation can be made on HR and Coverage
as with the PRED strategy. Regarding nDCG, there is not much difference. For Diversity, we see a
change, where VL groups obtain the best values. For the FOOD and MOVIE datasets, we find that
the VL groups have better nDCG values than S groups. This is mainly because the “virtual” user
profile must cover more items, helping the NCF method find useful patterns. For Diversity, for these
two datasets, the best results are obtained with the group size S. When the size of a group grows, the
number of individual preferences that must be considered during the recommendation process also
grows. Therefore, recommending new and appealing items for all members becomes more difficult.
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Fig. 14. Metric results for different group sizes using SVD method and PRED aggregation strategy.
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Fig. 16. Metric results for different group types using SVD method and PRED aggregation strategy.

This finding aligns well with the literature. Moreover, results using the PROF aggregation strategy
(i.e., Figure 15) show more notable differences between group sizes than those using the PRED
aggregation strategy (i.e., Figure 14) due to the creation of a broader profile for a group.

5.3.2  Effect of Different Group Cohesion. For these tests, we fix the group size to be S(mall).
Figure 16 presents the results for the PRED aggregation strategy using the SVD method. For the HR
and Coverage metrics on the three datasets (i.e., TOOLS, FOOD, and MOVIE), we can see that the
highest values are obtained when the group is formed by similar users (i.e., SU). Correspondingly,
the lowest values are obtained when the group has dissimilar users (i.e., DU). These results make
sense, since the profiles of group members should be more related in SU and more diverse in
DU. For both the nDCG and Diversity metrics, there is not much difference in the results for the
different group cohesion. The Diversity values for the FOOD dataset are lower than for the other
datasets. This behavior is aligned with the results of Section 5.2.3, as the FOOD dataset is not
distributed in many categories, and its number of items with similar ratings is higher compared
with TOOLS. These results indicate that as more like-minded the group members are (i.e., SU), the
group becomes more homogeneous. Therefore, the ratings these similar users give to items should
also be similar.

Figure 17 presents the results for the PROF aggregation strategy using the NCF method.
Figure 17(a) shows that the DU type has the highest value for HR, nDCG, and Coverage met-
rics. For Diversity, there is not a clear dominant group type. Consistent results can be observed
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Fig. 17. Metric results for different group types using NCF method and PROF aggregation strategy.

from experiments on other SG datasets [26]. One possible explanation for these outcomes is that
when the profile aggregation is done at an early stage in the group recommendation process, the
“virtual” user profile is broader, which can be similar to more users. Figure 17(b) shows that the
pattern of the results is similar to the results for the MOVIE dataset (Figure 17(c)). The Diversity
values for this dataset is lower than for the other datasets. This behavior is aligned with the results
of Section 5.2.3.

The results align with the literature for the PRED strategy for both types of items. However, we
can see that DU groups present better results for the SG items when using the PROF aggregation
strategy. These results show that when using different aggregation strategies and different types
of items, there is a variation in the outcomes for the different group cohesion.

5.4 Statistical Comparison

This section utilizes statistical tests to analyze whether the choices of (a) aggregation strategies
and (b) types of items make a difference when making recommendations. As in previous sections,
we use the AVG aggregation function for all tests; SVD and NCF methods are chosen for the PRED
and PROF aggregation strategies. The t-test analysis [79] is used.

5.4.1 Choice of Aggregation Strategies. The first set of statistical tests compares the effect of
both aggregation strategies (PRED and PROF) by testing all group sizes while fixing the group
cohesion to be RU. For each aggregation strategy and each metric (i.e., HR, nDCG, Diversity, Cov-
erage), 400 results are collected from experiments on 400 groups (i.e., 100 groups for each group
size, four group sizes S, M, L, VL). Table 5 shows the results. We evaluate whether there is sig-
nificant difference with different aggregation strategies. We can see that there is no difference,
except HR in TOOLS (p > 0.05), between both aggregation strategies. These results indicate that
we should expect similar HR results using any aggregation strategy. The second set of statistical
tests compares the PRED and PROF aggregation strategies’ effect by testing all group cohesions
while fixing group size to be S. Similar to the previous tests, we collect 400 results using the group
cohesion (i.e., RU, SU, DU, and ReU). Table 6 shows the results. We evaluate each dataset to see if
there is any significant difference when different aggregation strategy is used for the group types.
Only for HR in both datasets, there is no difference (p > 0.05) between both aggregation strategies.

5.4.2 Choice of Item Types. This group of tests shows whether recommendation results are
different where different types of items are used. We use the TOOLS dataset and the bench-
mark MOVIE dataset. This is mainly because the TOOLS dataset, a representative of the Amazon
datasets, contains SG items which are less often used, while the MOVIE dataset having EG items,
is the preferred benchmark dataset in most RS.

The first test compares the effect of using datasets with different types of items by testing all
group sizes while fixing the group cohesion to be RU on each aggregation strategy (i.e., PRED and
PROF). For each dataset and each metric, 400 results are collected from experiments on 400 user
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Table 6. Statistical t-test Comparing the Effect of Two
Aggregation Strategies (PRED, PROF) by Aggregating
Different Group Cohesion

Table 5. Statistical t-test Comparing the
Effect of Two Aggregation Strategies (PRED,
PROF) by Aggregating Different Group Sizes

TOOLS FOOD TOOLS FOOD
(PRED, PROF) (PRED, PROF) (PRED, PROF) (PRED, PROF)
t-stat  p-value t-stat  p-value t-stat p-value t-stat p-value
HR —1.816 0.071 > 0.05 —2.318 0.021 < 0.05 HR —0.119 0.906 > 0.05 —1.271  0.205 > 0.05
nDCG  20.777 0.00 < 0.05 15.762 0.00 < 0.05 nDCG 16.783 0.00 < 0.05 19.262 0.00 < 0.05
Diversity —13.558 0.00 < 0.05 —2.76 0.006 < 0.05 Diversity ~ —12.268 0.00 < 0.05 3.12 0.002 < 0.05
Coverage —4.101 0.00 < 0.05 —3.682 0.00 < 0.05 Coverage -2.619  0.009 <0.05 -3.173  0.002 < 0.05

Table 7. Statistical t-test Comparing the
Metrics Obtained on Different Iltem Types
(SG, EG) for the Two Aggregation Strategies
(PRED, PROF) for Group Sizes

Table 8. Statistical t-test Comparing the
Metrics Obtained on Different Item Types
(SG, EG) for the Two Aggregation Strategies
(PRED, PROF) for Group Cohesion

PRED
(TOOLS, MOVIE)

PROF
(TOOLS, MOVIE)

t-stat  p-value f-stat p-value

PRED PROF
(TOOLS, MOVIE) (TOOLS, MOVIE)
t-stat  p-value t-stat p-value

HR  -12.5120.00 < 0.05 4.572 0.00 < 0.05
nDCG  9.313 0.00 < 0.05 5.831 0.00 < 0.05
Diversity 62.745 0.00 < 0.05 43.903 0.00 < 0.05
Coverage —12.628 0.00 < 0.05 0.171 0.856 > 0.05

HR  -11.689 0.00 < 0.05 4.218 0.00 < 0.05
nDCG 11.256 0.00 < 0.05 4.551 0.00 < 0.05
Diversity 67.24 0.00 < 0.05 47.882 0.00 < 0.05
Coverage —10.585 0.00 < 0.05 0.03 0.976 > 0.05

groups (100 groups for a specific group size (i.e., S, M, L, VL)). Table 7 shows the results of the
statistical t-tests. We observe that, only for Coverage for PROF aggregation strategy, there is no
difference (p > 0.05) between both datasets.

The second test compares the effect of different types of datasets by testing all group cohesion
types while fixing the group size to be S on each aggregation strategy. Like in the previous tests, we
collected 400 results using the four group types (RU, SU, DU, and ReU). Table 8 shows the results
of the statistical t-tests. We can see that there is no difference in Coverage (p > 0.05) between both
datasets using the PROF aggregation strategy.

5.4.3 Statistical Analysis Summary. The results show that there are evident differences between
GRecSys using different aggregation strategies. It suggests that performing the aggregation earlier
or later in the recommendation process influences the final results. These results also indicate that
there is a difference between the results using different types of items. Based on these results, we
can conclude that the recommendation methods show different behaviors on the Amazon datasets
and the benchmark MOVIE dataset.

6 DISCUSSIONS

Our comprehensive experimental analysis has revealed several interesting and valuable insights,
which can be used to guide the evaluation of future GRecSys. First, the type of items (i.e., SG
and EG) influences the results obtained from GRecSys. There is a clear difference between the
results obtained from datasets with SG items and datasets containing EG items. These differences
suggest that it is insufficient to test the performance of a group recommender system using the
benchmark MOVIE dataset alone. Instead, it is important to use datasets of both item types to
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conduct performance analysis. On the one hand, as mentioned in Section 3.2, the rating of EG items
involves a personal preference. Therefore the rating for these type of items is somehow subjective.
On the other hand, the rating of items of type SG is more objective. Users can rate these items just
based on the features and characteristics without involving the experience of using the item. This
difference in the way users rate these items clearly affects the performance of the RecSys.

About group formation, we have two findings. (i) Recommendations become more difficult as
the group grows. Users in larger groups have more difficulty reaching a consensus. This finding
is consistent with the literature. (i) When different types cohesion are used, we found a clear
difference in the recommendation results when different aggregation strategies are used in these
user groups. For the PRED aggregation strategy, the results align with the literature, where better
results are obtained for groups of high cohesion, like groups of type SU. However, for the SG items
when using the PROF aggregation strategy groups of type DU present better results. Regarding
aggregation strategies to use, if the dataset is about items of type SG, then the best aggregation
strategy to use is PRED (i.e., aggregated predictions). If we are dealing with items of type EG,
then the aggregation strategy PROF (i.e., aggregated profiles) is more suitable. These finding are
also based on the way users rate these items, based on the experience using the item or based
on the item’s features, as stated previously. For both aggregation strategies, AVG presents better
performance than other aggregation functions, and it is aligned with previous works as stated in
Section 5.2.5. Concerning the selection of individual recommender algorithm to use in GRecSys, we
recommend SVD if the PRED aggregation strategy is selected, because it gets better results. If the
PROF aggregation strategy is implemented, then we recommend using NCF, because it performs
better. For occasional groups with existing parse previous interactions, CF method is recommended
to be used because of its superior performance.

7 CONCLUSIONS AND FUTURE WORK

This paper evaluates the performance of aggregation-based GRecSys when used in ephemeral
groups. We conducted detailed experimental comparisons of GRecSys by considering different fac-
tors, including the types of items to be recommended (SG or EG), the formation of groups (sizes
and types), the aggregation strategies (PRED and PROF), and aggregation functions. Despite that
this study focuses on recommendations to ephemeral groups, we still tested the GRecSys using a
real-life dataset containing occasional groups, which has a relaxed definition of ephemeral groups.

As far as we know, this work is the first attempt to extensively test GRecSys using both SG and
EG. The findings of our study can provide a basic guide for the future evaluation of GRecSys. Our
comprehensive implementation can be used as comparison baselines. In the literature, 99.3% of
the studies evaluated their approach using EG items, where the MovieLens (MOVIE) dataset is the
most used. However, real-life datasets from Amazon present different characteristics (i.e., sparsity,
ratings per user, and ratings per item) from the MOVIE dataset.

This study, although comprehensive, has some limitations. First, not all datasets contain the
ground truth information about the groups, their members, and their interactions with different
items. Therefore, as we do not have a history of interactions, all the groups formed for this study
are synthetic and ephemeral. Second, we are not covering in this research the recommendation of
POIs for groups. Recommending these types of items involves a temporal component for the group
formation. The datasets used for this study do not have this component. Third, this study does not
compare those GRecSys using DL models to aggregate groups and user preferences directly from
data. We plan to address these limitations in future works. Specifically, we want to compare the
performance of those GRecSys that use DL for aggregating preferences, such as those mentioned in
Section 2.2.3. In addition, we are interested in exploring more extensive the group’s characteristics
to generate more guidelines for selecting the best GRecSys to use for recommendations.
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