PHYSICAL REVIEW C 106, 045503 (2022)

Precise Q-value measurements of '>1*Ag and '*Cd with the Canadian Penning
trap for evaluation of potential ultralow Q-value 8 decays

N. D. Gamage,l'2 R. Sandler,' F. Buchinger,3 J. A. Clark,*® D. Ray,“’5 R. Orford,>*”* W. S. Porter®,°
M. Redshaw ®,2-7 G. Savard,*” K. S. Sharma®,’ and A. A. Valverde*°
! Department of Physics, Central Michigan University, Mount Pleasant, Michigan 48859, USA
*National Superconducting Cyclotron Laboratory, East Lansing, Michigan 48824, USA
3Department of Physics, McGill University, Montréal, Québec, Canada H3A 2T8
4Physics Division, Argonne National Laboratory, Argonne, Illinois 60439, USA
S Department of Physics and Astrononty, University of Manitoba, Winnipeg, Manitoba, Canada R3T 2N2
Department of Physics, University of Notre Dame, Notre Dame, Indiana 46556, USA
"Department of Physics, University of Chicago, Chicago, Illinois 60637, USA

® (Received 25 February 2022; revised 17 August 2022; accepted 20 September 2022; published 27 October 2022)

Background: An ultralow Q-value 8 decay can occur from a parent nuclide to an excited nuclear state in the
daughter such that Qy;. < 1keV. These decay processes are of interest for nuclear S-decay theory and as potential
candidates in neutrino mass determination experiments. To date, only one ultralow Q-value 8 decay has been
observed—that of ''>In with Qp = 147(10) eV. A number of other potential candidates exist, but improved mass
measurements are necessary to determine if these decay channels are energetically allowed and, in fact, ultralow.
Purpose: To perform precise f-decay Q-value measurements of >3 Ag and ''Cd and to use them in
combination with nuclear energy level data for the daughter isotopes '>!13Cd and '"In to determine if the
potential ultralow Q-value 8-decay branches of ''>''*Ag and ''>Cd are energetically allowed and <1 keV.
Method: The Canadian Penning Trap at Argonne National Laboratory was used to measure the cyclotron
frequency ratios of singly charged ''*!3Ag and ''*Cd ions with respect to their daughters ''>!*Cd and '*In.
From these measurements, the ground-state to ground-state S-decay Q values were obtained.

Results: The '?Ag — '’Cd, '"Ag — '3Cd, and '"Cd — '"In B-decay Q values were measured to
be Qs(""2Ag) = 3990.16(22) keV, Qp('*Ag) = 2085.7(4.6) keV, and Qs(''>Cd) = 1451.36(34) keV. These
results were compared to energies of excited states in '2Cd at 3997.75(14) keV, ''*Cd at 2015.6(2.5) and
2080(10) keV, and 'In at 1448.787(9) keV, resulting in precise Qu, values for the potential decay channels
of —7.59(26) keV, 6(11) keV, and 2.57(34) keV, respectively.

Conclusion: The potential ultralow Q-value decays of ''?Ag and ''Cd have been ruled out. '"*Ag is still a
possible candidate until a more precise measurement of the 2080(10) keV, 1/2* state of ''*Cd is available.
In the course of this work we have found the ground state mass of ''*Ag reported in the 2020 Atomic Mass
Evaluation [Wang et al., Chin. Phys. C 45, 030003 (2021)] to be lower than our measurement by 69(17) keV (a

40 discrepancy).

DOLI: 10.1103/PhysRevC.106.045503

I. INTRODUCTION

Nuclear g decays offer insight into the underlying weak
interaction processes that govern them, and the in-medium
effects that modify them due to their occurrence inside
the atomic nucleus [1,2]. The majority of unstable nuclides
known to exist decay via allowed B decay and have rela-
tively large Q values. This results in them having typically
short lifetimes, and making them fairly straightforward to
observe. However, there are a number of isotopes with low
B-decay Q values and/or high forbiddenness, which results
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in them having much longer half-lives. These isotopes are
important tools for applications such as direct neutrino mass
determination experiments, e.g., [3—6], and radioactive dating,
e.g., [7]. It is also important to categorize and understand
these rare decays since they can contribute to backgrounds
in other rare event experiments, such as neutrinoless double
B decay (OvBpB) and dark matter searches [8]. They also
provide a testing ground for nuclear theory under atypical
conditions [9].

Ground-state to ground-state (g.s.-g.s.) B decays have Q
values covering a wide energy range from ~2.5 keV up to
~10MeV. However, under special circumstances, such as a
decay from the ground state of the parent nuclide to a nearby
excited state in the daughter, the Q value can be much lower.
Such a decay, with Qup. <1 keV, is known as an ultralow
(UL) Q value 8 decay [10].

©2022 American Physical Society
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To date, the only known UL Q value B decay is that
of the '"In(9/2%) ground state to the ''>Sn(3/2%) first ex-
cited state. This decay was discovered by Cattadori et al. at
the Laboratori Nazionali del Gran Sasso in 2005 [11], and
was later confirmed at the HADES underground laboratory
in 2009 [12,13]. In these experiments, the ''*In(9/2%) —
1158n(3/2%) B decay was inferred via the detection of the
497.5 keV y ray emitted from the ,, = 11 ps, 3/2% state.
Precise Penning trap measurements of the ' In—-!"3Sn mass
difference by groups at Florida State University [14] and the
University of Jyviskyld [12], combined with the precisely
known energy of the !'3Sn(3/2") state, showed that this decay
is energetically allowed with a Qui value of 147(10) eV.!
Theoretical descriptions of this UL Q-value decay showed
significant discrepancies between the calculated and measured
partial half-life [10,17]. The identification of additional UL Q-
value decays, and measurements of their partial half-lives are
required to aid further theoretical developments. Furthermore,
UL Q-value g decays have the potential to be new candidates
for direct neutrino mass determination experiments, since the
fraction of decays in the energy interval AE close to the end-
point, which is relevant for the determination of the neutrino
mass, goes as (AE/Q)3 [18].

Potential UL Q-value decay branches were identified in
115¢Cd [19] and '*°Cs [20] with Quy. values of —2.8(4.0) keV
and 0.5(1.1) keV, respectively, limited by the uncertainties
in the masses of the parent and/or daughter isotopes. Since
Ref. [19] was published, new atomic mass data in the 2016
Atomic Mass Evaluation (AME2016) [15] gave an UL Q
value for ''3Cd of 3.1(0.7) keV.? Although this would indicate
that this transition is not UL, we note that in AME2016 and
AME2020 the ''>Cd mass is determined entirely through a
(d, p) reaction measurement linking it to ''*Cd [22]. Since
atomic masses obtained via nuclear reaction data are not al-
ways reliable, and because the mass of 114Cd was determined
from an older mass spectrometry technique, a direct Penning
trap measurement of the !'>Cd Q value is called for.

Recently, the ground-state Q value of '3Cs was mea-
sured with the JYFLTRAP Penning trap at the University of
Jyviskyld, and the Q value of the potential UL decay branch
was determined to be Qur = 0.44(31) keV [23], showing
that it is indeed energetically allowed with Quyp, < 1 keV.
Additional potential UL Q-value decay candidates have been
identified in the literature [9,24-26]. Again, more precise
mass data for the parent and/or daughter isotopes are required
to determine whether these decays are energetically allowed
and if their Q values are ultralow. Recently, a number of these
potential candidates have been investigated via precise Pen-
ning trap measurements by the LEBIT group at the National
Superconducting Cyclotron Laboratory [27], the ISOLTRAP
group at ISOLDE, CERN [28], and by the JYFLTRAP group
[29-34].

'Here, we use Qp =497.489(10) keV from Ref. [15] and
E['5Sn(3/2%)] = 497.342(3) keV from the recent measurement of
Ref. [16].

This Q value remains the same in the most recent 2020 update to
the Atomic Mass Evaluation (AME2020) [21].
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FIG. 1. Decay schemes for !'>!"*Ag and ''*Cd showing the main
B-decay branches (solid black arrows) and the potential ultralow Q-
value decay branches (dashed blue arrows) investigated in this work.
The ground-state to ground-state Q values are obtained using data
from the AME2020 [21]. All values are given in units of keV.

In this paper we present the first direct measurement of the
5¢cq g.s.-g.s. O value (Qg ) and determination of the Q value
of the potential UL decay branch identified in Ref. [19]. We
also investigate two potential UL Q value candidates identified
in Ref. [26]: >3 Ag_ Partial decay schemes for all three can-
didates are shown in Fig. 1. For '>Ag and ''3Cd, potential UL
Q-value decays are to the 1 or 27 level at 3997.8 keV in 12y,
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and to the 9/27" level at 1448.8 keV in !’In, respectively. In
the case of !> Ag, two potential UL Q-value branches to 1/2+
states in '°Cd at 2015.6 keV and 2080 keV are shown. A
decay to the lower energy state was identified as a potential
UL Q-value transition based on the g.s.-g.s. Q value obtained
using mass data from AME2016 [15], but was ruled out by our
measurement presented here. Based on our new result, a decay
to the higher energy state was later identified as a potential UL
Q-value transition.

II. EXPERIMENTAL DESCRIPTION

The "> Ag and 'Cd g.s.-g.s. Q values were obtained
via measurements of the cyclotron frequency ratio of singly
charged ions of the parent and daughter isotopes using the
Canadian Penning Trap (CPT) at Argonne National Labora-
tory (ANL) [35,36].

CPT is currently coupled to the californium rare isotope
breeder upgrade (CARIBU) facility that produces neutron-
rich rare isotopes via spontaneous fission of >Cf [37].
Fission products are thermalized in a gas catcher [38] and
extracted as singly or doubly charged ions. The ions are then
accelerated and go through a high-resolution mass separator
to select ions of a particular A/g. The selected ions then enter
into a radiofrequency quadrupole (RFQ) cooler and buncher to
prepare low emittance bunches for injection into the CARIBU
multireflection time-of-fight mass separator (MR-TOF-MS)
[39] where the next stage of mass selection occurs as ions
reflect between electrostatic mirrors and separate in time of
flight with respect to their mass, providing typical mass re-
solving powers of up to 10°. A Bradbury-Nielsen gate (BNG)
[40] is then used to select a particular isotope. However,
depending on the mass difference between isobars, more than
one species can pass through the BNG. Finally, ion bunches
are accumulated and further cooled in a linear Paul trap before
being injected into the Penning trap.

The CPT has a hyperbolic geometry with compensation
ring and tube electrodes and is immersed in a uniform 5.9 T
magnetic field produced by a superconducting solenoidal
magnet. lons confined in the Penning trap undergo three
normal modes of motion: axial, reduced-cyclotron, and
magnetron, with characteristic frequencies f;, fy, and f_,
respectively [41]. By combining measurements of the observ-
able normal mode frequencies, one can obtain the free-space
cyclotron frequency for an ion with charge-to-mass ratio g/m
in a magnetic field of strength B:

qB

Je=5 - ey
Tm
At the CPT, f. is measured using the so-called phase-imaging
ion cyclotron resonance (PI-ICR) technique that was origi-
nally developed and implemented by the SHIPTRAP group
[42,43]. This technique enables a measurement of the total
phase accumulated by an ion in its reduced-cyclotron or mag-
netron motion during a precisely defined time interval, that in
turn can be used to determine the ion’s frequency in the trap.
The phase determination is performed by ejecting ions from
the trap onto a position sensitive micro channel plate (MCP)
detector, preserving the ion’s phase information.

In this work, the direct method for determining f. de-
scribed in Ref. [43] was used [36]. This method involves two
separate phase measurements known as the reference spot
measurement and the final spot measurement (an additional
measurement at the start of the experiment is also required
to determine the spot on the MCP that corresponds to the
center of the trap). For both the reference and final spot
measurements, the reduced-cyclotron motion of the ion is
first excited to a well-defined radius via a pulsed radiofre-
quency (rf) dipole drive at a frequency close to f.. For
the reference spot, a quadrupole 1f drive pulse at frequency
fie =~ f+ + f- = f. is immediately applied, which converts
the ion’s reduced-cyclotron motion into magnetron motion.
The ion is then allowed to accumulate phase in its magnetron
motion for a specific time period before being ejected from
the trap. For the final spot, the quadrupole rf drive pulse is
applied after a phase accumulation period of length 7., so
that the ion accumulates mass-dependent reduced-cyclotron
phase before its reduced-cyclotron motion is converted into
magnetron motion. The ion then remains in its magnetron
orbit for an additional period of time until it is ejected such
that the total time spent in the trap during the reference and
final spot measurements is the same. The cyclotron frequency,
fe» is determined from the total phase difference A¢ between
the reference and measurement spots during the time interval
face [43]

Ag Pmeas + 2N
T lace

2T taec @
where @neas 1S the measured angle between the reference and
final spot and N is the number of complete revolutions for an
ion with cyclotron frequency f,. during time ..

In order to obtain ¢ess, the central coordinates and associ-
ated uncertainties of the reference spot and final spot need to
be determined. This was done using an unsupervised learning
cluster-finding model, the Gaussian mixture model, which has
been developed based on an expectation—maximization algo-
rithm, see, e.g., Ref. [44]. For the final phase measurement,
there can be several spots along with the spot corresponding
to the ion of interest depending on contaminants present in
the beam. In such cases, #,.c was carefully chosen so that the
spot of interest is well separated from the other spots. Such an
example can be seen in Fig. 2, which displays the output of
the cluster-finding model and shows the presence of A = 113
isobars '3 Ag, 13™Ag 113Cd, and '"*Pd. Typically ~100-500
ions were accumulated in a spot to enable a determination of
f¢ to a precision of ~3-5 mHz. Such a measurement took
~2-30 mins, depending on the rate at which the isotope of
interest was delivered to the Penning trap. When necessary,
this rate was limited to allow only a few ions per shot into
the trap to avoid potential systematic frequency shifts due to
ion-ion interactions.

III. DATA AND ANALYSIS

A. Experimental runs and data

The experimental data were acquired during three separate
runs in 2016, 2017, and 2018. During the initial 2016 run,
data were taken for the ratios of interest ''?Ag* /12Cd™,

045503-3



N. D. GAMAGE et al.

PHYSICAL REVIEW C 106, 045503 (2022)

25
8 113Cd + 113Pd
- - - -m
- Tl 2
-
6 s - 2
= - - - 9
- - " - " b E
= 4 ] 15 o
IS 4 [ ] L] 4+
E 3
> = = ME
21 [ ] 10g
- = £
=2
01 5
2T 6 —4 -2 0 2 4

FIG. 2. An example of a PI-ICR data set showing the separation
of "> Ag™ and the '®" Ag* isomer, as well as ''*Cd* and ''*Pd* iso-
baric contaminants, as identified with the cluster-finding algorithm.
The red dot in each spot shows the center of each cluster. In this data
set, a 545 ms t,.. was used.

BAgt /13Cdt, and '5Cd* /"5Int, and for test ratios
12gp+ /12Cd*t and "Int /!5Sn* that involve isotopes
whose masses have already been precisely measured with
Penning traps [12,14,45]. In this data we observed shifts in
the Q values calculated from the test ratio measurements of
up to 10 keV compared to literature values. We also observed
variations in the Q values for different 7,.. times that were
found to result from variations in f, for different 7,.. times.

After the 2016 run, it was discovered that these shifts
were due to a systematic sinusoidal variation of f, as a func-
tion of 7, with a frequency corresponding to the magnetron
frequency of ions in the trap. A corresponding systematic
variation was observed in the final radial position of the ions
on the MCP with a 90° phase shift compared to the f, data,
see Fig. 3 and Ref. [36]. These observations indicate that
ions injected into the trap had some initial magnetron motion
with a reproducible amplitude and phase when they were
initially confined in the trap, before their reduced-cyclotron
motion was first driven by the pulsed rf dipole drive. This
motion is then transferred to the final magnetron motion of
the ions before they are ejected from the trap, with a phase
that depends on the phase accumulated during the 7,.. period.
Hence, the position of the final spot on the MCP is modified
slightly resulting in a final radial position and phase, @meas,
that depend on ¢,... Following this discovery, a second experi-
mental run was performed in 2017 with the A = 115 ion pairs
15cd+ /5In* and "SInt /"5Sn*, and a third experimen-
tal run was undertaken in 2018 to take additional A = 115
data and data for the A = 112 ion pairs ''?Ag* / 12Cd ™" and
1128H+ / 112Cd+.

During the 2017 and 2018 runs, f,.. was systematically
varied to map out and account for the sinusoidal variation of
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FIG. 3. Sinusoidal variation of (a) f. and (b) radius of the pro-
jected orbit of the ''*Cd™ ion spot observed on the MCP as a function
of accumulation time, #,., from the 2017 data set.

fe versus f,.. A sinusoidal fit to the data of the form

Je(®) = feo + Ao()sin2m f_t + ) 3

was then performed. In this fit, Ag(¢) is the amplitude of the
sine fit function, i is a phase offset, and f( is the baseline
cyclotron frequency when no systematic shift occurs. Hence,
fe0 and its associated uncertainty are extracted. In this fit, f_
was constrained to the measured magnetron frequency. We
note that, although the magnitude of the shift in @pe,s does
not depend on 7., Ag does because f, from Eq. (2) goes as
1/ Tacc-

The procedure to measure f,( in this way was then repeated
with the other isotope for the parent-daughter pair so that
the Q value could be obtained, as discussed in section IV.
Depending on the isotope pair, between one and three f
measurements were performed for each isotope, alternating
between the two.

After obtaining f.o for ions of the parent and daughter
isotopes, the cyclotron frequency ratio, corresponding to the
inverse mass ratio of the ions, was obtained:

P
0 _ Md

R="9=-1 (4)
c0 mP

In the case that more than one f., measurement was per-
formed for parent and/or daughter isotope, neighboring f.o
measurements for one ion were linearly interpolated to the
time of the f,y measurement of the other ion to account for
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TABLE I. Average cyclotron frequency ratios obtained from the measurements performed in this work. Measurements were performed in
three separate experimental runs in 2016, 2017, and 2018. The accumulation times for each measurement are listed under #,.. in ms. ARg, and
AR, are corrections (and associated uncertainties in parentheses) x 10° applied to the ratio to account for systematic shifts to the final and
reference spots, respectively (see text for details). o is the statistical uncertainty x 10°, and R is the resulting corrected ratio, with combined

statistical and systematic uncertainties in parentheses.

Ion pair Year face (MS) ARgpn ARyer Ot R
12 A0+ /2Cg* 2016 350 0(48) 48(5) 8 0.999 961 658(49)
12 Ag* /12Cqt 2018 710 0(0) —1.6(2) 2.1 0.999 961 721 5(21)
H2gpt y12cg 2016 350 0(48) 18(2) 9 0.999 981 445(49)
l2gpt /12¢gt 2018 710 0(0) 2.1(2) 2.4 0.999 981 582 2(24)
1B A+ /3Cg* 2016 340 & 545 0(42) 2.3(2) 12 0.999 980 169(44)
LB gt /1BmAgtH 2016 348 & 545 0(41) 7.5(8) 15 0.999 999 616(44)
5cgt /1 mt 2016 349 —4(9) 15(2) 1.4 0.999 986 451 4(93)
5cgt /15 mt 2017 348 0(0) —19(2) 6.0 0.999 986 435 5(63)
15¢g* / "Pmt 2018 440 0(0) —1.4(2) 3.9 0.999 986 440 1(39)
Average 0.999 986 440 3(31)
St/ 158n+ 2016 349 26(13) 5(1) 22 0.999 995 361(13)
St/ 158n+ 2017 160, 318 & 348 0(0) 14(2) 3.9 0.999 995 351 8(44)
R VAR 2018 440 0(0) 4.9(5) 7.0 0.999 995 332 7(70)

temporal magnetic field drifts. A weighted average of all
resulting cyclotron frequency ratio measurements for a given
ion pair was then obtained. The average cyclotron frequency
ratios, after applying the systematic corrections discussed be-
low, are given in Table I.

B. Systematic corrections and checks

During the experimental runs in 2017 and 2018, the data
were obtained by measuring f. as a function of #,.. and ex-
tracting the baseline value, f.(, from a fit using Eq. (3). This
procedure enabled us to account for the phase dependent shift
to f. as a function of #,.. so that it did not affect the cyclotron
frequency ratio, R. Hence there is no ARy, correction to the
2017 or 2018 data in Table I.

For the 2016 data, measurements were performed for each
ratio at specific o times, resulting in frequencies and corre-
sponding ratios that did suffer from systematic shifts. In the
case of ''>Cd* /In*, we were able to use the parameters
from the fit of Eq. (3) to the 2017 A = 115 data to correct
the 2016 data. The correction, ARjg,, and the corrected ratio
are shown in Table I. After this correction, there is good
agreement between the corrected 2016 '>Cd* /SIn" data
and the data taken in 2017 and 2018. As such, we averaged
15cd* /15In* data from all three runs to obtain the average
ratio listed in Table I to be used to determine the !'3Cd g.s.-g.s.
B-decay Q value.

Correcting the 2016 A = 115 data was possible because
the 2017 data were taken within two months of the 2016 data
and no significant changes to the CPT apparatus were made.
Before the 2018 run, some 18 months after the 2017 run,
a magnet quench had occurred, requiring the magnet to be
re-energized, and a new voltage source for the Penning trap
electrodes had been installed. As such, the parameters from
the fit of Eq. (3) to the 2018 data did not reproduce those from
the 2017 data. Hence, we were not able to use the 2018 A =
112 data to correct the 2016 ''2Ag* /12Cd* data. We also

did not take additional data at A = 113 in 2018 because the
2016 data was sufficient to rule out the potential UL Q-value
decay branch. As such, we do not apply a correction, ARy,
to the 2016 1?11 Ag data. Instead, we include an uncertainty
due to this effect that we estimate from Eqgs. (2) and (3) based
on the 7,.. that was used and the variation in the observed
orbital radius of the ion spot on the MCP, as seen, for example,
in Fig 3. We also applied the ARy, correction to the 2016
STp+ /115807 test ratio data, and included the systematic
uncertainty due to this effect in the !'2Sn* / ''2Cd™* test ratio,
as reported in Table II.

After the 2018 run, a smaller, additional systematic shift
to f. data taken using the PI-ICR technique at the CPT was
discovered [36]. This shift affected the phase of the reference
spot and is due to contaminant ions of the same nominal A/q
in the trap. During the pulsed rf dipole drive at f that is
used to initially drive the ions to their reduced cyclotron orbit,
and also during the pulsed rf quadrupole drive at f, that is
used to convert cyclotron motion into magnetron motion, ions
accumulate a phase difference that depends on m/qg. Because
the f and f, drive pulses are of short duration (=500 us), the
resulting phase difference is typically small (=5°), and a sepa-

TABLE II. Comparison of test ratio measurements, R, given in
Table I to inverse mass ratios, Ry;;, obtained from literature values for
mass [21] and isomeric energies [46]. AR is the difference (R — Ry;)
x 10° with total uncertainty in parentheses.

Ton pair Year Riit AR (x107%)
l2gp* /12¢cdt 2016  0.999 981 582 5(37) —137(49)
2018 —0.3(4.4)
IBAgt /BmAGT 2016  0.999 999 586 4(10) 30(44)
2016 9(13)
St/ 158n+ 2017  0.999 995 351 9(2) —0.2(4.4)
2018 —19(7)
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TABLE III. Q values obtained in this work, Qcpr, from the
cyclotron frequency ratio measurements listed in Table I and using
Eq. (5). Results obtained from the AME2020 [21], QamE, and the
differences AQ = Qcpr — Oanme are also listed. All values are in keV.

Decay Ocrr OaME AQ

2Ag — M2Cd 3990.16(22) 3991.1(2.4) —1.02.4)
BAg — 3Cd  2085.7(4.6) 2016.5(16.6) 69.2(17.3)
15cd — 'PIp 1451.36(34) 1451.88(65) —0.52(73)

ration of different species in the reference spot is not observed.
However, depending on the proportion of contaminant ions
to the ion of interest entering the trap, the weighted average
phase of the reference spot can be systematically offset from
the phase of just the ions of interest [36]. This effect can be
corrected for by determining the percentage of contaminant
ions vs ions of interest and calculating the corresponding
weighted phase shift. This correction was accounted for in the
data, and has been included in Table I as the correction AR .

Our cyclotron frequency ratio measurements of
12gp+ /12Cd* and SInt / '5Sn* were performed to serve
as an independent check of our measurements by comparing
them to the inverse mass ratios calculated with data listed in
the AME2020 [21]. We also observed the ''*™Ag isomer, so
were able to obtain the ratio ''*™Ag* /3 Ag* which can be
compared to the mass ratio of the !> Ag ground and isomeric
state. A comparison of these data is shown in Table II.

IV. RESULTS AND DISCUSSION

A. Qg values for U213 A6 and 115Cd B decay

The goal of this work was to obtain g.s.-g.s. B-decay Q
values for '">!*Ag and '">Cd. These Q values, defined as
the energy equivalent of the mass difference between parent
and daughter atoms, can be determined from the measured
cyclotron frequency ratios via

Qe = (M, — My)? = (Mg —m)R™' = 1%, (5)

where M, and M, are the mass of the parent and daughter
atoms, respectively, and m, is the mass of the electron. The
conversion factor from atomic mass units to keV, 1 u =
931494.10242(28) keV/c? from Ref. [47] was used. The
average cyclotron frequency ratios listed in Table I were used
to obtain these Q values, and the results are listed in Table III.
Daughter atomic masses were taken from the AME2020 [21],
and m, from the most recent CODATA recommended values
of the fundamental physical constants [47]. Q values obtained
in this work are compared to those from the AME2020 in
Table III and in Fig. 4.

Our Q values for '"?Ag and ''3Cd are slightly lower, but
in agreement with the values obtained from the AME2020.
Our result for ''?Ag is a factor of 10 more precise, while that
for !15Cd is about a factor of two more precise. Our result for
13Ag shows a significant, 40 discrepancy compared to the
AME2020, and is a factor of three more precise.

80

60
S\ 112Ag 11SCd
[0}
X
T 404 21 2
z 0 0
S : :
- 20 -2- 21
O
]

0 .
-20- T T T
112Ag 113Ag 504
Isotope

FIG. 4. Ground-state to ground-state Q values measured in this
work. The red bands show the AME2020 uncertainty and the red
dots are our measured values.

B. Evaluation of Quy, values for "'>'"*Ag and '*Cd

Using the new Q values listed in Table III, the potential UL
Q values for decay branches to excited states in the daughter
nuclei can be evaluated via

QUL = Qg.s. - E*’ (6)

where Q. 1is the g.s.-g.s. Q value from Table III, and E*
is the energy of the final state in the daughter (see Table IV
for relevant references). The Quy, values that we obtained are
listed in Table I'V.

Our new Qyp, values definitively show that the potential
UL Q-value decay for "?>Ag identified in Ref. [26] is not
energetically allowed, and that the potential UL Q-value decay
for '1°Cd identified in Ref. [19] is not <1 keV and hence not
ultralow. The fact that our new Q, s value for ''*Ag deviates
from the AME value by 69 keV, means that the potential UL
Q-value decay to the 1/2% state in ''*Cd at 2015.6 keV is
>>1 keV and is ruled out. However, there is another 1/27 state
in '*Cd at 2080(10) keV that an UL Q-value decay could
potentially go to. The 10 keV uncertainty in the ''*Cd(1/2%)
daughter state does allow for the possibility of there being a
decay branch to this state with a Q value that is <1 keV. We
have performed an initial evaluation of the possible half-life
for such a decay if the Q value was ~1 keV. To do this,
we followed the “statistical approach” described by Eronen
et al. [33]. We used the NNDC logft calculator [48], where
logft = logyft1,2 with f the phase space factor and #,/, the
half-life [49], to determine the transition intensity for > Ag 8
decay to the 1/2% daughter state of interest in '3*Cd for a
range of log ft values between 8.1 and 8.4. These values were
selected based on values listed for decays to 1/2% daughter
states in '13Cd at 883.6 keV and 988.4 keV [50]. The validity
of the logft calculator values was confirmed by comparing
logft values for decays to these 1/2% excited states, the 1/2%
ground state, and to 3/2" excited states, all of which are
first forbidden nonunique transitions. All results agreed with
the listed logft values [50] to within £0.1. In this analysis
we varied the daughter energy level from 2085.6 to 2084.2
keV, to give a range of Qur values of 100-1500 eV. The
corresponding partial half-life was then determined from the
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TABLE IV. Q values for potential UL decay branches identified
in Refs. [19,26]. The Qy. values were obtained using the g.s.-g.s. Q
values, Qcpr and Qanmg, from Table III, and excited state energies,
E*. The E* values, listed in Ref. [51], are from nuclear data sheet
compilations [50,52,53]. Relevant measurements and references for
determining those energy levels are given in the table footnotes. All
energies listed are in keV.

Decay E* OuL
CPT AME
2Ag — 2Cd 3997.75(14) —17.59(26) —6.6(2.4)
BAg — BCcd  2015.6(2.5)° 70.1(5.2) 0.9(16.8)
2080(10)° 57(11.0)  —63.5(19.4)
5cd —» B 1448.787(9)¢ 2.57(34) 3.1(0.7)

allcd(n, p) [54]; M2Cd(y, Vyo) [55,56]; compilation [52].
*14Cd(dpor, 1) [57]; compilation [50].

H2Cd(dpot, p), " Cd(dpot, 1) [571; 1*Cd(d, p) [58]; comp. [50].
dMultiple sources; compilation [53].

transition intensity [49]. A plot of partial half-life vs Qur,
value is given in Fig. 5. The partial half-life for this decay
with Qur = 500 eV is ~5 x 10® yr, which is extremely long
compared to the ''*Ag total half-life of 5.37 h, thus making
the detection of this decay very challenging.

C. Mass excesses for '>13Ag and '*Cd

The ratios in Table I were used to obtain absolute atomic
masses for the parent nuclides, "> Ag, and ''>Cd, via

M, =My —m)R™" + m, (7

with corresponding values for M, taken from Ref. [21]. Mass
excesses were then obtained and are listed in Table V where
they are compared with the values from the AME2020 [21].
The mass excesses for ''Ag and !''Cd are in good
agreement with the AME2020 data, but are factors of ap-
proximately seven and two more precise, respectively. Our
result for '3 Ag shows that it is less bound by 69.2(17.2) keV

1073 4
16 o Partial half-life for logy(ft) = 8.1
1 e Partial half-life for logqo(ft) = 8.4
. 10°+ °
=
o .
5 10°+ "
< o e
= .
5 ~
s ; | o} ®
10 > I .
.
O — M .
10° 4 -

T T T T T T T
200 400 600 800 1000 1200 1400
Qs value (eV)

FIG. 5. Evaluation of the 8-decay partial half-life of "> Ag(1/2",
g.s.) — 1BCd(1/2*, 2080(10) keV), on a log,, scale, as a function
of Oy value using the log f statistical approach (see text for details).

TABLE V. Mass excesses for '2Ag, ''*Ag, and ''*Cd obtained
in this work along with results from the AME2020 [21] and the
difference AME = ME cpy — ME svE-

Isotope This work AME2020 AME
(keV/c?) (keV/c?) (keV/c?)
12Ag —86 584.70(33) —86 583.7(2.4) —1.02.4)
1BAg —86 957.6(4.6) —87 026.8(16.6) 69.2(17.2)
15¢d —88 085.00(42) —88 084.5(0.7) —0.5(0.8)

compared to the AME2020 value, a 40 discrepancy. The mass
of 3Ag in AME2020 is derived almost entirely from three
13Ag B-decay measurements [59,60], the most precise of
which is listed as a private communication to the Nuclear
Data Group from 1957 [21]. The '>Cd mass, on the other
hand is derived from a (d, p) reaction linking it to Hdcq,
and the '">Ag mass is from a Penning trap measurement
performed by the ISOLTRAP group [61]. We note that we
did observe the ''*™Ag isomer in addition to the '3 Ag ground
state, as shown in Fig. 2, and determined their mass differ-
ence to be 40.4(4.6) keV/cz, consistent with the literature
value of 43.5(1) keV [46] for the energy of the isomeric
state.

V. CONCLUSION

We have performed precise determinations of the g.s.-g.s.
B-decay Q values of ''>!13Ag and ' Cd by measuring the cy-
clotron frequency ratios of singly charged parent and daughter
ions with the Canadian Penning trap mass spectrometer. By
comparing these Q values with excited state energy levels in
the daughter nuclei, the Qy values for potential UL Q-value
decays of "">Ag and ''>Cd were found to be —7.59(26) keV
and 2.57(34) keV, respectively. The former is not energetically
allowed and the latter is too large (i.e., >1 keV) to be consid-
ered as an UL decay, ruling both out as potential UL Q-value g
decays. Our Q value measurement of ''3Ag indicated a 69(17)
keV discrepancy compared to data from the AME2020. This
result ruled out the potential UL Q-value decay to the 1/2%,
2015.6 keV state in ''3Cd, but indicated a new potential UL
Q-value branch to the 1/2% state at 2080(10) keV. Hence,
13Ag is still a potential candidate with a Qur. of 6(11) keV.
While a more precise determination of the 113Cd(l /27,2080
keV) state energy and dedicated theoretical calculations are
required to further evaluate this decay branch, an initial anal-
ysis indicates that the partial half-life for this decay with
a Qur <1 keV is >107 yr. Hence, the observation of this
decay, if it turns out to be energetically allowed, would be
experimentally challenging.

Finally, we also report improved atomic masses for
H21B3Ag and ''5Cd. The atomic masses of ''>Ag and ''>Cd
are in good agreement with the AME2020 values, and have
had their uncertainties reduced by factors of seven and two,
respectively. We observed an ~70 keV discrepancy in the
mass of !> Ag compared to the AME.
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