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Abstract

While modern large-scale datasets often consist of heterogeneous subpopulations—for
example, multiple demographic groups or multiple text corpora—the standard practice of
minimizing average loss fails to guarantee uniformly low losses across all subpopulations. We
propose a convex procedure that controls the worst-case performance over all subpopulations
of a given size. Our procedure comes with finite-sample (nonparametric) convergence
guarantees on the worst-off subpopulation. Empirically, we observe on lexical similarity,
wine quality, and recidivism prediction tasks that our worst-case procedure learns models
that do well against unseen subpopulations.

1 Introduction

When we train models over heterogeneous data, a basic goal is to train models that perform
uniformly well across all subpopulations instead of just on average. For example, in natural
language processing (NLP), large-scale corpora often consist of data from multiple domains, each
domain varying in difficulty and frequently containing large proportions of easy examples [21].
Standard approaches optimize average performance, however, and yield models that accurately
predict easy examples but sacrifice predictive performance on hard subpopulations [62].

The growing use of machine learning systems in socioeconomic decision-making problems,
such as loan-servicing and recidivism prediction, highlights the importance of models that
perform well over different demographic groups [6]. In the face of this need, a number of
authors observe that optimizing average performance often yields models that perform poorly on
minority subpopulations [3, 36, 41, 17, 66, 76]. When datasets contain demographic information,
a natural approach is to optimize worst-case group loss or equalize losses over groups. But
in many tasks—such as language identification or video analysis [76, 17]—privacy concerns
preclude recording demographic or other sensitive information, limiting the applicability of
methods that require knowledge of demographic identities. For example, lenders in the
United States are prohibited from asking loan applicants for racial information unless it is to
demonstrate compliance with anti-discrimination regulation [20, 22].

To address these challenges, we seek models that perform well on each subpopulation
rather than those that achieve good (average) performance by focusing on the easy examples
and domains. Thus, in this paper we develop procedures that control performance over all
large enough subpopulations, agnostic to the distribution of each subpopulation. We study
a worst-case formulation over large enough subpopulations in the data, providing procedures
that automatically focus on the difficult subsets of the dataset. Our procedure guarantees a
uniform level of performance across subpopulations by hedging against unseen covariate shifts,
potentially even in the presence of confounding.

In classical statistical learning and prediction problems, we wish to predict a target Y ∈ Y
from a covariate vector X ∈ X ⊂ R

d drawn from an underlying population (X,Y ) ∼ P ,
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measuring performance of a predictor θ via the loss ℓ : Θ × (X × Y) → R+. The standard
approach is to minimize the population expectation EP [ℓ(θ; (X,Y ))]. In contrast, we consider
an elaborated setting in which the observed data comes from a mixture model, and we
evaluate model losses on a component (subpopulation) from this mixture. More precisely, we
assume that for some mixing proportion α ∈ (0, 1), the data X are marginally distributed
as X ∼ PX := αQ0 + (1 − α)Q1, while the subpopulations Q0 and Q1 are unknown. The
classical formulation does little to ensure equitable performance for data X from both Q0 and
Q1, especially for small α. Thus for a fixed conditional distribution PY |X , we instead seek
θ ∈ Θ that minimizes the expected loss under the latent subpopulation Q0

minimize
θ∈Θ

EX∼Q0 [E[ℓ(θ; (X,Y )) | X]]. (1)

We call this loss minimization under mixture covariate shifts.
As the latent mixture weight and components are unknown, it is impossible to compute the

loss (1) from observed data. Thus, we postulate a lower bound α0 ∈ (0, 12) on the subpopulation
proportion α and consider the set of potential minority subpopulations

Pα0,X := {Q0 : PX = αQ0 + (1− α)Q1 for some α ≥ α0 and distribution Q1 on X} .

Concretely, our goal is to minimize worst-case subpopulation risk R,

minimize
θ∈Θ

{
R(θ) := sup

Q0∈Pα0,X

E
X∼Q0

[E[ℓ(θ; (X,Y )) | X]]

}
. (2)

The worst-case formulation (2) is a distributionally robust optimization (DRO) problem [9, 70]
where we consider the worst-case loss over mixture covariate shifts Q0 ∈ Pα0,X , and we term the
methodology we develop around this formulation marginal distributionally robust optimization,
as we seek robustness only to shifts in the marginals over the covariates X. For datasets
with heterogeneous subpopulations (e.g. natural language processing corpora), the worst-case
subpopulation corresponds to a group that is “hard” under the current model θ. As we detail
in the related work section, the approach (2) has connections with covariate shift problems,
distributional robustness, fairness, and causal inference. In particular, the dual form of (2)
corresponds to the conditional-value-at-risk (CVaR) of the conditional risk E[ℓ(θ; (X,Y )) | X].

In some instances, the worst-case subpopulation (2) may be too conservative; the distribution
of X may shift only on some components, or we may only care to achieve uniform performance
across one variable. As an example, popular computer-vision datasets draw images mostly
from western Europe and the United States [68], but one may wish for models that perform
uniformly well over different geographic locations. In such cases, when one wishes to consider
distributional shifts only on a subset of variables X1 (e.g. geographic location) of the covariate
vector X = (X1, X2), we may simply redefine X as X1, and Y as (X2, Y ) in the problem (2).
All of our subsequent discussion generalizes to such scenarios.

On the other hand, because of confounding, the assumption that the conditional distribution
PY |X does not change across groups may be too optimistic. While the assumption is appropriate
for machine learning tasks where human annotators use X to generate the label Y , many
problems include unmeasured confounding variables that affect the label Y and vary across
subpopulations. For example, in a recidivism prediction task, the feature X may be the
type of crime, the label Y represents re-offending, and the subgroup may be race; without
measuring unobserved variables, such as income or location, PY |X is likely to differ between
groups. To address this issue, in Section B we generalize our proposed worst-case loss (2) to
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incorporate worst-case confounding shifts, providing finite-sample upper bounds on worst-case
loss whose tightness depends on the effect of the unmeasured confounders on the conditional
risk E[ℓ(θ; (X,Y )) | X].

1.1 Overview of results

In the rest of the paper, we construct a tractable finite sample approximation to the worst-case
problem (2), and show that it allows learning models θ ∈ Θ that perform uniformly well over
subpopulations. Our starting point is the duality result (see Section 2.1)

R(θ) := sup
Q0∈Pα0,X

E
X∼Q0

[E[ℓ(θ; (X,Y )) | X]] = inf
η

{
1

α0
E

X∼PX

[(E[ℓ(θ; (X,Y )) | X]− η)+] + η

}
.

For convex losses, the dual form yields a single convex loss minimization in the variables (θ, η)
for minimizing R(θ). When we (approximately) know the conditional risk E[ℓ(θ; (X,Y )) | X]—
for example, when we have access to replicate observations Y for each X—it is reasonably
straightforward to develop estimators for the risk (2) (see Section 2.2).

Estimating the conditional risk via replication is infeasible in scenarios in which X cor-
responds to a unique individual (similar to issues in estimation of conditional treatment
effects [44]). Alternative procedures that depend on parametric assumptions on the family of
conditional risks E[ℓ(θ;X,Y ) | X] for all θ ∈ Θ are restrictive, as we study learning problems
over a flexible class of machine learning models θ ∈ Θ (e.g., random forests, gradient boosted
decision trees, kernel methods, neural networks). In this work, we instead consider a scalable
nonparametric approach involving the variational representation

E[(E[ℓ(θ; (X,Y )) | X]− η)+] = sup
h:X→[0,1]

EP [h(X)(ℓ(θ; (X,Y ))− η)]. (3)

As the space {h : X → [0, 1]} is too large to effectively estimate the quantity (3), we consider
approximations via easier-to-control function spaces H ⊂ {h : X → R} and study the problem

minimize
θ∈Θ,η

{
1

α0
sup
h∈H

EP [h(X)(ℓ(θ; (X,Y ))− η)] + η

}
. (4)

By choosing H appropriately—e.g. as a reproducing kernel Hilbert space [11, 25] or a collection
of bounded Hölder continuous functions—we can develop analytically and computationally
tractable approaches to minimizing Eq. (4) to approximate Eq. (2).

Since the variational approximation to the dual objective is a lower bound on the worst-case
subpopulation risk R(θ), it does not (in general) provide uniform control over subpopulations
Q0 ∈ Pα0,X . Motivated by empirical observations that confirm the limitations of this approach,
we propose and study a more “robust” formulation than the problem (2) that provides a natural
upper bound on the worst-case subpopulation risk R(θ). Our proposed formulation variational
form analogous to Eq. (4) and is estimable. If we consider a broader class of distributional
shifts, we arrive at a more conservative formulation than the problem (2). Define the Rényi
divergence-ball [78] of order q

P∆,X,q := {Q : Dq (Q||PX) ≤ ∆} where Dq (P ||Q) :=
1

q − 1
log

∫ (
dP

dQ

)q

dQ.

Then for 1/p+ 1/q = 1 and p ∈ (1,∞), Lemma 2.1 and Duchi and Namkoong [27, Section 3.2]
show

Rp(θ) := sup
Q∈P∆,X,q

E
X∼Q

[E[ℓ(θ; (X,Y )) | X]] = inf
η

{
exp(∆/p) E

X∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)p+

]1/p
+ η

}
.
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Abstracting the particular choice of uncertainty in PX , for p ∈ [1,∞], the dual reformula-
tion [69, 27]

Rp(θ) = inf
η≥0

{
1

α0

(
EX∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)p+

])1/p
+ η

}
(5)

always upper bounds the worst-case subpopulation performance (2). As we show in Section 4,
for Lipschitz conditional risks x 7→ E[ℓ(θ; (X,Y )) | X = x], Eq. (5) is equal to a variant of
the problem (4) where we take H to be a particular collection of Hölder-continuous functions
allowing estimation from data. Because our robustness approach in this paper is new, there is
limited analysis—either empirical or theoretical—of similar problems. Consequently, we perform
some initial empirical evaluation on simulations to suggest the appropriate approximation
spaces H in the dual form (4) (see Section 3). Our empirical analysis shows that the upper
bound (5) provides good performance compared to other variational procedures based on (4),
which informs our theoretical development and more detailed empirical evaluation to follow.

We develop an empirical surrogate to the risk (5) in Section 4. A key advantage of our
finite-sample procedure is that it does not depend on unrealistic parametric assumptions on
the conditional risk E[ℓ(θ; (X,Y )) | X]. Our main theoretical result—Theorem 1—shows that
the model θ̂robn ∈ R

d minimizing this empirical surrogate achieves

sup
Q0∈Pα0,X

EX∼Q0 [E[ℓ(θ̂
rob
n ; (X,Y )) | X]] ≤ inf

θ∈Θ
Rp(θ) +O

(
n− p−1

d+1

)
,

with high probability whenever x 7→ E[ℓ(θ; (X,Y )) | X = x] is suitably smooth. In a rough
sense, then, we expect that p trades between approximation error—via the gap between
infθ∈ΘRp(θ) and infθ∈ΘR(θ)—and estimation error.

While our convergence guarantee gives the nonparametric rate O(n− p−1
d+1 ), we empirically

observe that our procedure achieves low worst-case losses even when the dimension d is large.
We conjecture that this follows because our empirical approximation to the Lp norm bound (5)

is an upper bound with error only O(n− 1
4 ), but a lower bound at the conservative rate O(n− p−1

d+1 ).
Such results—which we present at the end of Section 4—seem to point to the conservative nature
of our convergence guarantee in practical scenarios. In our careful empirical evaluation on
semantic similarity assessment and recidivism prediction tasks (Section 6), we observe that our
procedure learns models that perform uniformly well across unseen minority subpopulations and
difficult examples. Nevertheless, the pessimistic dependence on the dimension is unavoidable
under nonparametric assumptions on the conditional risk E[ℓ(θ;X,Y ) | X], as we show in
Section 5. In light of these fundamental hardness results, identifying a realistic yet restricted
class of conditional risks that allow faster statistical convergence is an interesting topic of
future work.

1.2 Related work

Several important issues within statistics and machine learning closely relate to our goals of
uniform performance across subpopulations. We briefly touch on a few of these connections
here and hope that further linking them may yield alternative approaches and deeper insights.

Covariate shifts. A number of authors study the case where a target distribution of interest
is different from the data-generating distribution—known as covariate shift or sample selection
bias [71, 8, 75]. Much of the work focuses on the domain adaptation setting where the majority
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of the observations come from a source population (and corresponding domain) P . These
methods require (often unsupervised) samples from an a priori fixed target domain, and
apply importance weight methods to reweight the observations when training a model for
the target [74, 13, 35, 43]. For multiple domains, representation based methods can identify
sufficient statistics not affected by covariate shifts [40, 34].

On the other hand, our worst-case formulation assumes no knowledge of the latent group
distribution Q0 (unknown target) and controls performance on the worst subpopulation of
size larger than α0. Kernel-based adversarial losses [79, 53, 54] minimize the worst-case loss
over importance weighted distributions, where the importance weights lie within a reproducing
kernel Hilbert space. These methods are similar in that they consider a worst-case loss, but
these worst-case weights provide no guarantees (even asymptotically) for latent subpopulations.

Distributionally robust optimization. A large body of work on distributionally robust
optimization (DRO) methods [10, 12, 49, 58, 28, 59, 30, 67, 16, 72, 51, 32, 15, 33, 48, 73, 47]
solves a worst-case problem over the joint distribution on (X,Y ). On the other hand, our
marginal DRO formulation (2) studies shifts in the marginal covariate distribution X ∼ PX .
Concretely, we can formulate an analogue of our marginal formulation (2)

sup
Q0∈Pα0,(X,Y )

E(X,Y )∼Q0
[ℓ(θ; (X,Y ))], (6)

where Pα0,(X,Y ) is the set of joint distributions Q0 over (X,Y ) such that P = αQ0 + (1−α)Q1

for some α ≥ α0 and probability Q1 on X × Y. The joint DRO objective (6) upper bounds
the marginal worst-case formulation (2), and is frequently too conservative (see Section 2).
By providing a tighter bound on the worst-case loss (2) under mixture covariate shifts, our
proposed finite-sample procedure (16) achieves better performance on unseen subpopulations
(see Sections 4 and 6). For example, the joint DRO bound (6) applied to zero-one loss for
classification may result in a degenerate non-robust estimator that upweights all misclassified
examples [42], but our marginal DRO formulation mitigates these issues by using the underlying
metric structure.

Similar to our formulation (2), distributionally robust methods defined with appropriate
Wasserstein distances—those associated with cost functions that are infinity when values of
Y differ—also consider distributional shifts in the marginal covariate distribution X ∼ PX .
Such formulations allow incorporating the geometry of X, and consider local perturbations
in the covariate vector (with respect to some metric on X ). Our worst-case subpopulation
formulation (2) departs from these methods by considering all large enough mixture components
(subpopulations) of PX , giving strong fairness and tail-performance guarantees for learning
problems.

Fairness. A growing literature recognizes the challenges of fairness within statistical learn-
ing [29, 37, 46, 45, 38, 22], which motivates our approach as well. Among the many approaches
to this problem, researchers have proposed that models with similar behavior across demo-
graphic subgroups are fair [29, 45]. The closest approach to our work is the use of Lipschitz
constraints as a way to constrain the labels predicted by a model [29]. Rather than directly
constraining the prediction space, we use the Lipschitz continuity of the conditional risk to
derive upper bounds on model performance. The gap between joint DRO and marginal DRO
relates to “gerrymandering” [45]: fair models can be unreasonably pessimistic by guaranteeing
good performance against minority subpopulations with high observed loss—which can be
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a result of random noise—rather than high expected loss [29, 45, 39]. Our marginal DRO
approach mitigates such gerrymandering behavior relative to the joint DRO formulation (6);
see Section 4 for a more detailed discussion.

Causal inference. A common goal in causal inference is to learn models that perform
well under interventions, and one formulation of causality is as a type of invariance across
environmental changes [61]. In this context, our formulation seeking models θ with low loss
across marginal distributions on X is an analogue of observational studies in causal inference.
Bühlmann, Meinshausen, and colleagues have proposed a number of procedures similar in spirit
to our marginal DRO formulation (2), though the key difference in their approaches is that
they assume that underlying environmental changes or groups are known. Their maximin effect
methods find linear models that perform well over heterogeneous data relative to a fixed baseline
with known or constrained population structure [56, 64, 19], while anchor regression [65] fits
regression models that perform well under small perturbations to feature values. Heinze-Deml
and Meinshausen [40] consider worst-case covariate shifts, but assume a decomposition between
causal and nuisance variables, with replicate observations sharing identical causal variables.
Peters et al. [61] use heterogeneous environments to discover putative causal relationships in
data, identifying robust models and suggesting causal links. Our work, in contrast, studies
models that are robust to mixture covariate shifts, a new type of restricted intervention over
all large enough subpopulations.

2 Performance Under Mixture Covariate Shift

We begin by reformulating the worst-case loss over mixture covariate shifts (2) via its dual
(Section 2.1). We first consider a simpler setting in which we can collect replicate labels Y
for individual feature vectors X—essentially, the analogue of a randomized study in causal
inference problems—showing that in this case appropriate sample averages converge quickly to
the worst-case loss (2) (Section 2.2). Although this procedure provides a natural gold standard
when x 7→ E[ℓ(θ; (x, Y )) | X = x] is estimable, it is impossible to implement when large sets of
replicate labels are unavailable. This motivates the empirical fitting procedure we propose in
Eq. (16) to come, which builds out of the tractable upper bounds we present in Section 4.

2.1 Upper bounds for mixture covariate shift

Taking the dual of the inner maximization problem over covariate shifts (2) gives the below
result.

Lemma 2.1. If E[|E[ℓ(θ; (X,Y )) | X]|] <∞, then

sup
Q0∈Pα0,X

E
X∼Q0

[E[ℓ(θ; (X,Y )) | X]] = inf
η∈R

{
1

α0
E

X∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)+

]
+ η

}
. (7)

If additionally 0 ≤ E[ℓ(θ; (X,Y )) | X] ≤M w.p. 1, the infimizing η lies in [0,M ].

See Section D.1 for the proof. The dual form (7) is the conditional-value-at-risk (CVaR) of the
conditional risk E[ℓ(θ; (X,Y )) | X]; CVaR is a common measure of risk in the portfolio and
robust optimization literatures [63, 70], but there it applies to an unconditional loss, making it
(as we discuss below) conservative for the problems we consider.
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E[ℓ(θ; (X,Y )) | X = Xi]. While it is not always possible to collect replicate labels for a single
X, human annotated data—which is common in machine learning applications [55, 5]—allows
replicate measurement, where we may ask multiple annotators to label the same X.

We show this procedure can yield explicit finite sample bounds with error at most O(n−1/2+
m−1/2) for the population marginal robust risk (2) when the losses are bounded.

Assumption A1. For M <∞, we have ℓ(θ; (x, y)) ∈ [0,M ] for all θ ∈ Θ, x ∈ X , y ∈ Y.

Since we often want to show uniform concentration guarantees over θ ∈ Θ, we make the
following standard assumption to control the size of the model class.

Assumption A2. θ 7→ ℓ(θ;X,Y ) is K-Lipschitz a.s., and D := supθ,θ′∈Θ ‖θ − θ′‖2 <∞.

The following estimate approximates the worst-case loss (2) for a fixed value of θ.

Proposition 1. Let Assumption A1 hold. There exists a universal constant C such that for
any fixed θ ∈ Θ, with probability at least 1− δ

∣∣∣∣∣R(θ)− inf
η∈[0,M ]

{
1

α0n

n∑

i=1

(
1

m

m∑

j=1

ℓ(θ; (Xi, Yi,j))− η

)

+

+ η

}∣∣∣∣∣ ≤ C
M

α0

√
1 + log 1

δ

min{m,n} .

If Assumption A2 also holds, then there exists another universal constant C ′ such that

C ′M+DK
α0

√
1+log 1

δ

min{m,n} bounds the left hand side uniformly over θ ∈ Θ with probability at least

1− δ.

See Section D.2 for the proof. The estimator in Proposition 1 approximates the worst-case
loss (2) well for large enough m and n. However—similar to the challenges of making causal
inferences from observational data and estimating conditional treatment effects—it is frequently
challenging or impossible to collect replicates for individual observations X, as each X represents
an unrepeatable unique measurement. Consequently, the quantity in Proposition 1 is a type of
gold standard, but achieving it can be practically challenging.

3 Variational Approximation to Worst-Case Loss

The difficulty of collecting replicate data, coupled with the conservativeness of the joint
DRO objective (6) for approximating the worst-case loss R(θ), impel us to study tighter
approximations that do not depend on replicates. Recalling the variational representation (3),
our goal is to minimize

R(θ) = inf
η

{
1

α0
sup

h:X→[0,1]
EP [h(X)(ℓ(θ; (X,Y ))− η)] + η

}
.

As we note in the introduction, this quantity is challenging to work with, so we restrict h to
subsets H ⊂ {h : X → [0, 1]}. The advantage of this formulation and its related relaxations (4)
is that it replaces the dependence on the conditional risk with an expectation over the joint
distribution on (X,Y ), which we may estimate using the empirical distribution, as we describe
in the next section.

Each choice of a collection of functions H ⊂ {h : X → [0, 1]} to approximate the variational
form (3) in the formulation (4) yields a new optimization problem. The lack of a “standard”

8



choice motivates us to perform experiments to direct our development. In Section A, we develop
several candidate approximations that are computationally feasible. A priori it is unclear
whether different formulations should yield better performance; at least at this point, our
theoretical understanding provides similarly limited guidance. To this end, we perform a small
simulation study in Section A.2 to direct our coming deeper theoretical and empirical evaluation,
discussing the benefits and drawbacks of various choices of H through the example we introduce
in Figure 1a, Section 2.1. For ease of exposition, we initially defer these comparisons to
Section A and focus on developing the approximation method that exhibits the best empirical
performance.

We consider the Lp upper bound (5) on R(θ) as—as we shall see—it provides the best
empirical performance. Recall that a function f : X → R is (α, c)-Hölder continuous for
α ∈ (0, 1] and c > 0 if |f(x)− f(x′)| ≤ c ‖x− x′‖α for all x, x′ ∈ X . We consider the function
class consisting of Lp bounded Hölder functions, which we motivate via an Lp-norm bound (5)
on the dual objective (7). For any p ∈ (1,∞) and q = p

p−1 we have

EX∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)+

]
≤
(
EX∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)p+

])1/p

= sup
h
{E [h(X)(ℓ(θ; (X,Y ))− η)] | h : X → R+, E[h(X)q] ≤ 1} . (9)

If x 7→ E[ℓ(θ; (X,Y )) | X = x] is Hölder continuous, then the function

h⋆(x) :=
(E[ℓ(θ; (X,Y )) | X = x]− η)p−1

+(
EX∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)p+

])1/q (10)

attaining the supremum in the variational form (9) is Hölder continuous with constant dependent
on the magnitude of the denominator. As we show shortly, carefully selecting the smoothness
constant and Lp norm radius allows us to ensure h⋆ ∈ H and to derive guarantees for the
resulting estimator.

Minimizing the Lp upper bound rather than the original variational objective (alternatively,
seeking higher-order robustness than the CVaR of the conditional risk E[ℓ(θ; (X,Y )) | X] as in
our discussion of the quantity (5)) incurs approximation error. In practice, our experience is
that this gap has limited effect, and the following lemma—whose proof we defer to Section D.4—
quantifies the approximation error in inequality (9).

Lemma 3.1. Let Assumption A1 hold and Z(X) = E[ℓ(θ; (X,Y )) | X]. For η ∈ [0,M ]

(
EX∼PX

[
(Z(X)− η)p+

])1/p ≤ min

{
(M − η)1/q

(
E (Z(X)− η)+

)1/p
,

E (Z(X)− η)+ + p1/p(M − η)1/q
(
E
∣∣(Z(X)− η)+ − E[(Z(X)− η)+]

∣∣)1/p
}
.

We now formally show that the Lp variational form provides a tractable upper bound to
the worst-case loss for Lipschitzian conditional risks.

Assumption A3. For θ ∈ Θ, the mappings (x, y) 7→ ℓ(θ; (x, y)) and x 7→ E[ℓ(θ; (x, Y )) | X =
x] are L-Lipschitz.

To ease notation let HL,p denote the space of Hölder continuous functions

HL,p :=
{
h : X → R, (p− 1, Lp−1)-Hölder continuous

}
. (11)

9



If Assumption A3 holds and the denominator in the expression (10) has lower bound ǫ > 0,
then ǫh⋆ ∈ HL,p, and we can approximate the variational form (9) by solving an analogous
problem over smooth functions. Otherwise, we can bound the Lp-norm (9) by ǫq−1, which is
small for small values of ǫ. Hence, if we define a variational objective over smooth functions
HL,p

Rp,ǫ,L(θ, η) := sup
h∈HL,p

{
E

[
h(X)

ǫ
(ℓ(θ; (X,Y ))− η)

] ∣∣∣∣∣ h ≥ 0, (E[h(X)q])1/q ≤ ǫ

}
, (12)

we arrive at a tight approximation to the variational form (9), which we prove in Section D.5.

Lemma 3.2. Let Assumptions A1, A3 hold and let p ∈ (1, 2]. Then, for any θ ∈ Θ and η ∈ R,

(
EX∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)p+

])1/p
= inf

ǫ≥0

{
Rp,ǫ,L(θ, η) ∨ ǫq−1

}

and for any ǫ > 0,
(
Rp,ǫ,L(θ, η) ∨ ǫq−1

)
− ǫq−1 ≤

(
EX∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)p+

])1/p
.

Empirically, a variational approximation to the Lp-norm bound (5) based on the function
class (11) outperforms other potential approximations (Section A.2). We choose to focus on it
in the sequel.

4 Tractable Risk Bounds for L
p Variational Problem

In this section, we develop an empirical approximation to the Lp norm bounded Hölder class,
and formally develop and analyze a marginal DRO estimator θ̂robn . We derive this estimator
by solving an empirical approximation of the upper bound (12) and provide a number of
generalization guarantees for this procedure. We complement these results in Section 5 and
quantify the fundamental hardness of optimizing over subpopulations Pα0,X using finite samples.

4.1 The empirical estimator

Since the variational approximation Rp,ǫ,L does not use the unknown conditional risk E[ℓ(θ; (X,Y )) |
X], its empirical plug-in is a natural finite-sample estimator. Defining

ĤL,p :=
{
h ∈ R

n : h(Xi)− h(Xj) ≤ Lp−1 ‖Xi −Xj‖p−1 for all i, j ∈ [n]
}
, (13)

we consider the estimator

R̂p,ǫ,L(θ, η) := sup
h∈ĤL,p

{
E
P̂n

[
h(X)

ǫ
(ℓ(θ; (X,Y ))− η)

] ∣∣∣∣∣ h ≥ 0,
(
E
P̂n

[hq(X)]
)1/q

≤ ǫ

}
. (14)

The following lemma shows that the plug-in R̂p,ǫ,L(θ, η) is the infimum of a convex objective.

Lemma 4.1. For a sample (X1, Y1), . . . , (Xn, Yn) and B ∈ R
n×n
+ , define the empirical loss

R̂p,ǫ,L(θ, η, B) :=

(
p− 1

n

n∑

i=1

(
ℓ(θ; (Xi, Yi))−

1

n

n∑

j=1

(Bij −Bji)− η
)p
+

)1/p

+
Lp−1

ǫn2

n∑

i,j=1

‖Xi −Xj‖p−1
Bij .

(15)

Then R̂p,ǫ,L(θ, η) = infB≥0 R̂p,ǫ,L(θ, η, B) for all ǫ > 0.
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See Section D.6 for proof. We can interpret dual variables Bij as a transport plan for transferring
the loss from example i to j in exchange for a distance dependent cost represented by the last
term in the preceding display. The objective R̂p,ǫ,L(θ, η, B) thus consists of transport costs and
any losses larger than η after smoothing according to the transport plan B.

Noting that R̂p,ǫ,L(θ, η, B) is jointly convex in (η,B)—and jointly convex in (θ, η, B) if the
loss θ 7→ ℓ(θ; (X,Y )) is convex—we consider the empirical minimizer

θ̂robn,ǫ ∈ argmin
θ∈Θ

inf
η∈[0,M ],B∈Rn×n

+

{
1

α0

(
R̂p,ǫ,L(θ, η, B) ∨ ǫq−1

)
+ η

}
(16)

as an approximation to the worst-case mixture covariate shift problem (2). We note that
θ̂robn,ǫ interpolates between the marginal and joint DRO solution; as L → ∞, B → 0 in the

infimum over θ̂robn,ǫ and R̂p,ǫ,L(θ, η)→ (p−1
n

∑n
i=1(ℓ(θ; (Xi, Yi))− η)p+)

1/p, an existing empirical
approximation to the joint DRO problem [27].

4.2 Generalization and uniform convergence

We now turn to uniform convergence guarantees based on concentration of Wasserstein distances,
which show that the empirical minimizer θ̂robn,ǫ in expression (16) is an approximately optimal
solution to the population bound (5). First, we prove that the empirical plug-in (14) converges

to its population counterpart at the rate O(n− p−1
d+1 ). For α ∈ (0, 1], define the Wasserstein

distance Wα(Q1, Q2) between two probability distributions Q1, Q2 on a metric space Z by

Wα(Q1, Q2) := sup {|EQ1 [h]− EQ2 [h]| | h : Z → R, (α, 1)-Hölder continuous} .

The following result—whose proof we defer to Section D.7—shows that the empirical plug-in (14)
is at most Wp−1(P, P̂n)-away from its population version.

Lemma 4.2. Let Assumptions A1, A3 hold, and diam(X ) + diam(Y) ≤ R. For p ∈ (1, 2] , q =
p/(p− 1),

sup
θ∈Θ,η∈[0,M ]

∣∣∣ǫ ∨ R̂p,ǫ,L(θ, η)− ǫ ∨Rp,ǫ,L(θ, η)
∣∣∣ ≤ BǫWp−1(P̂n, P )

for

Bǫ := ǫ−q2q−1RML2 + ǫ−12q−1L (2M + (q − 1)LR) + ǫq−2(q − 1)2q−2L+ LR. (17)

Our final bound follows from the fact that the Wasserstein distance between empirical and
population distributions converges at rate n−(p−1)/(d+1). (See Section D.8 for proof.) In the
next subsection, we show that the exponential dependence on the dimension is unavoidable
even under more restrictive assumptions on the conditional risk E[ℓ(θ;X,Y | X].

Theorem 1. Let Assumptions A1, A3 hold, p ∈ (1, 2], diam(X ) + diam(Y) ≤ R, and
d+1
2 > p − 1. For constants c1, c2 > 0 depending on M,d, p, with probability at least

1− c1 exp
(
−c2n(t

d+1
p−1 ∧ t2)

)

sup
Q0(x)∈Pα0,X

EX∼Q0 [E[ℓ(θ̂
rob
n,ǫ ; (X,Y )) | X]] ≤ inf

η∈[0,M ]

{
1

α0

(
E

[(
E[ℓ(θ̂robn,ǫ ; (X,Y )) | X]− η

)p
+

])1/p

+ η

}

≤ inf
θ∈Θ,η∈[0,M ]

{
1

α0

(
E
[
(E[ℓ(θ; (X,Y )) | X]− η)p+

])1/p
+ η

}
+

ǫq−1

α0
+

2Bǫt

α0
.

(18)
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Our concentration bounds exhibit tradeoffs for the worst case loss (2) under mixture
covariate shifts; in Theorem 1, the power p trades between approximation and estimation
error. As p ↓ 1, the value infθ∈ΘRp(θ) defined by the infimum of the expression (5) over
θ ∈ Θ approaches the optimal value infθ∈Θ supQ0∈Pα0,X

E
X∼Q0

[E[ℓ(θ; (X,Y )) | X]] so that

approximation error goes down, but estimation becomes more difficult.

Upper bounds at faster rates Theorem 1 shows the empirical estimator θ̂robn,ǫ is approxi-

mately optimal with respect to the Lp-bound (5), but with a conservative O(n− p−1
d+1 )-rate of

convergence. On the other hand, we can still show that R̂p,ǫ,L(θ, η) provides an upper bound to

the worst-case loss under mixture covariate shifts (2) at the faster rate O(n− 1
4 ). This provides a

conservative estimate on the performance under the worst-case subpopulation. See Section D.9
for the proof.

Proposition 2. Let Assumptions A1 and A3 hold. There exist numerical constants c1, c2 <∞
such that the following holds. Let θ ∈ Θ, ǫ > 0, and p ∈ (1, 2]. Then with probability at least
1− 2γ, uniformly over η ∈ [0,M ]

E[(E[ℓ(θ; (X,Y )) | X]− η)p+]
1/p ≤ max

{
ǫq−1, (1 + τn)

q−1R̂p,ǫ,Ln(γ)(θ, η) +
c1M

2

ǫq−1

√
1

n
log

1

γ

}

where τn := c2M
2ǫ−q

√
1
n log 1

γ and Ln(γ) := L(1 + τn(γ, ǫ))
−1/q. If Assumption A2 further

holds, the same bound with M2 +Mp−1KD in place of M2 holds uniformly over θ ∈ Θ.

5 Fundamental hardness of marginal DRO

So far in our development, we only required flexible nonparametric assumptions on the
conditional risk E[ℓ(θ;X,Y ) | X = x] for all θ ∈ Θ. We view this as a practically important
aspect of our approach; a learning procedure should not depend on unrealistic modeling
assumptions. In this section, we show that the pessimistic scaling with the problem dimension
we saw in the previous section is unavoidable when considering a nonparametric class of
conditional risks. Optimization of both the original worst-case subpopulation risk (2) and the
Lp-norm the upper bound are governed by similar pessimistic dependence on the dimension.

We study the fundamental hardness of optimizing the worst-case subpopulation risk
R(θ;P ) = supQ0∈Pα0,X

(P ) E
X∼Q0

[EP [ℓ(θ;X,Y ) | X]], where we now make explicit the de-

pendence on the data-generating distribution P in the notation. We show that the fundamental
statistical difficulty of solving marginal DRO problems follow a standard nonparametric rate
when only requiring the conditional risk x 7→ EP [ℓ(θ;X,Y ) | X = x] to be a Hölder-smooth
function. Recall that the Hölder class Λβ of β-smooth functions for β1 = ⌈β⌉−1 and β2 = β−β1
is

Λβ :=




µ(·) ∈ Cβ1(X ) : sup

x ∈ X
∑

d

k=1
γk < β1

|Dγµ(x)| ≤ 1, sup
x 6= x′ ∈ X

∑
d

k=1
γk = β1

|Dγµ(x)−Dγµ(x′)|
‖x− x′‖β2

≤ 1





,

(19)
where Cβ1(X ) denotes the space of β1-times continuously differentiable functions on X , and
Dγ = ∂γ

∂γ1 ...∂γd
, for any d-tuple of nonnegative integers γ = (γ1, . . . , γd). Let Pβ be the set of
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data-generating distributions with Hölder smooth conditional risk uniformly over θ ∈ Θ

Pβ :=
{
P : EP [ℓ(θ;X,Y ) | X = ·] ∈ Λβ for all θ ∈ Θ, |Y | ≤ 1 P -a.s.

}
.

We study the finite sample minimax risk for a sample of size n

Mn := inf
θ̂

sup
P∈Pβ

EP

[
R(θ̂;P )− inf

θ∈Θ
R(θ;P )

]
(20)

where the outer infimum is over all measurable functions of the data {Xi, Yi}ni=1. In the
definition (20), the inner supremum is not to be confused with the worst-case over subpopulations
in Pα0,X defining our distributionally robust formulation. With this, in Appendix D.10 we
prove the following.

Theorem 2. Let X = [0, 1]d, Θ = [0, 1], ℓ(θ;X,Y ) = θ · Y . There are constants N, c > 0

depending on (d, α0, β), such that for all n ≥ N , Mn ≥ cn
− 2β

2β+d′ where d′ = d for odd d and
d− 1 for even d.

Our minimax lower bound shows that the exponential sample complexity in the dimension d is
unavoidable in the nonparametric minimax sense (20), so that while the bounds Theorem 1
guarantees may not be completely sharp, the worst-case exponential dependence on dimension
d is real. As is typical in nonparametric estimation, we recover parametric rates as β →∞.
More carefully identifying the (problem-dependent) constants c,N remains a goal of future
work.

A similar argument shows it is equally difficult to optimize the Lp-upper bound (5) on the
worst-case subpopulation risk. We again study the finite sample minimax risk for a sample of
size n

Mn,p := inf
θ̂

sup
P∈Pβ

EP

[
Rp(θ̂;P )− inf

θ∈Θ
Rp(θ;P )

]

where the outer infimum is over all measurable functions of the data {Xi, Yi}ni=1. In Ap-
pendix D.11, we prove the following result via a trivial adaptation of the proof of Theorem 2.

Corollary 1. Let the conditions of Theorem 2 hold. There are constants N, c > 0 depending

on (d, α0, β) such that for n ≥ N , Mn,p ≥ cn
− 2β

2β+d′ where d′ = d for odd d and d− 1 for even
d.

6 Experiments

We now present empirical investigations of the procedure (16), focusing on two main aspects of
our results. First, our theoretical results exhibit nonparametric rates of convergence, so it is
important to understand whether these upper bounds on convergence rates govern empirical
performance and the extent to which the procedure is effective. Second, on examples with
high conditional risk E[ℓ(θ; (X,Y )) | X], we expect our procedure to improve performance on
minority groups and hard subpopulations when compared against joint DRO and empirical
risk minimization (ERM). The code for all experiments can be found in https://github.com/

hsnamkoong/marginal-dro.
To investigate both of these issues, we begin by studying simulated data (Section 6.1) so

that we can evaluate true convergence precisely. We see that in moderately high dimensions,
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the procedure (16) is an empirical approximation to minimizing the worst-case objective
supQ0∈Pα0,X

E
X∼Q0

[
E[|θ⊤X − Y | | X]

]
.

The simulation distribution (28) captures several aspects of loss minimization in the presence
of heterogeneous subpopulations. The subpopulations X1 ≥ 0 and X1 < 0 constitute a majority
and minority group, and minimizing the risk of the majority group comes at the expense
of risk for the minority group. The two subpopulations also define an oracle model that
minimizes the maximum loss over the two groups. As the uniform distribution exhibits the
slowest convergence of empirical distributions for Wasserstein distance [31]—and as Wasserstein
convergence underpins our n−1/d rates in Lemma 4.2—we use the uniform distribution over
covariates X. We train all DRO models with worst-case group size α0 = 0.3 and choose
the estimated Lipschitz parameter L/ǫ by cross-validation on a replicate-based estimate of
the worst-case loss (22) (below) using a held-out set of 1000 examples and 100 repeated
measurements of Y . We do not regularize as d≪ n.

Effect of the p-norm bound We evaluate the difference in model quality as a function
of p, which controls the tightness of the p-norm upper bound. Our convergence guarantees
in Theorem 1 are looser for p near 1, though such values achieve smaller asymptotic bias to
the true sub-population risk, while values of p near 2 suggest a more favorable sample size
dependence in the theorem.

In Figure 2, we plot the results of experiments for each suggested procedure, where the
horizontal axes index sample size and the vertical axes an empirical approximation to the
worst-case loss

Rα0(θ) := sup
Q0∈Pα0,X

E
X∼Q0

E

[
|θ⊤X − Y | | X

]
(22)

over the worst 5% of the population (test-time α0 = 0.05); the plots index dimensions
d = 1, 10, 50. . We evaluate a worst-case error smaller than the true mixture proportion to
measure our procedure’s robustness within the minority subgroup. The plots suggest that
the choice p = 2 (Marginal DRO) outperforms p = 1 (Linf Marginal DRO), and performance
generally seems to degrade as p ↓ 1. We consequently focus on the p = 2 case for the remainder
of this section.

Sample size and dimension dependence We use the same experiment to also examine
the pessimistic O(n−1/d) convergence rate of our estimator (16); this is substantially worse
than that for ERM and joint DRO (6), both of which have convergence rates scaling at worst
as 1/

√
n [27]. In low dimensions (d = 1 to d = 10) convergence to the optimal function value—

which we can compute exactly—is relatively fast, and marginal DRO becomes substantially
better with as few as 500 samples (Figure 2). In higher dimensions (d = 50), marginal DRO
convergence is slower, but it is only worse than the joint DRO solution when n = d = 100. At
large sample sizes n > 1000, marginal DRO begins to strictly outperform the two baselines as
measured by the worst-case 5% loss (22).

Additional extended results in the supplement demonstrate that these results are robust to
changes in the type of loss (L1 vs L2) Section C.2 and can be obtained with only a factor of 2
computational overhead Section C.1.

Sensitivity to robustness level We rarely know the precise minority proportion αtrue, so
that in practice one usually provides a postulated lower bound α0; we investigate sensitivity to
its specification. We fix the data generating distribution αtrue = 0.15 and train DRO models
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Method Old Young Black Hispanic Other race Female Misdemeanor

ERM 37.7 ± 0.8 44.6 ± 1.0 37.7 ± 0.8 37.5 ± 0.9 37.9 ± 1.1 37.5 ± 0.9 37.6 ± 0.8

Joint (p = 2) - ERM 10.0 ± 2.0 4.0 ± 1.7 9.7 ± 1.7 9.6 ± 1.8 10.9 ± 2.3 9.2 ± 1.8 9.0 ± 1.6
Joint (p = 1) - ERM 5.8 ± 1.7 1.2 ± 1.7 5.2 ± 1.5 7.4 ± 1.9 6.6 ± 2.1 5.9 ± 1.7 5.1 ± 1.5

Marginal L=0.01 - ERM -0.7 ± 0.7 1.4 ± 1.1 -1.0 ± 0.7 -1.7 ± 0.9 -2.4 ± 1.1 -1.5 ± 0.8 -1.5 ± 0.7
Marginal L=0.001 - ERM -1.1 ± 0.7 0.4 ± 1.1 -1.4 ± 0.7 -2.1 ± 0.9 -2.6 ± 1.1 -1.9 ± 0.8 -1.8 ± 0.7

Table 1. Worst-case error of recidivism prediction models across demographic subgroups. The
ERM row shows baseline worst-case error; subsequent rows show error differences from baseline
(negatives indicate lower error).

first row gives the average worst-case error and associated 95% standard error for the ERM
model. For the DRO based models (remaining rows), we report the average differences with
respect to the baseline ERM model and standard error intervals. Unlike our earlier regression
tasks, joint DRO (both L2 and L1) performs worse than ERM on almost all demographic splits.
On the other hand, we find that marginal DRO with the appropriate smoothness constant
L ∈ {10−2, 10−3} reduces classification errors between 1–2% on the worst-case group across
various demographics, with the largest error reduction of 3% occurring in the young vs. old
demographic split.
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A Alternative variational approximations

Recalling the variational representation (3), we wish to minimize the variational approximation

inf
η

{
1

α0
sup
h∈H

EP [h(X)(ℓ(θ; (X,Y ))− η)] + η

}
.

For each choice of H we propose below, we consider an empirical approximation Ĥ, the subset of
H restricted to mapping {X1, . . . , Xn} → R instead of X → R, solving the empirical alternative

minimize
θ∈Θ,η

{
1

α0
sup
h∈Ĥ

E
P̂n

[h(X)(ℓ(θ; (X,Y ))− η)] + η

}
. (24)

We design our proposals so the dual of the inner supremum (24) is computable. When the
conditional risk x 7→ E[ℓ(θ; (X,Y )) | X = x] is smooth, we can provide generalization bounds
for our procedures. We omit detailed development for our first two procedures—which we
believe are natural proposals, justifying a bit of discussion—as neither is as effective as the last
procedure in our empirical evaluations, which controls the Lp upper bound (5) on R(θ).

A.1 Example approximations and empirical variants

Reproducing Hilbert kernel spaces (RKHS) Let K : X × X → R+ be a reproducing
kernel [11, 4] generating the reproducing kernel Hilbert space HK with associated norm ‖·‖K .
For any R ∈ R+, we can define a norm ball

HK,R := {h ∈ HK : ‖h‖K ≤ R, h ∈ [0, 1]}

and consider the variational approximation (4) with H = HK,R. To approximate the population
variational problem suph∈HK,R

E[h(X)(ℓ(θ; (X,Y ))− η)], we consider a restriction of the same
kernel K to the sample space {X1, . . . , Xn}. Let Kn = {K(Xi, Xj)}1≤i,j≤n be the Gram matrix
evaluated on samples X1, . . . , Xn, and define the empirical approximation

ĤK,R :=

{
h ∈ [0, 1]n : h = Knξ for some ξ ∈ R

n such that
1

n2
ξ⊤Knξ ≤ R

}
.

(Recall that if h(x) =
∑n

i=1K(x,Xi)ξi, then ‖h‖2K = 1
n2 ξ

⊤Knξ.) To compute the empirical

problem (24) with Ĥ = Ĥk,R, we take the dual of the inner supremum. Simplifying the dual
form—whose derivation is a standard exercise in convex optimization—we get

minimize
θ∈Θ,η∈R,β∈Rn

{
1

α0n

n∑

i=1

(ℓ(θ; (Xi, Yi))− η + βi)+ +
1

n

√
R−1β⊤Knβ

}
. (25)

For convex losses ℓ(θ; (X,Y )), this is a convex optimization problem in (θ, β, η).

Hölder continuous functions (bounded Hölder) Instead of the space of bounded func-
tions, we restrict attention to Hölder continuous functions

HL,p :=
{
h : X → [0, 1] | h is (p− 1, Lp−1)-Hölder continuous

}
, (26)
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where the particular scaling with respect to p ∈ (1, 2] and L > 0 is for notational convenience
in Section 4. The empirical plug-in of HL,p is

ĤL,p :=
{
h : {X1, . . . , Xn} → [0, 1] | h is (p− 1, Lp−1)-Hölder continuous

}
,

the empirical plug-in of the variational problem (4) withH = HL,p is given by the procedure (24)
with Ĥ = ĤL,p. Taking the dual of the inner supremum problem, we have the following
equivalent dual formulation of the empirical variational problem

minimize
θ∈Θ,η,B∈Rn×n

+

{
1

α0n

n∑

i=1

(
ℓ(θ; (Xi, Yi))−

1

n

n∑

j=1

(Bij −Bji)− η
)
+
+
Lp−1

n2

n∑

i,j=1

‖Xi −Xj‖p−1Bij

}
.

(27)
For convex losses θ 7→ ℓ(θ; (X,Y )), this is again a convex optimization problem in (θ,B, η),
and is always smaller than the empirical joint DRO formulation (6).

By definition, the population Hölder continuous variational approximation provides the
lower bound on the worst-case loss

RL,p(θ) := inf
η

sup
h∈HL,p

{
1

α0
EP [h(X)(ℓ(θ; (X,Y ))− η)] + η

}
≤ R(θ).

As a consequence, RL,p cannot upper bound the subpopulation loss EX∼Q0 [E[ℓ(θ; (X,Y )) | X]]
uniformly over Q0 ∈ Pα0,X . Nonetheless, for any subpopulation Q0 ∈ Pα0,X with Lipschitz den-
sity dQ0

dP : X → R+, then RL,2(θ) does provide a valid upper bound on EX∼Q0 [E[ℓ(θ; (X,Y )) |
X]]:

Lemma A.1. Let Q0 ∈ Pα0,X be any distribution with L-Lipschitz density dQ0

dP : X → R+.
Then

EX∼Q0 [E[ℓ(θ; (X,Y )) | X]] ≤ RL,2(θ) ≤ R(θ).

See Section D.3 for a proof. For example, if P and Q0 ∈ Pα0,X both have Lipschitz log
densities, then dQ0

dP is also Lipschitz, as the following example shows.
Example 1: Let P be absolutely continuous with respect to some σ-finite measure µ, denote
p(X) := dP

dµ (X) and q0(X) := dQ0

dµ (X) and assume log p and log q0 are L-Lipschitz. Let

h(x) := q0(x)
p(x) , and consider any fixed x, x′ ∈ X . If we assume that without loss of generality

that h(x) > h(x′), then

|h(x)− h(x′)|
‖x− x′‖ =

h(x)

‖x− x′‖

(
1− exp

(
log

p(x)

q0(x)
− log

p(x′)

q0(x′)

))
≤ L

α0
,

where the final inequality follows because h(x) = q0(x)/p(x) ≤ 1/α0 and exp(x) ≥ 1 + x.
Consequently, then x 7→ q0(x)/p(x) is (L/α0)-Lipschitz. ✸

A.2 Empirical Comparison of Variational Procedures

We consider an elaborated version of the data mechanism (8) to incorporate higher dimension-
ality, with the data generating distribution

Z ∼ Bern(0.15), X1 = (1− 2Z) · Uni([0, 1]), X2, . . . , Xd
iid∼ Uni([−1, 1])

Y = |X1|+ 1 {X1 ≥ 0} · ε, ε ∼ N(0, 1).
(28)
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Our goal is then to minimize the worst-case loss under mixture covariate shifts

minimize
θ∈Θ

sup
Q0∈Pα0,(X,C)

E
(X,C)∼Q0

[E[ℓ(θ; (X,Y )) | X,C]]. (30)

Since the confounding variable C is unobserved, we extend our robustness approach assuming
a bounded effect of confounding, and derive conservative upper bounds on the worst-case loss.

We make the following boundedness definition and assumption on the effects of C.

Definition 1. The triple (X,Y,C) is at most δ-confounded for the loss ℓ if

‖E[ℓ(θ; (X,Y )) | X]− E[ℓ(θ; (X,Y )) | X,C]‖L∞(P ) ≤ δ.

Assumption A4. The triple (X,Y,C) is at most δ-confounded for the loss ℓ.

Paralleling earlier developments, we derive a variational bound on the worst-case confounded
risk (30). If C = Y , our worst-case formulation approaches the joint DRO problem as δ →∞.

Confounded variational problem Under confounding, a development completely parallel
to Lemma 2.1 and Hölder’s inequality yields the dual

sup
Q0∈Pα0,(X,C)

E
(X,C)∼Q0

[E[ℓ(θ; (X,Y )) | X,C]]

≤ inf
η∈R

{
1

α0

(
E(X,C)∼P(X,C)

[
(E[ℓ(θ; (X,Y )) | X,C]− η)p+

]) 1
p
+ η

}

for all p ≥ 1. Taking the variational form of the Lp-norm for p ∈ (1, 2] yields

(
EPX,C

[
(E[ℓ(θ; (X,Y )) | X,C]− η)p+

])1/p

= sup
h

{
E [h(X,C)(E[ℓ(θ; (X,Y )) | X,C]− η)]

∣∣∣ h ≥ 0,E[hq(X,C)] ≤ 1
}
.

(31)

Instead of the somewhat challenging variational problem over h, we reparameterize prob-
lem (31) as h(X) + f(X,C), where h is smooth and f is a bounded residual term, which—by
taking the worst case over bounded f—allows us to provide an upper bound on the worst-case
problem (29). Let HL,p be the space of Hölder functions (11) and Fδ,p be the space of bounded
functions

Fδ,p :=
{
f : X × C → R measurable, ‖f(X,C)‖L∞(P ) ≤ δp−1

}
.

Then defining the analogue of the unconfounded variational objective (12)

Rp,ǫ,L,δ(θ, η) := sup
h+f≥0

{
E

[
h(X) + f(X,C)

ǫ
(ℓ(θ; (X,Y ))− η)

]
| h ∈ HL,p, f ∈ Fδ,p, ‖h+ f‖Lq(P ) ≤ ǫ

}
,

the risk Rp,ǫ,L,δ is ǫ-close to the variational objective (31). See Appendix D.12 for proof.

Lemma B.1. Let Assumptions A1, A3, and A4 hold. Then, for any θ ∈ Θ and η ∈ R, we
have

(
EPX,C

[
(E[ℓ(θ; (X,Y )) | X,C]− η)p+

])1/p
= inf

ǫ≥0

{
Rp,ǫ,L,δ(θ, η) ∨ ǫq−1

}
(32)

and for any ǫ > 0, (Rp,ǫ,L,δ(θ, η) ∨ ǫq−1)− ǫq−1 ≤
(
EPX,C

[
(E[ℓ(θ; (X,Y )) | X,C]− η)p+

])1/p
.
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Confounded estimator By replacingHL,p with the empirical version ĤL,p (the set of Hölder
functions on the empirical distribution) and Fδ,p with the empirical counterpart Fδ,p,n :=

{f ∈ R
n | maxi≤n |f(Xi, Ci)| ≤ δp−1}, we get the obvious empirical plug-in R̂p,ǫ,L,δ(θ, η) of

the population quantity Rp,ǫ,L,δ(θ, η). In this case, a duality argument provides the following
analogue of Lemma 4.1, which follows because the class Fδ,p,n simply corresponds to an ‖·‖∞
constraint on a vector in R

n.

Lemma B.2. For any ǫ > 0 and (X1, Y1), . . . , (Xn, Yn), we have

R̂p,ǫ,L,δ(θ, η) = inf
B∈Rn×n

+

{(
p− 1

n

n∑

i=1

(
ℓ(θ; (Xi, Yi))−

1

n

n∑

j=1

(Bij −Bji)− η
)p
+

)1/p

+
Lp−1

ǫn2

n∑

i,j=1

‖Xi −Xj‖Bij +
2δp−1

ǫn2

n∑

i,j=1

|Bij |
}
.

See Appendix D.14 for the proof. The lemma is satisfying in that it smoothly interpolates,
based on the degree of confounding δ, between marginal distributionally robust optimization
(when δ = 0, as in Lemma 4.1) and the fully robust joint DRO setting as δ ↑ ∞, which results
in the choice B = 0.

Upper bound on confounded objective In analogy with Proposition 2, the empirical plug-
in R̂p,ǫ,L,δ(θ, η) is an upper bound on the population objective under confounding. Although
our estimator only provides an upper bound, it provides practical procedures for controlling
the worst-case loss (29) when Assumption A4 holds, as we observe in the next section. The
next proposition, whose proof we provide in Section D.13, shows the upper bound.

Proposition 3. Let Assumptions A1, A3, and A4 hold. There exist universal constants
c1, c2 <∞ such that the following holds. Let θ ∈ Θ, ǫ > 0, and p ∈ (1, 2]. Then with probability
at least 1− 2γ, uniformly in η ∈ [0,M ]

(
EPX,C

(E[ℓ(θ; (X,Y )) | X,C]− η)p+
)1/p

≤ max



ǫq−1, (1 + τn(γ, ǫ))

1/q R̂p,ǫ,Ln(γ),δn(γ)(θ, η) +
c1M

2

ǫq−1

√
log 1

γ

n





where τn(γ, ǫ) :=
c2M2

ǫq−1

√
1
n log 1

γ , δn(γ) := δ(1+ τn(γ, ǫ))
−1/q, and Ln(γ) := L(1+ τn(γ, ǫ))

−1/q.

B.1 Simulation study: the confounded case

To complement our results in the unconfounded case, we extend our simulation experiment
by adding unmeasured confounders, investigating the risk upper bounds of Lemma B.2 and
Proposition 3. We generate data nearly identically to model (28), introducing a confounder C:

Z ∼ Bern(0.15), X1 = (1− 2Z) · Uni([0, 1]), X2, . . . , Xd
iid∼ Uni([0, 1])

Y = |X1|+ 1 {X1 ≥ 0} · C, C ∼ Uni({−1, 0.5, 0, 0.5, 1}).

To evaluate a putative parameter θ, we approximate the worst-case risk

Rα0(θ, c) := sup
Q0∈Pα0,X

E
X∼Q0

E

[
|θ⊤X − Y | | X,C = c

]
. (33)
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As the above gives a uniform approximation to the dual objective 1
α0
E[(E[ℓ(θ; (X,Y )) | X]− η)+]+

η, the proposition will then follow.
To show the result (36), we begin by noting that

sup
η∈[0,M ]

∣∣∣∣∣EX∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)+

]
− 1

n

n∑

i=1

(
1

m

m∑

j=1

ℓ(θ; (Xi, Yi,j))− η

)

+

∣∣∣∣∣

≤ sup
η∈[0,M ]

∣∣∣∣∣EX∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)+

]
− 1

n

n∑

i=1

(E[ℓ(θ; (Xi, Y )) | X = Xi]− η)+

∣∣∣∣∣

+ sup
η∈[0,M ]

1

n

n∑

i=1

∣∣∣∣ (E[ℓ(θ; (Xi, Y )) | X = Xi]− η)+ −
(

1

m

m∑

j=1

ℓ(θ; (Xi, Yi,j))− η

)

+

∣∣∣∣. (37)

To bound the first term in the bound (37), note that since η 7→ (Z − η)+ is 1-Lipschitz, a
standard symmetrization and Rademacher contraction argument [18, 7] yields

sup
η∈[0,M ]

∣∣∣∣∣E
[
(E[ℓ(θ; (X,Y )) | X]− η)+

]
− 1

n

n∑

i=1

(E[ℓ(θ; (Xi, Y )) | X = Xi]− η)+

∣∣∣∣∣ ≤ C

√
M2

n
(1 + t)

with probability at least 1− e−t. To bound the second term in the bound (37), we first note
that

sup
η∈[0,M ]

∣∣∣∣∣∣
(E[ℓ(θ; (X,Y )) | X = Xi]− η)+ −

(
1

m

m∑

j=1

ℓ(θ; (Xi, Yi,j))− η

)

+

∣∣∣∣∣∣

≤

∣∣∣∣∣∣
E[ℓ(θ; (Xi, Yi,j)) | X = Xi]−

1

m

m∑

j=1

ℓ(θ; (Xi, Yi,j))

∣∣∣∣∣∣

since | (x− η)+ − (x′ − η)+ | ≤ |x − x′|. The preceding quantity has bound M , and using
that its expectation is at most M/

√
m the bounded differences inequality implies the uniform

concentration result (36).
The second result follows from a nearly identical argument by noting that we still have the

Lipschitz relation

| (E[ℓ(θ;X,Y ) | X]− η)+ −
(
E[ℓ(θ′;X,Y ) | X]− η′

)
+
| ≤ K

∥∥θ − θ′
∥∥
2
+ |η − η′|.

D.3 Proof of Lemma A.1

Let Lα0 := {h : X → R+ | EP [h(X)] = α0}. Since dQ0

dP is a likelihood ratio and E[dQ0/dP ] = 1,
we have the upper bound

EX∼Q0 [E[ℓ(θ; (X,Y )) | X]] = EP

[
dQ0(X)

dP (X)
ℓ(θ; (X,Y ))

]
≤ sup

h∈HL,2∩Lα0

EP

[
h(X)

α0
ℓ(θ; (X,Y ))

]
.

Then we use the sequence of inequalities, starting from our dual representation on RL,2, that

RL,2(θ) = inf
η

sup
h∈HL,2

1

α0
EP [h(X)(ℓ(θ; (X,Y ))− η)] + η

≥ sup
h∈HL,2

inf
η

1

α0
EP [h(X)(ℓ(θ; (X,Y ))− η)] + η

≥ sup
h∈HL,2∩Lα0

1

α0
EP [h(X)(ℓ(θ; (X,Y ))− η)] + η = sup

h∈HL,2∩Lα0

EP [h(X)ℓ(θ; (X,Y ))].

34



This gives the result.

D.4 Proof of Lemma 3.1

Since Z, η ∈ [0,M ], we have

EX∼PX

[
(Z(X)− η)p+

]
≤ (M − η)p−1

EX∼PX

[
(Z(X)− η)+

]

which gives the first bound. To get the second bound, note that for a L-Lipschitz function
f , we have E[f(X)] ≤ f(E[X]) + LE|X − E[X]|. Since f(x) = xp is p(M − η)p−1-Lipschitz on
[0,M − η], we get

EX∼PX

[
(Z(X)− η)p+

]
≤
(
EX∼PX

[
(Z(X)− η)+

])p
+ p(M − η)p−1

E
∣∣(Z(X)− η)+ − E[(Z(X)− η)+]

∣∣ .

Taking 1/p-power on both sides, we obtain the second bound.

D.5 Proof of Lemma 3.2

First, we argue that

sup
h

{
E [h(X)(ℓ(θ; (X,Y ))− η)]

∣∣∣ h : X → R+, E[hq(X)] ≤ 1
}

≤ sup
h∈HL,p

{
E

[
h(X)

ǫ
(ℓ(θ; (X,Y ))− η)

]
∨ ǫq−1

∣∣∣∣∣ h ≥ 0, (E[hq(X)])1/q ≤ ǫ

}
(38)

and for any ǫ > 0. We consider an arbitrary but fixed θ and η.

Suppose that ǫq−1 ≥
(
EX∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)p+

])1/p
, then

ǫq−1 ≥
(
EX∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)p+

])1/p

= sup
h

{
E [h(X)(E[ℓ(θ; (X,Y )) | X]− η)]

∣∣∣ h : X → R measurable, h ≥ 0, E[hq(X)] ≤ 1
}

≥ sup
h∈HL,p

{
E

[
h(X)

ǫ
(E[ℓ(θ; (X,Y )) | X]− η)

]
: h ≥ 0, (E[hq(X)])1/q ≤ ǫ

}
,

and we have the upper bound. On the other hand, assume ǫq−1 ≤
(
EX∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)p+

])1/p
.

The inner supremum in Eq. (9) is attained at h⋆ defined in expression (10), and from Assump-
tion A3, for any x, x′ ∈ X ,

|h⋆(x)− h⋆(x′)| ≤ 1

ǫ

∣∣∣(E[ℓ(θ; (X,Y )) | X = x]− η)p−1
+ −

(
E[ℓ(θ; (X,Y )) | X = x′]− η

)p−1

+

∣∣∣

≤ 1

ǫ

∣∣∣(E[ℓ(θ; (X,Y )) | X = x]− η)+ −
(
E[ℓ(θ; (X,Y )) | X = x′]− η

)
+

∣∣∣
p−1

≤ 1

ǫ

∣∣E[ℓ(θ; (X,Y )) | X = x]− E[ℓ(θ; (X,Y )) | X = x′]
∣∣p−1

≤ Lp−1

ǫ

∥∥x− x′
∥∥p−1

,
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where we used ǫ ≤
(
EX∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)p+

])1/q
in the first inequality. Thus, we

conclude that ǫh⋆ is in HL,p, and obtain the equality

(
EX∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)p+

])1/p

= sup
h

{
EX∼PX

[(E[ℓ(θ; (X,Y )) | X]− η)h(X)]

∣∣∣∣∣h : X → R measurable, h ≥ 0, E[hq(X)] ≤ 1, and ǫh ∈ HL,p

}

= sup
h∈HL,p

{
E

[
h(X)

ǫ
(ℓ(θ; (X,Y ))− η)

] ∣∣∣∣∣ h ≥ 0, (E[hq(X)])1/q ≤ ǫ

}

where we did a change of variables h to h/ǫ in the last equality. This yields the bound (38).

Now, for ǫ =
(
EX∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)p+

])1/q
, the bound (38) is actually an equal-

ity. This proves the first claim. To show the second claim, it remains to show that

sup
h∈HL,p

{
E

[
h(X)

ǫ
(ℓ(θ; (X,Y ))− η)

]
∨ ǫq−1

∣∣∣∣∣ h ≥ 0, (E[hq(X)])1/q ≤ ǫ

}
− ǫq−1

≤ sup
h

{
E [h(X)(ℓ(θ; (X,Y ))− η)]

∣∣∣ h : X → R, measurable, h ≥ 0, E[hq(X)] ≤ 1
}
.

If ǫq−1 ≥
(
EX∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)p+

])1/p
, then the left hand side is less than or equal

to 0 by the same logic above. If ǫq−1 ≤
(
EX∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)p+

])1/p
, then we have

sup
h∈HL,p

{
E

[
h(X)

ǫ
(ℓ(θ; (X,Y ))− η)

]
∨ ǫq−1

∣∣∣∣∣ h ≥ 0, (E[hq(X)])1/q ≤ ǫ

}

= sup
h

{
E [h(X)(ℓ(θ; (X,Y ))− η)]

∣∣∣ h : X → R, measurable, h ≥ 0, E[hq(X)] ≤ 1
}
,

so the result follows.

D.6 Proof of Lemma 4.1

We take the dual of the following optimization problem

maximize
h∈Rn

1

n

n∑

i=1

hi
ǫ
(ℓ(θ; (Xi, Yi))− η)

subject to hi ≥ 0 for all i ∈ [n],
1

n

n∑

i=1

hqi ≤ ǫq,

hi − hj ≤ Lp−1 ‖Xi −Xj‖p−1 for all i, j ∈ [n]

where hi := h(Xi). To ease notation, we do a change of variables hi ← hi

ǫ

maximize
h∈Rn

1

n

n∑

i=1

hi(ℓ(θ; (Xi, Yi))− η) (39)

subject to hi ≥ 0 for all i ∈ [n],
1

n

n∑

i=1

hqi ≤ 1,

hi − hj ≤
Lp−1

ǫ
‖Xi −Xj‖p−1 for all i, j ∈ [n].
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For γ ∈ R
n
+, λ ≥ 0, B ∈ R

n×n
+ , the associated Lagrangian is given by

L(h, γ, λ,B) :=
1

n

n∑

i=1

hi(ℓ(θ; (Xi, Yi))− η) + γ⊤h+
λ

q

(
1− 1

n

n∑

i=1

hqi

)

+
1

n2

(
Lp−1

ǫ
tr(B⊤D)− h⊤(B✶−B⊤

✶)

)

where D ∈ R
n×n is a matrix with entries Dij = ‖Xi −Xj‖p−1. From strong duality, we have

that the primal optimal value (39) is equal to infγ∈Rn
+,λ≥0,B∈Rn×n

+
suph L(h, γ, λ,B).

Since h 7→ L(h, γ, λ,B) is a quadratic, a bit of algebra shows that

sup
h
L(h, γ, λ,B) =

λ

q
+

Lp−1

ǫn2
tr(B⊤D) +

1

qλp−1n

n∑

i=1

(
ℓ(θ; (Xi, Yi))− η − 1

n
(B✶−B⊤

✶)i + γi

)p

.

From complementary slackness,

inf
γ∈Rn

+

sup
h
L(h, γ, λ,B) =

λ

q
+

Lp−1

ǫn2
tr(B⊤D) +

1

qλp−1n

n∑

i=1

(
ℓ(θ; (Xi, Yi))− η − 1

n
(B✶−B⊤

✶)i

)p

+

.

Finally, taking infimum with respect to λ ≥ 0, we obtain

inf
λ≥0,γ∈Rn

+

sup
h
L(h, γ, λ,B) =

Lp−1

ǫn2
tr(B⊤D) +

(
p− 1

n

n∑

i=1

(
ℓ(θ; (Xi, Yi))− η − 1

n
(B✶−B⊤

✶)i

)p

+

)1/p

.

Unpacking the matrix notation, we obtain the result.

D.7 Proof of Lemma 4.2

From the extension theorem for Hölder continuous functions [57, Theorem 1], any (p − 1,
Lp−1)-Hölder continuous function h : {X1, . . . , Xn} → R extends to a (p − 1, Lp−1)-Hölder
continuous h̄ : Rd → R with range(h̄) ⊆ range(h) so that h = h̄ on {X1, . . . , Xn}. Since h ≥ 0
implies h̄ ≥ 0, we have

R̂p,ǫ,L(θ, η) = sup
h∈HL,p

{
E
P̂n

[
h(X)

ǫ
(ℓ(θ; (X,Y ))− η)

]
| h ≥ 0,

(
E
P̂n

[hq(X)]
)1/q

≤ ǫ

}
.

To ease notation, for c ∈ [0,∞] define the function Rc,p,ǫ,L = Rp,cǫ,L so that Rp,ǫ,L = R1,p,ǫ,L.
First, we establish the following claim, which relates Rp,ǫ,L and Rc,p,ǫ,L.

Claim D.2.

Rp,ǫ,L(θ, η) ≤
( ǫ
c

)q−1
∨
{
Rc,p,ǫ,L(θ, η) + (1− c)

(
E
[
(E[ℓ(θ; (X,Y )) | X]− η)p+

])1/p}
if c < 1

Rc,p,ǫ,L(θ, η) ≤ cq−1ǫq−1 ∨
{
Rp,ǫ,L(θ, η) + (c− 1)

(
E
[
(E[ℓ(θ; (X,Y )) | X]− η)p+

])1/p}
if c > 1.

Proof of Claim We only prove the bound when c < 1 as the proof is similar when c > 1.
In the case that ( ǫ

c

)q−1
≤
(
EX∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)p+

])1/q
,
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the constraint sets that define Rp,ǫ,L and Rc,p,ǫ,L contain the maximizers h⋆ and ch⋆ (for h⋆

defined in expression (10)), respectively. Hence,

Rp,ǫ,L(θ, η) =
(
EX∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)p+

])1/p
and

Rc,p,ǫ,L(θ, η) = c
(
EX∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)p+

])1/p

and the desired bound holds. Otherwise, Rp,ǫ,L(θ, η) ≤ (ǫ/c)q−1.

Using the two bounds in Claim D.2, we now bound Rp,ǫ,L by its empirical counterpart. To
obtain an upper bound on Rp,ǫ,L, let us first take c1 := (1− δ̂n)

1/q, where

δ̂n :=
q

2
∧ qǫ−qLp−1

(
(LR)p−1 + ǫ

)q−1
Wp−1(P̂n, P ).

Noting that (1 − δ)−1/q ≤ 1 + 4δ
q for δ ∈ (0, 12 ], and 1 − (1 − δ)1/q ≤ 2

q δ, the first bound in
Claim D.2 yields for η ≥ 0 that

ǫq−1 ∨Rp,ǫ,L(θ, η) ≤ ǫq−1 ∨Rc1,p,ǫ,L(θ, η) + 2q−1ǫ+
2M

q
δ̂n. (40)

To bound Rc1,p,ǫ,L(θ, η) by R̂p,ǫ,L(θ, η), we first note

Rc1,p,ǫ,L(θ, η) ≤ sup
h∈HL,p

{
E

[
h(X)

ǫ
(ℓ(θ; (X,Y ))− η)

] ∣∣∣∣∣ h ≥ 0, E
P̂n

[hq(X)] ≤ ǫq

}
. (41)

Indeed, for h ∈ HL,p satisfying EQ[h(X)q] ≤ ǫq for some probability measure Q, hq : X → R is
bounded by ((LR)p−1 + ǫ)q−1. Hence, we have for all x, x′ ∈ X

|hq(x)−hq(x′)| ≤ qmax
{
h(x), h(x′)

}q−1 |h(x)−h(x′)| ≤ qLp−1
(
(LR)p−1 + ǫ

)q−1 ∥∥x− x′
∥∥p−1

.

From the definition of the Wasserstein distance Wp−1,

sup
h∈HL,p

∣∣∣EP̂n
[hq(X)]− E[hq(X)]

∣∣∣ ≤ qLp−1
(
(LR)p−1 + ǫ

)q−1
Wp−1(P̂n, P ),

which implies that for any h ∈ HL,p satisfying E[hq(X)] ≤ cq1ǫ
q

E
P̂n

[hq(X)] ≤ E[hq(X)] + qLp−1
(
(LR)p−1 + ǫ

)q−1
Wp−1(P̂n, P ) ≤ ǫq.

To further bound the expression (41), we check that for any θ ∈ Θ and η ∈ [0,M ], the map
(x, y) 7→ h(x)

ǫ (ℓ(θ; (x, y))− η) is Hölder continuous. By Assumption A3, we observe
∣∣∣∣
h(x)

ǫ
(ℓ(θ; (x, y))− η)− h(x′)

ǫ
(ℓ(θ; (x′, y′))− η)

∣∣∣∣

≤ h(x)

ǫ

∣∣ℓ(θ; (x, y))− ℓ(θ; (x′, y′))
∣∣+
∣∣ℓ(θ; (x′, y′))− η

∣∣ |h(x)− h(x′)|
ǫ

≤ (LR)p−1 + ǫ

ǫ
L
∥∥(x, y)− (x′, y′)

∥∥+ MLp−1

ǫ

∥∥x− x′
∥∥p−1

=
(LR)p−1 + ǫ

ǫ
LR
‖(x, y)− (x′, y′)‖

R
+

MLp−1

ǫ

∥∥x− x′
∥∥p−1

≤ (LR)p−1 + ǫ

ǫ
LR
‖(x, y)− (x′, y′)‖p−1

Rp−1
+

MLp−1

ǫ

∥∥x− x′
∥∥p−1

≤ 1

ǫ

{
LR2−p((LR)p−1 + ǫ) +MLp−1

}∥∥(x, y)− (x′, y′)
∥∥p−1
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for all (x, y), (x′, y′) ∈ X × Y . Using the definition of the Wasserstein distance to bound right
hand side of (41),

Rc1,p,ǫ,L(θ, η) ≤ R̂p,ǫ,L(θ, η) +
1

ǫ

{
LR2−p((LR)p−1 + ǫ) +MLp−1

}
Wp−1(P̂n, P ).

Plugging in the preceding display in the bound (40), we get

ǫq−1 ∨Rp,ǫ,L(θ, η) ≤ ǫq−1 ∨ R̂p,ǫ,L(θ, η) + 2q−1ǫ

+M
(
1 ∧ 2ǫ−qLp−1

(
(LR)p−1 + ǫ

)q−1
Wp−1(P̂n, P )

)

+
1

ǫ

{
LR2−p((LR)p−1 + ǫ) +MLp−1

}
Wp−1(P̂n, P ).

To obtain the lower bound on the empirical risk Lemma 4.2 claims, let c2 := (1 + δ̂′n)
1/q

where
δ̂′n = qǫ−qLp−1

(
(LR)p−1 + ǫ

)q−1
Wp−1(P̂n, P ).

From the second bound in Claim D.2,

ǫq−1 ∨Rc2,p,ǫ,L(θ, η) ≤ ǫq−1 ∨Rp,ǫ,L(θ, η) +

(
ǫq−1

p
+

M

q

)
δ̂′n

holds, and from a similar argument as before, we have

Rc2,p,ǫ,L(θ, η) ≥ sup
h∈HL,p

{
E

[
h(X)

ǫ
(ℓ(θ; (X,Y ))− η)

] ∣∣∣∣∣ h ≥ 0, E
P̂n

[hq(X)] ≤ ǫq

}

≥ R̂p,ǫ,L(θ, η)−
1

ǫ

{
LR2−p((LR)p−1 + ǫ) +MLp−1

}
Wp−1(P̂n, P ).

We conclude that

ǫq−1 ∨ R̂p,ǫ,L(θ, η) ≤ ǫq−1 ∨Rp,ǫ,L(θ, η)

+
(
(q − 1)Lp−1ǫ−1 +Mǫ−qLp−1

) (
(LR)p−1 + ǫ

)q−1
Wp−1(P̂n, P )

+
1

ǫ

(
LR2−p((LR)p−1 + ǫ) +MLp−1

)
Wp−1(P̂n, P ).

D.8 Proof of Theorem 1

We use the following concentration result for the Wasserstein distance between an empirical
distribution and its population counterpart. We abuse notation and denote by c1 and c2
constants that may change from line to line.

Lemma D.3 (Fournier and Guillin [31], Theorem 2). Let p ∈ (1, 2] and p− 1 < d+1
2 . Then

for any t > 0,

P

(
Wp−1(P, P̂n) ≥ t

)
≤ c1 exp

(
−c2n(t

d+1
p−1 ∧ t2)

)

where c1 and c2 are positive constants that depend on M,d, p.
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See Fournier and Guillin [31] and Lei [52] for general concentration results.
Let Bǫ := LR+ ǫ−12q−1L (2M + (q − 1)LR) + ǫ−q2q−1RML2 + ǫq−2(q − 1)2q−2L to ease

notation. From Lemmas 4.2 and D.3, for any fixed ǫ > 0, with probability at least 1− γ
2

sup
Q0(x)∈Pα0,X

EX∼Q0 [E[ℓ(θ̂
rob
n,ǫ ; (X,Y )) | X]] ≤ inf

η∈[0,M ]

{
1

α0

(
Rp,ǫ,L(θ̂

rob
n,ǫ , η) ∨ ǫq−1

)
+ η

}

≤ inf
η∈[0,M ]

{
1

α0

(
R̂p,ǫ,L(θ̂

rob
n,ǫ , η) ∨ ǫq−1

)
+ η

}
+

Bǫt

α0

≤ inf
η∈[0,M ]

{
1

α0

(
R̂p,ǫ,L(θ, η) ∨ ǫq−1

)
+ η

}
+

Bǫt

α0

for any θ ∈ Θ, where we used the fact that θ̂robn,ǫ is an empirical minimizer.

Applying uniform convergence of R̂p,ǫ,L(θ, η) to Rp,ǫ,L again (Lemmas 4.2 and D.3), we get

sup
Q0(x)∈Pα0,X

EX∼Q0 [E[ℓ(θ̂
rob
n,ǫ ; (X,Y )) | X]]

≤ inf
η∈[0,M ]

{
1

α0
(Rp,ǫ,L(θ, η) ∨ ǫ) + η

}
+

2Bǫt

α0

≤ inf
η∈[0,M ]

{
1

α0

(
EX∼PX

[
(E[ℓ(θ; (X,Y )) | X]− η)p+

])1/p
+ η

}
+

ǫq−1

α0
+

2Bǫt

α0

with probability at least 1−γ, where we used the second bound of Lemma 3.2. Taking infimum
over θ ∈ Θ, we obtain the result.

D.9 Proof of Proposition 2

Since our desired bound holds trivially if
(
E (E[ℓ(θ; (X,Y )) | X]− η)p+

)1/p ≤ ǫq−1, we assume
(
E (E[ℓ(θ; (X,Y )) | X]− η)p+

)1/p ≥ ǫq−1. First, we rewrite the left hand side as

(
E (E[ℓ(θ; (X,Y )) | X]− η)p+

)1/p
=

E (E[ℓ(θ; (X,Y )) | X]− η)p+(
E (E[ℓ(θ; (X,Y )) | X]− η)p+

)1/q =
E[Z(θ, η; (X,Y ))]

(
E (E[ℓ(θ; (X,Y )) | X]− η)p+

)1/q

where for convenience we defined

Z(θ, η; (X,Y )) := (ℓ(θ; (X,Y ))− η) (E[ℓ(θ; (X,Y )) | X]− η)p−1
+ .

Now, note that η 7→ Z(θ, η; (X,Y )) is pM -Lipschitz. Applying a standard bracketing number
argument for uniform concentration of Lipschitz functions [77, Theorem 2.7.11]

sup
η∈[0,M ]

∣∣∣E[Z(θ, η; (X,Y ))]− E
P̂n

[Z(θ, η; (X,Y ))]
∣∣∣ ≤ c1M

2

√
log 1

γ

n

with probability at least 1− γ, where c1 is some universal constant. We conclude that with
probability at least 1− γ, for all η ∈ [0,M ]

(
E (E[ℓ(θ; (X,Y )) | X]− η)p+

)1/p ≤
(
E (E[ℓ(θ; (X,Y )) | X]− η)p+

)−1/q
E
P̂n

[Z(θ, η; (X,Y ))]

+
(
E (E[ℓ(θ; (X,Y )) | X]− η)p+

)−1/q
c1M

2

√
log 1

γ

n
.

(42)
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Next, we upper bound the first term by our empirical objective R̂p,ǫ,L(θ, η)

(
E (E[ℓ(θ; (X,Y )) | X]− η)p+

)−1/q
E
P̂n

[Z(θ, η; (X,Y ))]

= (1 + τn(γ, ǫ))
1/q

E
P̂n

[
h⋆η(X)

(1 + τn(γ, ǫ))1/q
(ℓ(θ; (X,Y ))− η)

]
,

where we used the definition of E[ℓ(θ; (X,Y )) | X] in Eq. (10) (we now make the dependence
on η explicit). Uniform concentration of Lipschitz functions [77, Theorem 2.7.11] implies that
there exists a universal constant c2 > 0 such that with probability at least 1− γ

E
P̂n

(E[ℓ(θ; (X,Y )) | X]− η)p+ ≤ E (E[ℓ(θ; (X,Y )) | X]− η)p+ + c2M
2

√
1

n
log

1

γ

for all η ∈ [0,M ]. Thus, we have

E
P̂n

[h⋆η(X)q] ≤ 1 + c2M
2
(
E (E[ℓ(θ; (X,Y )) | X]− η)p+

)−1

√
1

n
log

1

γ
. (43)

with probability at least 1− γ.
Recalling the definition (13) of ĤL,p, since x 7→ h⋆η(x) is L

ǫ -Lipschitz, we get

(
E (E[ℓ(θ; (X,Y )) | X]− η)p+

)−1/q
E
P̂n

[Z(θ, η; (X,Y ))]

≤ (1 + τn(γ, ǫ))
1/q sup

h∈HLn(γ),n

{
E
P̂n

[
h(X)

ǫ
(ℓ(θ; (X,Y ))− η)

] ∣∣∣∣∣ E
P̂n

[hq(X)] ≤ ǫq

}

with probability at least 1−γ, where we used the bound (43) in the second inequality. Combining
the preceding display with the bound (42), with probability at least 1− 2γ,

(
E (E[ℓ(θ; (X,Y )) | X]− η)p+

)1/p ≤ (1 + τn(γ, ǫ))
1/q R̂p,ǫ,Ln(γ)(θ, η) +

c1M
2

ǫq−1

√
1

n
log

1

γ

for all η ∈ [0,M ].
To show the uniform result over θ ∈ Θ, we note that

|Z(θ, η;X,Y )− Z(θ′, η′;X,Y )| ≤ pM |η − η′|+ pMp−1K
∥∥θ − θ′

∥∥
2

for all η ∈ [0,M ], θ ∈ Θ.

Setting τn := c2(M
2 + pMp−1KDǫ−q

√
1
n log 1

γ , a similar argument as above, mutandis mutatis,

gives the desired result.

D.10 Proof of Theorem 2

We follow the frequent approach in modern statistics of reducing esitmation problems to testing
problems, then applying information-theoretic lower bounds on test error rates, by reducing
the minimax marginal DRO problem to a composite hypothesis testing problem between two
classes of distributions P0 and P1. Following the approach Duchi [26, Ch. 5] suggests, define
the optimization distance between two distributions P0 and P1 by

dopt(P0, P1) := sup

{
δ ≥ 0 |

R(θ;P0) ≤ R(θ∗0;P0) + δ implies R(θ;P1) ≥ R(θ∗1;P1) + δ

R(θ;P1) ≤ R(θ∗1;P1) + δ implies R(θ;P0) ≥ R(θ∗0;P0) + δ

}

where θ∗v ∈ argminθ∈ΘR(θ;Pv). We have the following reduction from distributionally robust
optimization to composite hypothesis testing. Its proof is similar to the Le Cam’s convex hull
method for estimation—we give it in Section D.10.1 for completeness.
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Lemma D.4 ([50, 80]). Let P0,P1 ⊆ Pβ be two sets of distributions such that dopt(P0, P1) ≥ 2δ
for all Pv ∈ Pv, v ∈ {0, 1}. Then,

Mn ≥ δ · sup
{
1−

∥∥P̄0 − P̄1

∥∥
TV

: P̄v ∈ Conv(Pn
v ), v ∈ {0, 1}

}

where Pn
v is the set of n-product distributions of Pv and Conv(·) denotes the convex hull of a

set.

Our approach using Lemma D.4 is then apparent: we construct families of distributions
P0 and P1 such that their optimization distances are large, while their variation distances
are small enough that testing between them is impossible. For simplicity in what follows,
we restrict attention to odd-valued dimensions; the result for even-valued dimensions follow
from an identical construction where we do not consider any variation in the last covariate
dimension, so that the effective dimension of the problem is d− 1. We divide the remainder of
the proof into preliminaries, separation, and closeness in variation distance.

Preliminaries

We always consider a uniformly distributed covariate vector X ∼ Uni[0, 1]d. Our construction
proceeds by concatenating a large number of bump functions together (across dimensions and
space [0, 1]d). In general, we can allow any differentiable function ϕ : [0, 1] → R satisfying
‖ϕ‖∞ ≤ 1 and −ϕ(x) = ϕ(1− x), so that

∫ 1
0 ϕ(x)dx = 0, though to address our smoothness

desiderata we make the specific choice

ϕ(x) :=

{(
1− (4x− 1)2

)β
for 0 ≤ x ≤ 1

2

−
(
1− (4x− 3)2

)β
for 1

2 ≤ x ≤ 1.
(44)

It is immediate that ϕ ∈ Cβ([0, 1]) and ϕ(x) = −ϕ(1− x). Given this function, we can define
the product function

g : [0, 1]d → R, g(x) :=
d∏

k=1

ϕ(xk)

and let σ2(β, d) :=
∫
g(x)2dx = (

∫ 1
0 ϕ2(u)du)d. Letting

q1−α0 := inf{q | P(g(X) ≤ q) ≥ 1− α0}

be the (1 − α0)-th quantile of g(X) for X ∼ Uni[0, 1]d, the symmetry of ϕ guarantees that
q1−α0 > 0 whenever α0 <

1
2 . We may then define the tail average

∆α0,β,d :=

∫

[0,1]d
g(x)1 {g(x) ≥ q1−α0} dx,

which because of the bump construction (44) depends only on α0, β, and d, and by symmetry
of ϕ we have ∆α0,β,d > 0 for any α0. Our coming construction of P0 and P1 will show the
following result: there exist c,N depending on d, β, α0 only such that for n ≥ N ,

Mn ≥ c
∆α0,β,d

α0

(
σ2(β, d)n

) −2β
2β+d . (45)

As a brief remark, the terms ∆α0,β,d and σ2(β, d) depend strongly on the dimension;
indeed, if σ2

ϕ =
∫ 1
0 ϕ2(u)du < 1, then σ2(β, d) = σ2d

ϕ . Similarly, ϕ(Xk) is a symmet-

ric random variable on [−1, 1] (and so sub-Gaussian); the product g(X) =
∏d

k=1 ϕ(X
k)
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then concentrates very quickly to zero, and moreover, we have q1−α0 ≤ E[|g(X)| | g(X) ≥
q1−α0 ] = E[|g(X)|1 {g(X) ≥ q1−α0}]/α0 ≤ E[|g(X)|]/α0, and E[|g(X)|] = E[|ϕ(X1)|]d where
E[|ϕ(X1)|] < 1. (A concentration argument for log |g(X)| =

∑d
k=1 log |ϕ(Xk)| shows that this

exponential scaling is tight to within the factor 1/α0.) By considering problems of smaller
dimension k ≤ d (and ignoring all higher dimensions) we can replace the bound (45) by the
bound

max
k≤d

∆α0,β,k

α0

(
σ2k
ϕ n
) −2β

2β+k
,

which allows finite sample guarantees for smaller n.

Separation in objectives

We now construct the families of distributions P0 and P1 to guarantee sufficient optimization
distance separation dopt(P0, P1) in Lemma D.4. Consider hyperrectangles formed by partitioning

each side in the hypercube [0, 1]d as
{[

l−1
b , l

b

]}b
l=1

for some b ∈ N to be chosen later. Using a
lexicographic ordering, denote the hyperrectangles as

Rj :=

d∏

k=1

[
ljk − 1

b
,
ljk
b

]
, j = 1, . . . , bd =: m (46)

where ljk’s are defined implicitly. For each of these m = bd hyperrectangles, define the localized
bump function gj on Rj by

gj(x) :=
d∏

k=1

ϕ

(
b

(
xk − ljk − 1

b

))
1

{
xk ∈

[
ljk − 1

b
,
ljk
b

]}
, j = 1, . . . ,m = bd. (47)

Now, fix t > 0, to be chosen later when we optimize our separation. Recalling that X ∼
Uni[0, 1]d, let P0 be such that

Y | X = − t∆α0,β,d

2α0
+

{
1 w.p. 1

2

−1 w.p. 1
2

under P0, (48)

and let the distributions Ptv indexed by v ∈ {−1,+1}m be

Y | X = − t∆α0,β,d

2α0
+

{
1 w.p. 1

2 + t
2

∑m
j=1 vjgj(x)

−1 w.p. 1
2 − t

2

∑m
j=1 vjgj(x)

under Ptv.

By inspection, we have

EP0 [Y | X] ≡ − t∆α0,β,d

2α0
and EPtv [Y | X] = − t∆α0,β,d

2α0
+ t

m∑

j=1

vjgj(X).

We will use Le Cam’s convex hull method (Lemma D.4) on the classes of distributions

P0 = {P0}, P1 = {Ptv : v ∈ {±1}m}.

The next lemma allows us to show separation between the sets P0 and P1 in optimization
distance. See Section D.10.2 for a proof.
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Lemma D.5. Let ϕ : [0, 1] → R be a differentiable function such that ‖ϕ‖∞ ≤ 1 and
−ϕ(x1) = ϕ(1− x1), and let gj be the localized products (47). If d is odd, then

sup
Q0∈Pα0,X

(P )
E

X∼Q0




m∑

j=1

vjgj(X)


 ≥ ∆α0,β,d

α0
.

We claim that Lemma D.5 guarantees the separation

dopt(Ptv, P0) ≥
t∆α0,β,d

4α0
for all v ∈ {−1,+1}m. (49)

To see this, note that under P0, we have EP0 [Y | X] = −t δα0,β,d

2α0
, independent of X, and so

R(θ;P0) = −θ
t∆α0,β,d

2α0
. For the set P1, we observe that any Ptv ∈ P1 has

R(θ;Ptv) = sup
Q0∈Pα0,X

(P )
EX∼Q0 [θEPtv [Y | X]] = sup

Q0∈Pα0,X
(P )

EX∼Q0


θ


− t∆α0,β,d

2α0
+ t

m∑

j=1

vjgj(X)






(⋆)

≥ θ
t∆α0,β,d

2α0
,

where inequality (⋆) follows from Lemma D.5. Consequently, we have infθ∈[0,1]R(θ;P0) =

− t∆α0,β,d

2α0
while infθ∈[0,1]R(θ;Ptv) = 0. Combining these infimal risk values, we see that for

any δ ≤ t∆α0,β,d

4α0
, R(θ;P0)− infθ′∈ΘR(θ′;P0) =

t∆α0,β,d

2α0
(1− θ) ≤ δ implies

R(θ;Ptv)− inf
θ′∈Θ
R(θ′;Ptv) ≥ θ

t∆α0,β,d

2α0
≥ t∆α0,β,d

4α0
≥ δ.

Similarly, for any δ ≤ t∆α0,β,d

4α0
, R(θ;Ptv) − infθ′∈ΘR(θ′;Ptv) ≤ δ implies θ

t∆α0,β,d

2α0
≤ δ and

hence

R(θ;P0)− inf
θ′∈Θ
R(θ′;P0) =

t∆α0,β,d

2α0
(1− θ) ≥ t∆α0,β,d

4α0
≥ δ.

This is the desired separation (49).

Closeness in variation distance

It remains to bound the total variation distance in Lemma D.4. For shorthand in this section,
let σ2 = σ2(β, d). Let ρhel be the Hellinger affinity between two distributions

ρhel(P,Q) :=

∫ √
dQ

dP
dP,

and define the following shorthand for the mixture distribution

P̄1,t :=
1

2m

∑

v∈{±1}m

Pn
tv.

Le Cam’s inequality bounds the total variation distance between the convex hulls of P0 and P1

inf
{∥∥P̄0 − P̄1

∥∥
TV

: P̄1 ∈ Conv(Pn
1 )
}
≤
∥∥Pn

0 − P̄1,t

∥∥
TV
≤
√
2(1− ρhel(P

n
0 , P̄1,t)). (50)
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Here, a key technical difficulty here is the mixture of the product distributions P̄1,t. In the
rest of the proof, we bound ρhel(P

n
0 , P̄1,t) following the approach of Birgé and Massart [14].

As the distributions of X are identical across P0 and Ptv in our construction, the subsequent
derivations subtly differ from the original proof of Birgé and Massart [14], as we must also
consider the conditional distribution Y | X, and we detail it below for completeness.

Let N = (N1, . . . , Nm) be a multinomial distribution counting the number of observations
(Xi, Yi) such that Xi ∈ Rj for j = 1, . . . ,m. To bound the Hellinger affinity ρhel(P

n
0 , P̄1,t), we

start with the fact that conditional on N , the likelihood ratio between Pn
tv and Pn

0 can be
simplified. We use the shorthand

dP±,j(x, y) := (1± ytgj(x))dP0,j(x, y). (51)

Note that in our setting, we have bounded y and |gj | ≤ 1, so that for small t, P±,j are
valid distributions. For any fixed n = (n1, . . . , nm) ≥ 0 such that

∑m
j=1 nj = n, denote

(X̄ij , Ȳij)
iid∼ P0(· | X ∈ Rj) =: P0,j for i = 1, . . . , nj . Notice that conditional on N

n∏

i=1

dPtv

dP0
(Xi, Yi) | N = n

d
=

∏

j:nj>0

dP
nj

vj ,j

dP
nj

0,j

({Xi, Yi}nj

i=1)
d
=

∏

j:nj>0

nj∏

i=1

(
1 + Ȳijtvjgj(X̄ij)

)

Writing {j : nj > 0} = {j1 < . . . < js} for convenience

1

2m

∑

v∈{±1}m

∏

j:nj>0

nj∏

i=1

(
1 + Ȳijtvjgj(X̄ij)

)

=
1

2

nj1∏

i=1

(
1 + Ȳij1tvj1gj1(X̄ij1)

)
· 1

2m−1

∑

v:vj1=+1

s∏

a=2

nja∏

i=1

(
1 + Ȳijatvjagja(X̄ija)

)

+
1

2

nj1∏

i=1

(
1− Ȳij1tvj1gj1(X̄ij1)

)
· 1

2m−1

∑

v:vj1=−1

s∏

a=2

nja∏

i=1

(
1 + Ȳijatvjagja(X̄ija)

)

=

{
1

2

nj1∏

i=1

(
1 + Ȳij1tvj1gj1(X̄ij1)

)
+

1

2

nj1∏

i=1

(
1− Ȳij1tvj1gj1(X̄ij1)

)
}
· 1

2m−1

∑

v:vj1=−1

s∏

a=2

nja∏

i=1

(
1 + Ȳijatvjagja(X̄ija)

)

noting that summands in the final term do not depend on vj1 . Induct through a = 2, . . . , s to
conclude that the preceding display is equal to

s∏

a=1

{
1

2

nja∏

i=1

(
1 + Ȳijatvjagja(X̄ija)

)
+

1

2

nja∏

i=1

(
1− Ȳijatvjagja(X̄ija)

)
}

=
∏

j:nj>0

{
1

2

nj∏

i=1

(
1 + Ȳijtvjgj(X̄ij)

)
+

1

2

nj∏

i=1

(
1− Ȳijtvjgj(X̄ij)

)
}
.
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Thus

EPn
0





 1

2m

∑

v∈{±1}m

n∏

i=1

dPtv

P0
(Xi, Yi)




1
2

| N = n




= EPn
0

∏

j:nj>0

{
1

2

nj∏

i=1

(
1 + Ȳijtvjgj(X̄ij)

)
+

1

2

nj∏

i=1

(
1− Ȳijtvjgj(X̄ij)

)
} 1

2

=
∏

j:nj>0

E
P

nj
0,j

{
1

2

nj∏

i=1

(
1 + Ȳijtvjgj(X̄ij)

)
+

1

2

nj∏

i=1

(
1− Ȳijtvjgj(X̄ij)

)
} 1

2

=
∏

j:nj>0

E
P

nj
0,j

{
1

2

dP
nj

+,j

dP
nj

0,j

+
1

2

dP
nj

−,j

dP
nj

0,j

} 1
2

,

where dP±,j are the tilted densities (51).
The following lemma, which we prove in Section D.10.3, controls the individual terms in

the product. (See also Birgé and Massart [14, Lemma 2].)

Lemma D.6. Let σ2 = σ2(β, d). Then for any j such that nj > 0,

E
P

nj
0,j

{
1

2

dP
nj

+,j

P
nj

0,j

+
1

2

dP
nj

−,j

P
nj

0,j

} 1
2

≥ 1− 1

2

[
(1 + t2σ2)nj + (1− t2σ2)nj − 2

]
.

Using
∏m

j=1(1− aj) ≥ 1−
∑m

j=1 aj for any aj ∈ [0, 1], the lemma gives

EPn
0





 1

2m

∑

v∈{±1}m

n∏

i=1

dPtv

P0
(Xi, Yi)




1
2

| N = n


 ≥ 1− 1

2

m∑

j=1

[
(1 + t2σ2)nj + (1− t2σ2)nj − 2

]
.

Taking expectations on both sides and using Nj ∼ Bin(n, 1
m), we get

ρhel


Pn

0 ,
1

2m

∑

v∈{±1}m

Pn
tv


 ≥ 1− 1

2

m∑

j=1

E
[
(1 + t2τ2j )

Nj + (1− t2τ2j )
Nj − 2

]

= 1− 1

2

m∑

j=1

[(
1 + t2

σ2

m

)n

+

(
1− t2

σ2

m

)n

− 2

]
,

where the last line uses that if N ∼ Bin(n, p) then E[aN ] = ((1 − p) + pa)n. Finally, an
elementary calculation using that ex ≤ 1 + x + x2 for |x| ≤ 1 and that 1 + x ≤ ex for all x
shows that

(
1 + t2

σ2

m

)n

+

(
1− t2

σ2

m

)n

≤ exp

(
t2σ2n

m

)
+ exp

(
− t2σ2n

m

)
≤ 2 + 2

(
t2σ2n

m

)2

whenever nt2σ2

m ≤ 1, and therefore

ρhel


Pn

0 ,
1

2m

∑

v∈{±1}m

Pn
tv


 ≥ 1− t4n2σ4

m
whenever

nt2σ2

m
≤ 1. (52)
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Finalizing the bound

To show the result (45), it remains to choose the separation parameter t to be as large as

possible while satisfying that the mapping x 7→ EPtv [Y | X = x] = − t∆α0,β,d

2α0
+ t
∑m

j=1 vjgj(x)

is β-Hölder in x (i.e. in Λβ) and that the Hellinger affinity (52) is at least a constant, which
depends on the number of hyperrectangles b via definitions (46)–(47).

We begin with the Hölder condition. For shorthand, let h(x) = t
∑m

j=1 vjgj(·), omitting

the dependence on t. We claim that for any b ∈ N, the choice t = c(β)d−β/2b−β, where c(β)
depends only on β, is sufficient to guarantee that h ∈ Λβ. For simplicity assume β ∈ N (the
calculation is similar but more tedious otherwise), so that h ∈ Λβ is equivalent to the βth
order tensor ∇βh(x) having operator norm at most c(β)dβ/2. To that end, let k ∈ N and
I = (i1, . . . , ik) ⊂ [d]k, and let U = {uj} be a (non-repeated) list of the indices appearing at least
once in I, while S1, . . . , Sk′ are the collections of unique indices in I (e.g., if i1 = 1, . . . , ik = 1,
then S1 = (1, . . . , 1) ∈ N

k). The (i1, . . . , ik) entry of the tensor ∇kh(x) has the form

[∇kh(x)]i1,...,ik = bk
|U |∏

j=1

ϕ(|Sj |)(zuj )
∏

j 6(i1,...,ik)

ϕ(zj)

for some values zj ∈ [0, 1], by the definition (47). Setting k = β, the construction (44) of the
bumps ϕ evidently guarantees that each entry satisfies |[∇βh(x)]I | ≤ c(β)bβ for c(β) = O(β!).
Making the observation that for an rth order tensor T on (Rd)⊗r with entries ‖T‖∞ ≤ C we have
‖T‖op ≤ Cdr/2, we see that

∥∥∇βh(x)
∥∥

op
≤ c(β)bβdβ/2. Thus, there are N(α0, β, d) and c(β, d)

such that for n ≥ N(α0, β, d), choosing t = c(β, d)b−β guarantees x 7→ Etv[Y | X = x] ∈ Λβ .
It remains to choose b so that the Hellinger affinity (52) is at least 3

4 , so that we can apply

Le Cam’s method (Lemma D.4). For this, we require that t4n2σ4

m ≤ 1
4 (which certainly implies

that nt2σ2

m ≤ 1). Substituting the t = cb−β and recalling that m = bd, we see that it is sufficient

that n2c2b−2βσ4

bd
≤ 1

4 , i.e., bd+2β ≥ 4n2σ4, so that the choice b =
⌈
(2ncσ2)

2
d+2β

⌉
suffices. Using

the bound (52), we conclude ρhel(P
n
0 ,

1
2m
∑

v∈{±1}m Pn
tv) ≥ 3

4 . By combining the separation (49)
with Le Cam’s convex hull method (Lemma D.4) and the bound (50) relating variation distance
to Hellinger affinity, we obtain

Mn ≥ c′(β, d)
∆α0,β,d

α0
(σ2n)

− 2β
2β+d

for some factor c′(β, d) and all suitably large n.

D.10.1 Proof of Lemma D.4

For any Pv ∈ Pv, v ∈ {0, 1}, we have

sup
P∈Pβ

EPn

[
R(θ̂;P )− inf

θ∈Θ
R(θ;P )

]
≥ 1

2

(
EPn

0

[
R(θ̂;P0)− inf

θ∈Θ
R(θ;P0)

]
+ EPn

1

[
R(θ̂;P1)− inf

θ∈Θ
R(θ;P1)

])
.

For v ∈ {0, 1}, if we define

λv(θ̂) :=
1

2δ
inf

Pv∈Pv

{
R(θ̂;Pv)− inf

θ∈Θ
R(θ̂;Pv)

}
,
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we have the following lower bound on the first display.

δ · sup
Pn
v ∈Pn

v ,v∈{0,1}

{
EPn

0
λ0(θ̂) + EPn

1
λ1(θ̂)

}
.

Since this supremum problem is linear in Pn
v , we may replace it with a supremum over the

convex hull spanned by Pn
v .

δ · sup
P̄n
v ∈Conv(Pn

v ),v∈{0,1}

{
EP̄n

0
λ0(θ̂) + EP̄n

1
λ1(θ̂)

}
(53)

By the definition of dopt(P0, P1), we have

R(θ̂;P0)− inf
θ∈Θ
R(θ;P0) +R(θ̂;P1)− inf

θ∈Θ
R(θ;P1) ≥ 2δ

for all Pv ∈ Pv, v ∈ {0, 1}. Taking infimum over Pv ∈ Pv, conclude λ0(θ̂) + λ1(θ̂) ≥ 1 almost
surely. From the variational representation of the total variation distance

1− ‖Q− P‖TV = inf
f0+f1≥1

{EQf0 + EP f1},

we have
EP̄n

0
λ0(θ̂) + EP̄n

1
λ1(θ̂) ≥ 1−

∥∥P̄n
0 − P̄n

1

∥∥
TV

for any P̄n
0 and P̄n

1 . Using this to lower bound the expression (53) gives our result.

D.10.2 Proof of Lemma D.5

We construct a particular distribution Q0 taking the form dQ0(x) = L(x)dP0(x), where L is a
likelihood ratio we construct as

L(x) :=
1

α0
1





m∑

j=1

vjgj(x) ≥ q1−α0



 .

To see that E[L(X)] = 1, note that the disjointness of Rj yields

∫

[0,1]d
1





m∑

j=1

vjgj(x) ≥ q1−α0



 dx =

m∑

j=1

∫

Rj

1 {vjgj(x) ≥ q1−α0} dx.

Using the change of variables b(xk − ljk−1
b ) 7→ xk in the final display and recalling m := bd, we

replace gj with g(x) =
∏d

k=1 ϕ(x
k) and find

1

m

m∑

j=1

∫

[0,1]d
1 {vjg(x) ≥ q1−α0} dx

=
1

m

∑

vj=+1

∫

[0,1]d
1 {g(x) ≥ q1−α0} dx+

1

m

∑

vj=−1

∫

[0,1]d
1 {g(x) ≤ −q1−α0} dx

=
1

m

∑

vj=+1

∫

[0,1]d
1 {g(x) ≥ q1−α0} dx+

1

m

∑

vj=−1

∫

[0,1]d
1 {g(✶− x) ≤ −q1−α0} dx,
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where in the last equality, we used the change of variables xk 7→ 1− xk when vj = −1. As d is
odd,

g(✶− x) =

d∏

k=1

ϕ(1− xk) = −
d∏

k=1

ϕ(xk) = −g(x).

This implies
∫
[0,1]d 1 {g(✶− x) ≤ −q1−α0} dx =

∫
[0,1]d 1 {−g(x) ≤ −q1−α0} dx = α0 by the

continuity of ϕ. We conclude E[L(X)] = 1.
We now show that the choice dQ0 = LdP0 satisfies the conclusion of the lemma. As

‖L‖L∞(X ) ≤ α−1
0 , it is sufficient to show that E[L(X)

∑m
j=1 vjgj(X)] =

∆α0,β,d

α0
. Indeed, we

have

∫

[0,1]d

m∑

j=1

vjgj(x)1





m∑

j=1

vjgj(x) ≥ q1−α0



 dx

=
m∑

j=1

∫

Rj

vjgj(x)1 {vjgj(x) ≥ q1−α0} dx =
1

m

m∑

j=1

∫

[0,1]d
vjg(x)1 {vjg(x) ≥ q1−α0} dx

=
1

m

∑

vj=+1

∫

[0,1]d
g(x)1 {g(x) ≥ q1−α0} dx−

1

m

∑

vj=−1

∫

[0,1]d
g(x)1 {g(x) ≤ −q1−α0} dx

where we used the change of variables b(xk − ljk−1
b ) 7→ xk in the final equality. When vj = −1,

again use the change of variables xk 7→ 1− xk and use g(✶− x) = −g(x) to arrive at

1

m

∑

vj=+1

∫

[0,1]d
g(x)1 {g(x) ≥ q1−α0} dx−

1

m

∑

vj=−1

∫

[0,1]d
g(✶− x)1 {g(✶− x) ≤ −q1−α0} dx

=
1

m

∑

vj=+1

∫

[0,1]d
g(x)1 {g(x) ≥ q1−α0} dx+

1

m

∑

vj=−1

∫

[0,1]d
g(x)1 {g(x) ≥ q1−α0} dx = ∆α0,β,d.

D.10.3 Proof of Lemma D.6

We begin with the simple observation that σ2 ≡ σ2(β, d) = EP0,j [g
2
j (X̄ij)]: we have EP0,j [g

2
j (X̄ij)] =

E[g2j (X) | X ∈ Rj ] = (b
∫ 1/b
0 ϕ2(bx)dx)d = (

∫ 1
0 ϕ2(x)dx)d. Now, denoting n = nj for simplicity,

odd terms cancel to give

Ln,j :=
1

2

n∏

i=1

(
1 + Ȳijtvjgj(X̄ij)

)
+

1

2

n∏

i=1

(
1− Ȳijtvjgj(X̄ij)

)

= 1 +
∑

k∈2N,2≤k≤n

tk
∑

i1<···<ik

Ȳi1jgj(X̄i1j) · · · Ȳikjgj(X̄ikj)

︸ ︷︷ ︸
=:Zn,j

.

As
√
1 + y ≥ 1 + y

2 −
y2

2 if y ≥ −1, we have

√
Ln,j ≥ 1 +

1

2
Zn,j −

1

2
Z2
n,j .
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Taking expectations and noting EPn
0,j
Zn,j = 0 as EP0,j [Ȳij | X̄ij ] = 0, we get

EPn
0,j

√
Ln,j ≥ 1− 1

2
EPn

0,j

[
Z2
n,j

]
= 1− 1

2

∑

k∈2N,2≤k≤n

t2k
∑

i1<···<ik

EPn
0,j
[gj(X̄i1j)

2 · · · gj(X̄ikj)
2]

= 1− 1

2

∑

k∈2N,2≤k≤n

(
n

k

)
t2kσ2k,

where we used the fact that X̄ij ’s are i.i.d. in the final equality. Apply the binomial theorem
to conclude ∑

k∈2N,2≤k≤n

(
n

k

)
t2kσ2k = (1 + t2σ2)n + (1− t2σ2)n − 2.

D.11 Proof of Corollary 1

Recalling that Rp(θ;P ) ≥ R(θ;P ) for any p > 1, while for the construction (48) Rp(θ;P0) =
R(θ;P0) because EP0 [Y | X] is constant, we simply recognize that the optimization distance
dopt(·, ·) is larger for Rp. The proof of Theorem 2 then gives the result.

D.12 Proof of Lemma B.1

First, note that variational form for the Lp(P )-norm gives

(
E(X,C)∼PX,C

[
(E[ℓ(θ; (X,Y )) | X,C]− η)p+

])1/p
(54)

= sup
h

{
E[h̄(X,C)(ℓ(θ; (X,Y ))− η)] : h̄ : X × C → R measurable, h̄ ≥ 0, E[h̄(X,C)q] ≤ 1

}
.

For ease of notation, let

e(x) := E[ℓ(θ; (X,Y )) | X = x], e(x, c) := E[ℓ(θ; (X,Y )) | X = x,C = c].

We first show the equality (32). To see that “≥” direction holds, let ǫ :=
(
E (e(X,C)− η)p+

)1/q
.

Then, we have

Rp,ǫ,L,δ(θ, η) ≤ sup
h,f measurable

{
E [(h(X) + f(X,C))(ℓ(θ; (X,Y ))− η)] : h+ f ≥ 0, E[(h(X) + f(X,C))q] ≤ 1

}

=
(
E (E[ℓ(θ; (X,Y )) | X,C]− η)p+

)1/p
(55)

where we used the variational form (54) in the last inequality.

For the “≤” inequality, fix an arbitrary ǫ > 0. If
(
E (e(X,C)− η)p+

)1/q ≤ ǫ, then the bound

follows. Otherwise, consider
(
E (e(X,C)− η)p+

)1/q
> ǫ > 0. Note that the supremum in the

variational form (54) is attained by

h̄⋆(x, c) :=
(e(x, c)− η)p−1

+(
E (e(X,C)− η)p+

)1/q .
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Now, define

h⋆(x) :=
(e(x)− η)p−1

+(
E (e(X,C)− η)p+

)1/q ,

f⋆(x, c) :=
1

(
E (e(X,C)− η)p+

)1/q
(
(e(x, c)− η)p−1

+ − (e(x)− η)p−1
+

)

so that h̄⋆ = h⋆ + f⋆. Since ǫh⋆ ∈ HL,p and ‖f⋆(X,C)‖L∞(P ) ≤ δp−1

ǫ , h⋆ and f⋆ are in the
feasible region of the maximization problem that defines Rp,ǫ,L,δ(θ, η). We conclude that

(
E (E[ℓ(θ; (X,Y )) | X,C]− η)p+

)1/p

≤ inf
ǫ≥0

{
ǫ ∨ sup

h,f meas.

{
E [(h(X) + f(X,C))(ℓ(θ; (X,Y ))− η)] :

h+ f ≥ 0, E[(h(X) + f(X,C))q] ≤ 1, ǫh ∈ HL,p, ‖f(X,C)‖L∞(P ) ≤
δp−1

ǫ

}}
.

Rescaling the supremum problem by 1/ǫ, we obtain the first result (32).

To show the second result, fix an arbitrary ǫ > 0. If
(
E (e(X,C)− η)p+

)1/q ≤ ǫ, then from
our upper bound (55)

(Rp,ǫ,L,δ(θ, η) ∨ ǫq−1)− ǫq−1 ≤ 0

so that our desired result trivially holds. On the other hand, if
(
E (e(X,C)− η)p+

)1/q
> ǫ, then

Rp,ǫ,L,δ(θ, η) =
(
E(X,C)∼pX,C

[
(E[ℓ(θ; (X,Y )) | X,C]− η)p+

])1/p

from our argument above, so the desired result again holds.

D.13 Proof of Proposition 3

We proceed similarly as in the proof of Proposition 2. Letting

Z(θ, η; (X,C, Y )) := (ℓ(θ; (X,Y ))− η) (E[ℓ(θ; (X,Y )) | X,C]− η)p−1
+ ,

rewrite the Lp-norm as

(
E (E[ℓ(θ; (X,Y )) | X,C]− η)p+

)1/p
=

E (E[ℓ(θ; (X,Y )) | X,C]− η)p+(
E (E[ℓ(θ; (X,Y )) | X,C]− η)p+

)1/q

=
E[Z(θ, η; (X,C, Y ))]

(
E (E[ℓ(θ; (X,Y )) | X,C]− η)p+

)1/q .

Since (θ, η) 7→ Z(θ, η; (X,C, Y )) is pM -Lipschitz, we again get from a standard bracketing
number argument for uniform concentration of Lipschitz functions [77, Theorem 2.7.11]

sup
η∈[0,M ]

∣∣∣E[Z(θ, η; (X,C, Y ))]− E
P̂n

[Z(θ, η; (X,C, Y ))]
∣∣∣ ≤ c1M

2

√
log 1

γ

n
(56)
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with probability at least 1− γ, where c1 is some universal constant. Hence, with probability at
least 1− γ, for all θ ∈ Θ, η ∈ [0,M ]

(
E (E[ℓ(θ; (X,Y )) | X,C]− η)p+

)1/p ≤
(
E (E[ℓ(θ; (X,Y )) | X,C]− η)p+

)−1/q
E
P̂n

[Z(θ, η; (X,C, Y ))]

+
(
E (E[ℓ(θ; (X,Y )) | X,C]− η)p+

)−1/q
c1M

2

√
log 1

γ

n
.

(57)

Next, we upper bound E
P̂n

[Z(θ, η; (X,C, Y ))] by our empirical objective R̂p,ǫ,L,δ(θ, η). To
this end, uniform concentration of Lipschitz functions [77, Theorem 2.7.11] again yields

E
P̂n

(E[ℓ(θ; (X,Y )) | X,C]− η)p−1
+ ≤ E (E[ℓ(θ; (X,Y )) | X,C]− η)p−1

+ + c2M
2

√
log 1

γ

n
(58)

for all θ ∈ Θ, η ∈ [0,M ], with probability at least 1− γ. Define the functions

h⋆η(x) :=
(e(x)− η)p−1

+(
E (e(X,C)− η)p+

)1/q ,

f⋆(x, c) :=
1

(
E (e(X,C)− η)p+

)1/q
(
(e(x, c)− η)p−1

+ − (e(x)− η)p−1
+

)
,

and note that

E
P̂n

[(h⋆η(X) + f⋆(X,C))q] ≤ 1 + c2M
2
(
E (E[ℓ(θ; (X,Y )) | X,C]− η)p+

)−1/q

√
log 1

γ

n
. (59)

with probability at least 1− γ.

Since our desired bound holds trivially if
(
E (E[ℓ(θ; (X,Y )) | X,C]− η)p+

)1/q ≤ ǫ, we now

assume that
(
E (E[ℓ(θ; (X,Y )) | X,C]− η)p+

)1/q ≥ ǫ. Since ǫh⋆η(x) ∈ HL,p, we have

(
E (E[ℓ(θ; (X,Y )) | X,C]− η)p+

)−1/q
E
P̂n

[Z(θ, η; (X,C, Y ))]

= (1 + τn(γ, ǫ))
1/q

E
P̂n

[
h⋆η(X) + f⋆(X,C)

(1 + τn(γ, ǫ))1/q
(ℓ(θ; (X,Y ))− η)

]

≤ (1 + τn(γ, ǫ))
1/q sup

h∈HLn(γ),n,f∈Fδn(γ),p,n

{
E
P̂n

[
h(X) + f(X,C)

ǫ
(ℓ(θ; (X,Y ))− η)

] ∣∣∣∣∣

E
P̂n

[(h(X) + f(X,C))q] ≤ ǫq

}

with probability at least 1−γ, where we used the bound (59) in the second inequality. Combining
the preceding display with the bound (57), with probability at least 1− 2γ,

(
E (E[ℓ(θ; (X,Y )) | X,C]− η)p+

)1/p ≤ (1 + τn(γ, ǫ))
1/q R̂p,ǫ,Ln(γ),δn(γ)(θ, η) +

c1M
2

ǫq−1

√
log 1

γ

n
.

for all θ ∈ Θ, η ∈ [0,M ].
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D.14 Proof of Lemma B.2

We take the dual of the optimization problem

maximize
h,f∈Rn

1

n

n∑

i=1

hi + fi
ǫ

(ℓ(θ; (Xi, Yi))− η)

subject to hi + fi ≥ 0 for all i ∈ [n],
1

n

n∑

i=1

(hi + fi)
q ≤ ǫq,

hi − hj ≤ Lp−1 ‖Xi −Xj‖p−1 for all i, j ∈ [n],

|fi| ≤ δp−1 for all i ∈ [n]

where hi := h(Xi) and fi = f(Xi, Ci). To ease notation, we do a change of variables hi ← hi

ǫ ,

fi ← fi
ǫ and qi ← hi + fi which gives

maximize
q,h∈Rn

1

n

n∑

i=1

qi(ℓ(θ; (Xi, Yi))− η) (60)

subject to qi ≥ 0 for all i ∈ [n],
1

n

n∑

i=1

qqi ≤ 1,

hi − hj ≤
Lp−1

ǫ
‖Xi −Xj‖p−1 for all i, j ∈ [n],

|qi − hi| ≤
δp−1

ǫ
for all i ∈ [n]. (61)

For γ ∈ R
n
+, λ ≥ 0, B ∈ R

n×n
+ , ξ+, ξ− ∈ R

n
+, the associated Lagrangian is

L(q, h, γ, λ,B, ξ+, ξ−) :=
1

n

n∑

i=1

qi(ℓ(θ; (Xi, Yi))− η) +
1

n
γ⊤q +

λ

2

(
1− 1

n

n∑

i=1

qqi

)

+
1

n2

(
Lp−1

ǫ
tr(B⊤D)− h⊤(B✶−B⊤

✶)

)

+
ξ+⊤

n

(
δp−1

ǫ
✶− (q − h)

)
+

ξ−⊤

n

(
δp−1

ǫ
✶+ (q − h)

)

where D ∈ R
n×n is a matrix with entries Dij = ‖Xi −Xj‖p−1. From strong duality, the primal

optimal value (60) is infγ∈Rn
+,λ≥0,B∈Rn×n

+ ,ξ+,ξ−∈Rn
+
supq,h L(q, h, γ, λ,B, ξ+, ξ−).

The first order conditions for the inner supremum give

q⋆i :=
1

nλ

(
ℓ(θ; (Xi, Yi))− η + nγ − ξ+i + ξ−i

)
,

1

n
(B✶−B⊤

✶) =
(
ξ+ − ξ−

)
.

By nonnegativity of B and ξ+, ξ−, the second equality implies that ξ+ = 1
nB✶ and ξ− = 1

nB
⊤
✶.

Substituting these values and infimizing out λ, γ ≥ 0 as in Lemma 4.1, we obtain

inf
λ≥0,γ∈Rn

+

sup
q,h
L(q, , h, γ, λ,B, ξ+, ξ−) =

(
p− 1

n

n∑

i=1

(
ℓ(θ; (Xi, Yi))−

1

n

n∑

j=1

(Bij −Bji)− η
)p
+

)1/p

+
Lp−1

ǫn2

n∑

i,j=1

‖Xi −Xj‖Bij +
2δp−1

ǫn2

n∑

i,j=1

|Bij |.

Taking the infimum with respect to B ∈ R
n×n
+ gives the lemma.
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