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Abstract

While modern large-scale datasets often consist of heterogeneous subpopulations—for
example, multiple demographic groups or multiple text corpora—the standard practice of
minimizing average loss fails to guarantee uniformly low losses across all subpopulations. We
propose a convex procedure that controls the worst-case performance over all subpopulations
of a given size. Our procedure comes with finite-sample (nonparametric) convergence
guarantees on the worst-off subpopulation. Empirically, we observe on lexical similarity,
wine quality, and recidivism prediction tasks that our worst-case procedure learns models
that do well against unseen subpopulations.

1 Introduction

When we train models over heterogeneous data, a basic goal is to train models that perform
uniformly well across all subpopulations instead of just on average. For example, in natural
language processing (NLP), large-scale corpora often consist of data from multiple domains, each
domain varying in difficulty and frequently containing large proportions of easy examples [21].
Standard approaches optimize average performance, however, and yield models that accurately
predict easy examples but sacrifice predictive performance on hard subpopulations [62].

The growing use of machine learning systems in socioeconomic decision-making problems,
such as loan-servicing and recidivism prediction, highlights the importance of models that
perform well over different demographic groups [6]. In the face of this need, a number of
authors observe that optimizing average performance often yields models that perform poorly on
minority subpopulations [3, 36, 41, 17, 66, 76]. When datasets contain demographic information,
a natural approach is to optimize worst-case group loss or equalize losses over groups. But
in many tasks—such as language identification or video analysis |76, 17]—privacy concerns
preclude recording demographic or other sensitive information, limiting the applicability of
methods that require knowledge of demographic identities. For example, lenders in the
United States are prohibited from asking loan applicants for racial information unless it is to
demonstrate compliance with anti-discrimination regulation [20, 22].

To address these challenges, we seek models that perform well on each subpopulation
rather than those that achieve good (average) performance by focusing on the easy examples
and domains. Thus, in this paper we develop procedures that control performance over all
large enough subpopulations, agnostic to the distribution of each subpopulation. We study
a worst-case formulation over large enough subpopulations in the data, providing procedures
that automatically focus on the difficult subsets of the dataset. Our procedure guarantees a
uniform level of performance across subpopulations by hedging against unseen covariate shifts,
potentially even in the presence of confounding.

In classical statistical learning and prediction problems, we wish to predict a target Y € Y
from a covariate vector X € X C R? drawn from an underlying population (X,Y) ~ P,



measuring performance of a predictor € via the loss £ : © x (X x Y) — Ry. The standard
approach is to minimize the population expectation Ep[¢(6; (X,Y))]. In contrast, we consider
an elaborated setting in which the observed data comes from a mixture model, and we
evaluate model losses on a component (subpopulation) from this mixture. More precisely, we
assume that for some mixing proportion a € (0, 1), the data X are marginally distributed
as X ~ Py := aQo + (1 — a)Q1, while the subpopulations @y and @ are unknown. The
classical formulation does little to ensure equitable performance for data X from both Qg and
(1, especially for small a. Thus for a fixed conditional distribution Py |x, we instead seek
0 € © that minimizes the expected loss under the latent subpopulation Qg
mi%ierélize Ex~q,[E[4(0; (X,Y)) | X]]. (1)

We call this loss minimization under mizture covariate shifts.

As the latent mixture weight and components are unknown, it is impossible to compute the
loss (1) from observed data. Thus, we postulate a lower bound oy € (0, %) on the subpopulation
proportion « and consider the set of potential minority subpopulations

Pao,x :={Qo : Px = aQo + (1 —a)Q1 for some a > o and distribution Q1 on X'}.

Concretely, our goal is to minimize worst-case subpopulation risk R,

mi%ienalize {R(G) = Qozgapo,x XfIVEQO [E[£(0; (X,Y)) | X]]} . (2)

The worst-case formulation (2) is a distributionally robust optimization (DRO) problem [9, 70|
where we consider the worst-case loss over mixture covariate shifts Qo € Py, x, and we term the
methodology we develop around this formulation marginal distributionally robust optimization,
as we seek robustness only to shifts in the marginals over the covariates X. For datasets
with heterogeneous subpopulations (e.g. natural language processing corpora), the worst-case
subpopulation corresponds to a group that is “hard” under the current model 6. As we detail
in the related work section, the approach (2) has connections with covariate shift problems,
distributional robustness, fairness, and causal inference. In particular, the dual form of (2)
corresponds to the conditional-value-at-risk (CVaR) of the conditional risk E[¢(6; (X,Y)) | X].

In some instances, the worst-case subpopulation (2) may be too conservative; the distribution
of X may shift only on some components, or we may only care to achieve uniform performance
across one variable. As an example, popular computer-vision datasets draw images mostly
from western Europe and the United States [68], but one may wish for models that perform
uniformly well over different geographic locations. In such cases, when one wishes to consider
distributional shifts only on a subset of variables X; (e.g. geographic location) of the covariate
vector X = (X1, X3), we may simply redefine X as Xp, and Y as (X2,Y") in the problem (2).
All of our subsequent discussion generalizes to such scenarios.

On the other hand, because of confounding, the assumption that the conditional distribution
Py | x does not change across groups may be too optimistic. While the assumption is appropriate
for machine learning tasks where human annotators use X to generate the label Y, many
problems include unmeasured confounding variables that affect the label Y and vary across
subpopulations. For example, in a recidivism prediction task, the feature X may be the
type of crime, the label Y represents re-offending, and the subgroup may be race; without
measuring unobserved variables, such as income or location, Py x is likely to differ between
groups. To address this issue, in Section B we generalize our proposed worst-case loss (2) to



incorporate worst-case confounding shifts, providing finite-sample upper bounds on worst-case
loss whose tightness depends on the effect of the unmeasured confounders on the conditional
risk E[¢(0; (X,Y)) | X].

1.1 Overview of results

In the rest of the paper, we construct a tractable finite sample approximation to the worst-case
problem (2), and show that it allows learning models 6 € © that perform uniformly well over
subpopulations. Our starting point is the duality result (see Section 2.1)

RO)= s B [ENOCGY) X =it {2 B (6 CGY) [ X] -0, 40
Q0EPqg,x X~CQo n &g X~Px

For convex losses, the dual form yields a single convex loss minimization in the variables (6,7)

for minimizing R(#). When we (approximately) know the conditional risk E[¢(6; (X,Y)) | X]—

for example, when we have access to replicate observations Y for each X—it is reasonably

straightforward to develop estimators for the risk (2) (see Section 2.2).

Estimating the conditional risk via replication is infeasible in scenarios in which X cor-
responds to a unique individual (similar to issues in estimation of conditional treatment
effects [44]). Alternative procedures that depend on parametric assumptions on the family of
conditional risks E[/(0; X,Y) | X] for all # € © are restrictive, as we study learning problems
over a flexible class of machine learning models 6 € © (e.g., random forests, gradient boosted
decision trees, kernel methods, neural networks). In this work, we instead consider a scalable
nonparametric approach involving the variational representation

E[(E[£(0; (X,Y)) | X] =n), ] = sup Ep[h(X)(€(0; (X,Y)) —n)]. (3)

h:X—[0,1]
As the space {h: X — [0, 1]} is too large to effectively estimate the quantity (3), we consider
approximations via easier-to-control function spaces H C {h : X — R} and study the problem

minimize {1 sup Ep[h(X)(4(0; (X,Y)) —n)] + 77} . (4)
USSR Q0 heH
By choosing H appropriately—e.g. as a reproducing kernel Hilbert space [11, 25] or a collection
of bounded Hoélder continuous functions—we can develop analytically and computationally
tractable approaches to minimizing Eq. (4) to approximate Eq. (2).

Since the variational approximation to the dual objective is a lower bound on the worst-case
subpopulation risk R (), it does not (in general) provide uniform control over subpopulations
Qo € Pay,x- Motivated by empirical observations that confirm the limitations of this approach,
we propose and study a more “robust” formulation than the problem (2) that provides a natural
upper bound on the worst-case subpopulation risk R(€). Our proposed formulation variational
form analogous to Eq. (4) and is estimable. If we consider a broader class of distributional
shifts, we arrive at a more conservative formulation than the problem (2). Define the Rényi
divergence-ball [78| of order ¢

1 dpP\1
Paxa={Q: Dy(QIPx) <A} where Dy(PIQ):= —log [ <dQ> Q.

Then for 1/p+1/¢ =1 and p € (1,00), Lemma 2.1 and Duchi and Namkoong 27, Section 3.2]
show

R0) = swp E [Ewe;(X,Y))\Xﬂsz{expm/p) E
QEPA, x,q X~Q n X~Px

[(E[6: (X Y)) | X] - 2] 7 + n} .



Abstracting the particular choice of uncertainty in Px, for p € [1, o0], the dual reformula-
tion [69, 27]

Ry(0) = inf { - (B (BB (X, V) | X] =) 40} 9
always upper bounds the worst-case subpopulation performance (2). As we show in Section 4,
for Lipschitz conditional risks = — E[¢(0; (X,Y)) | X = z], Eq. (5) is equal to a variant of
the problem (4) where we take H to be a particular collection of Hélder-continuous functions
allowing estimation from data. Because our robustness approach in this paper is new, there is
limited analysis—either empirical or theoretical—of similar problems. Consequently, we perform
some initial empirical evaluation on simulations to suggest the appropriate approximation
spaces H in the dual form (4) (see Section 3). Our empirical analysis shows that the upper
bound (5) provides good performance compared to other variational procedures based on (4),
which informs our theoretical development and more detailed empirical evaluation to follow.

We develop an empirical surrogate to the risk (5) in Section 4. A key advantage of our
finite-sample procedure is that it does not depend on unrealistic parametric assumptions on
the conditional risk E[¢(6; (X,Y)) | X]. Our main theoretical result—Theorem 1—shows that
the model @Ob € R? minimizing this empirical surrogate achieves

sup Exooy [E[E(0°°; (X, Y)) | X]] < inf Ry(0) + O (n—ﬁ) :
Qo€Poy, x SC]

with high probability whenever z — E[£(0; (X,Y)) | X = z] is suitably smooth. In a rough
sense, then, we expect that p trades between approximation error—via the gap between
infgpee Rp(6) and infgee R(#)—and estimation error.

-1

While our convergence guarantee gives the nonparametric rate O(niﬁfl), we empirically
observe that our procedure achieves low worst-case losses even when the dimension d is large.
We conjecture that this follows because our empirical approximation to the LP norm bound (5)

is an upper bound with error only O(nfi), but a lower bound at the conservative rate O(n_%).
Such results—which we present at the end of Section 4—seem to point to the conservative nature
of our convergence guarantee in practical scenarios. In our careful empirical evaluation on
semantic similarity assessment and recidivism prediction tasks (Section 6), we observe that our
procedure learns models that perform uniformly well across unseen minority subpopulations and
difficult examples. Nevertheless, the pessimistic dependence on the dimension is unavoidable
under nonparametric assumptions on the conditional risk E[¢(0; X,Y") | X], as we show in
Section 5. In light of these fundamental hardness results, identifying a realistic yet restricted
class of conditional risks that allow faster statistical convergence is an interesting topic of
future work.

1.2 Related work

Several important issues within statistics and machine learning closely relate to our goals of
uniform performance across subpopulations. We briefly touch on a few of these connections
here and hope that further linking them may yield alternative approaches and deeper insights.

Covariate shifts. A number of authors study the case where a target distribution of interest
is different from the data-generating distribution—known as covariate shift or sample selection
bias [71, 8, 75]. Much of the work focuses on the domain adaptation setting where the majority



of the observations come from a source population (and corresponding domain) P. These
methods require (often unsupervised) samples from an a priori fized target domain, and
apply importance weight methods to reweight the observations when training a model for
the target |74, 13, 35, 43|. For multiple domains, representation based methods can identify
sufficient statistics not affected by covariate shifts [40, 34].

On the other hand, our worst-case formulation assumes no knowledge of the latent group
distribution Qo (unknown target) and controls performance on the worst subpopulation of
size larger than ag. Kernel-based adversarial losses [79, 53, 54] minimize the worst-case loss
over importance weighted distributions, where the importance weights lie within a reproducing
kernel Hilbert space. These methods are similar in that they consider a worst-case loss, but
these worst-case weights provide no guarantees (even asymptotically) for latent subpopulations.

Distributionally robust optimization. A large body of work on distributionally robust
optimization (DRO) methods [10, 12, 49, 58, 28, 59, 30, 67, 16, 72, 51, 32, 15, 33, 48, 73, 47|
solves a worst-case problem over the joint distribution on (X,Y). On the other hand, our
marginal DRO formulation (2) studies shifts in the marginal covariate distribution X ~ Px.
Concretely, we can formulate an analogue of our marginal formulation (2)

sup  E(xy)nqol6(0: (X, Y))], (6)

Q0€Poq,(x,Y)

where Py, (x,y) is the set of joint distributions Qo over (X,Y’) such that P = aQo + (1 — a)Q1
for some o > ag and probability @1 on X x Y. The joint DRO objective (6) upper bounds
the marginal worst-case formulation (2), and is frequently too conservative (see Section 2).
By providing a tighter bound on the worst-case loss (2) under mixture covariate shifts, our
proposed finite-sample procedure (16) achieves better performance on unseen subpopulations
(see Sections 4 and 6). For example, the joint DRO bound (6) applied to zero-one loss for
classification may result in a degenerate non-robust estimator that upweights all misclassified
examples [42], but our marginal DRO formulation mitigates these issues by using the underlying
metric structure.

Similar to our formulation (2), distributionally robust methods defined with appropriate
Wasserstein distances—those associated with cost functions that are infinity when values of
Y differ—also consider distributional shifts in the marginal covariate distribution X ~ Px.
Such formulations allow incorporating the geometry of X, and consider local perturbations
in the covariate vector (with respect to some metric on X). Our worst-case subpopulation
formulation (2) departs from these methods by considering all large enough mizture components
(subpopulations) of Px, giving strong fairness and tail-performance guarantees for learning
problems.

Fairness. A growing literature recognizes the challenges of fairness within statistical learn-
ing [29, 37, 46, 45, 38, 22|, which motivates our approach as well. Among the many approaches
to this problem, researchers have proposed that models with similar behavior across demo-
graphic subgroups are fair |29, 45]. The closest approach to our work is the use of Lipschitz
constraints as a way to constrain the labels predicted by a model [29]. Rather than directly
constraining the prediction space, we use the Lipschitz continuity of the conditional risk to
derive upper bounds on model performance. The gap between joint DRO and marginal DRO
relates to “gerrymandering” [45]: fair models can be unreasonably pessimistic by guaranteeing
good performance against minority subpopulations with high observed loss—which can be



a result of random noise—rather than high exzpected loss [29, 45, 39]. Our marginal DRO
approach mitigates such gerrymandering behavior relative to the joint DRO formulation (6);
see Section 4 for a more detailed discussion.

Causal inference. A common goal in causal inference is to learn models that perform
well under interventions, and one formulation of causality is as a type of invariance across
environmental changes [61]. In this context, our formulation seeking models 6 with low loss
across marginal distributions on X is an analogue of observational studies in causal inference.
Biithlmann, Meinshausen, and colleagues have proposed a number of procedures similar in spirit
to our marginal DRO formulation (2), though the key difference in their approaches is that
they assume that underlying environmental changes or groups are known. Their maximin effect
methods find linear models that perform well over heterogeneous data relative to a fixed baseline
with known or constrained population structure [56, 64, 19|, while anchor regression [65] fits
regression models that perform well under small perturbations to feature values. Heinze-Deml
and Meinshausen [40] consider worst-case covariate shifts, but assume a decomposition between
causal and nuisance variables, with replicate observations sharing identical causal variables.
Peters et al. [61] use heterogeneous environments to discover putative causal relationships in
data, identifying robust models and suggesting causal links. Our work, in contrast, studies
models that are robust to mizture covariate shifts, a new type of restricted intervention over
all large enough subpopulations.

2 Performance Under Mixture Covariate Shift

We begin by reformulating the worst-case loss over mixture covariate shifts (2) via its dual
(Section 2.1). We first consider a simpler setting in which we can collect replicate labels YV
for individual feature vectors X—essentially, the analogue of a randomized study in causal
inference problems—showing that in this case appropriate sample averages converge quickly to
the worst-case loss (2) (Section 2.2). Although this procedure provides a natural gold standard
when x — E[{(0; (2,Y)) | X = z] is estimable, it is impossible to implement when large sets of
replicate labels are unavailable. This motivates the empirical fitting procedure we propose in
Eq. (16) to come, which builds out of the tractable upper bounds we present in Section 4.

2.1 Upper bounds for mixture covariate shift

Taking the dual of the inner maximization problem over covariate shifts (2) gives the below
result.

Lemma 2.1. IfE[|E[((0;(X,Y)) | X]|] < oo, then

1
o2 B B (XY)) | X1 = jnd {ao JE Bl (x.v)) | X] =) ] + n} .M

If additionally 0 < E[((0; (X,Y)) | X] < M w.p. 1, the infimizing n lies in [0, M].

See Section D.1 for the proof. The dual form (7) is the conditional-value-at-risk (CVaR) of the
conditional risk E[¢(0; (X,Y)) | X]; CVaR is a common measure of risk in the portfolio and
robust optimization literatures [63, 70], but there it applies to an unconditional loss, making it
(as we discuss below) conservative for the problems we consider.
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Figure 1: Toy problem of L; regression through origin.

The joint DRO (6) problem is more conservative than its marginal counterpart (7) where
the adversary selects over distributions with a fixed Py |x; the joint DRO dual objective
infn{a—lo]E[(é(G; (X,Y)) —n),] +n} is greater than the marginal DRO (7) unless Y is a deter-
ministic function of X. In Section 4, we provide an approximation to the marginal DRO dual
form (7), and one of our contributions is to show that our procedure has better theoretical
and empirical performance than conservative estimators using the joint DRO objective (6).
Furthermore, we expect the joint DRO problem to exhibit particular sensitivity to outliers in
Y | X unlike its marginal counterpart. Both joint and marginal DRO are sensitive to outliers
in X—addressing this is an important topic of future research.

To illustrate the advantages of the marginal distributionally robust approach, consider a
misspecified linear regression problem, where we predict Y = X6 and use absolute the loss
0(0; (x,y)) = |0x — y|. Letting e ~ N(0, 1), the following mixture model generates the data

Z ~ Bernoulli(0.15), X = (1 —2Z%): Uniform([0,1]), Y =|X|+1{X >0}-¢ (8)

so that the subpopulation Qo(:) := P(:|Z = 1) has minority proportion 15%. We plot
observations from this model in Figure la, where 85% of the points are on the right, and have
high noise. The model with the best uniform performance is near § = 0, which incurs similar
losses between left and right groups. In contrast, the empirical risk minimizer (f = 1) incurs a
high loss of 1 on the left group and 1/2/7 on the right one.

Empirical risk minimization tends to ignore the (left) minority group, resulting in high
loss on the minority group X < 0 (Figure 1b). The joint DRO solution (6) minimizes losses
over a worst-case distribution Qo consisting of examples that receive high loss (blue triangles),
which tend to be samples on X > 0 due to noise. This results in a loose upper bound on
the true worst-case risk as seen in Figure lc. Our proposed estimator selects a worst-case
distribution consisting of examples with high conditional risk E[¢(0;(X,Y)) | X] (Figure la,
orange squares). This worst-case distribution is not affected by the noise level, and results in a
close approximation to the true loss (Figure lc).

2.2 Estimation via replicates

A natural approach to estimating the dual form (7) is a two phase strategy, where we draw
Xi,..., X, id Px and then—for each X; in the sample—draw a secondary sample of size m

ii.d. from the conditional Y | X = X;. We then use these empirical samples to estimate



E[¢(6;(X,Y)) | X = X;]. While it is not always possible to collect replicate labels for a single
X, human annotated data—which is common in machine learning applications [55, 5|—allows
replicate measurement, where we may ask multiple annotators to label the same X.
We show this procedure can yield explicit finite sample bounds with error at most O(n
m~1/2) for the population marginal robust risk (2) when the losses are bounded.

~1/2

Assumption Al. For M < oo, we have ¢(0;(z,y)) € [0, M] for all® € ©,x € X,y € ).

Since we often want to show uniform concentration guarantees over § € O, we make the
following standard assumption to control the size of the model class.

Assumption A2. 0+ £(0; X,Y) is K-Lipschitz a.s., and D := supg gcg [0 — 0|, < oc.
The following estimate approximates the worst-case loss (2) for a fixed value of 6.

Proposition 1. Let Assumption A1 hold. There exists a universal constant C' such that for

any fived 0 € O, with probability at least 1 —§
1
< C’% 1'—1- log 5 '
= ap \| min{m,n}

‘R(Q)_nei[rol%{aonz< ZE (X Yaa)) = 77>++77}

If Assumption A2 also holds, then there exists another universal constant C' such that

(' M+DK | 1tlog;
ao min{m,n}

1—9.

bounds the left hand side uniformly over 8 € © with probability at least

See Section D.2 for the proof. The estimator in Proposition 1 approximates the worst-case
loss (2) well for large enough m and n. However—similar to the challenges of making causal
inferences from observational data and estimating conditional treatment effects—it is frequently
challenging or impossible to collect replicates for individual observations X, as each X represents
an unrepeatable unique measurement. Consequently, the quantity in Proposition 1 is a type of
gold standard, but achieving it can be practically challenging.

3 Variational Approximation to Worst-Case Loss

The difficulty of collecting replicate data, coupled with the conservativeness of the joint
DRO objective (6) for approximating the worst-case loss R(6), impel us to study tighter
approximations that do not depend on replicates. Recalling the variational representation (3),
our goal is to minimize

R(O)=inf{ — sup Eph(X)(€(6: (X,Y))—n)]+1 .
n | Q0 h:x—[0,1)

As we note in the introduction, this quantity is challenging to work with, so we restrict h to
subsets H C {h: X — [0,1]}. The advantage of this formulation and its related relaxations (4)
is that it replaces the dependence on the conditional risk with an expectation over the joint
distribution on (X, Y’), which we may estimate using the empirical distribution, as we describe
in the next section.

Each choice of a collection of functions # C {h : X — [0, 1]} to approximate the variational
form (3) in the formulation (4) yields a new optimization problem. The lack of a “standard”



choice motivates us to perform experiments to direct our development. In Section A, we develop
several candidate approximations that are computationally feasible. A priori it is unclear
whether different formulations should yield better performance; at least at this point, our
theoretical understanding provides similarly limited guidance. To this end, we perform a small
simulation study in Section A.2 to direct our coming deeper theoretical and empirical evaluation,
discussing the benefits and drawbacks of various choices of H through the example we introduce
in Figure la, Section 2.1. For ease of exposition, we initially defer these comparisons to
Section A and focus on developing the approximation method that exhibits the best empirical
performance.

We consider the LP upper bound (5) on R(#) as—as we shall see—it provides the best
empirical performance. Recall that a function f : X — R is («,c¢)-Holder continuous for
a € (0,1] and ¢ > 0 if |f(z) — f(2)| < c|lxz — 2/||* for all z,2" € X. We consider the function
class consisting of LP bounded Holder functions, which we motivate via an LP-norm bound (5)
on the dual objective (7). For any p € (1,00) and ¢ = 1% we have

Ex~py [(EL0;(X,V)) | X] = 1),] < (Bxpy [(EI6; (X,Y)) | X] = n);])"”
:sglp{Eu J(EO: (X, V)~ )] | h: X = Ry, E[h(X >]31} (9)

If x— E[((0;(X,Y)) | X = z] is Holder continuous, then the function
(E[6(0; (X,Y) | X =a] — )i
(Ex~ry [(ELO: (X)) | X] =n)2])""

attaining the supremum in the variational form (9) is Holder continuous with constant dependent
on the magnitude of the denominator. As we show shortly, carefully selecting the smoothness
constant and LP norm radius allows us to ensure h* € H and to derive guarantees for the
resulting estimator.

Minimizing the LP upper bound rather than the original variational objective (alternatively,
seeking higher-order robustness than the CVaR of the conditional risk E[¢(6; (X,Y)) | X] as in
our discussion of the quantity (5)) incurs approximation error. In practice, our experience is
that this gap has limited effect, and the following lemma—whose proof we defer to Section D.4—
quantifies the approximation error in inequality (9).

h*(z) ==

(10)

Lemma 3.1. Let Assumption A1 hold and Z(X) =E[((0;(X,Y)) | X]|. Forn € [0, M]
(Exwpy [(Z(X) = n)%])"" < min {(M — )Y (B (Z(X) —n),) ",

1
E(Z(X) =), +p"P(M — )1 (E|(Z(X) - n), —E[(Z(X) —n),][)"" }
We now formally show that the LP variational form provides a tractable upper bound to
the worst-case loss for Lipschitzian conditional risks.

Assumption A3. For 6§ € O, the mappings (x,y) — £(0; (z,y)) and x — E[((0;(x,Y)) | X =
x] are L-Lipschitz.

To ease notation let Hr,, denote the space of Hélder continuous functions

Hip:={h: X >R, (p— 1, LP~1)-Holder continuous} . (11)

9



If Assumption A3 holds and the denominator in the expression (10) has lower bound € > 0,
then eh* € Hpp, and we can approximate the variational form (9) by solving an analogous
problem over smooth functions. Otherwise, we can bound the LP-norm (9) by ¢4~!, which is
small for small values of €. Hence, if we define a variational objective over smooth functions

HL,p

Rpesl0.m) = sup {E s v -

hE’HL,p

h=0, (E[(X))"" < e} , (12)

we arrive at a tight approximation to the variational form (9), which we prove in Section D.5.

Lemma 3.2. Let Assumptions A1, A3 hold and let p € (1,2]. Then, for any 6 € © and n € R,

(EXNPX [(Ew(ea (Xa Y)) | X] - W)ﬂ})l/p = ég(f) {Rp7e,L(97 77) V Eqil}

and for any € > 0, (Rpe,r(0,m) Vel™) — et < (Ex~py [(E[((6;(X,Y)) | X] - n)ﬁ-])l/p‘

Empirically, a variational approximation to the LP-norm bound (5) based on the function
class (11) outperforms other potential approximations (Section A.2). We choose to focus on it
in the sequel.

4 Tractable Risk Bounds for L? Variational Problem

In this section, we develop an empirical approximation to the LP norm bounded Hélder class,
and formally develop and analyze a marginal DRO estimator é\ﬁfb. We derive this estimator
by solving an empirical approximation of the upper bound (12) and provide a number of
generalization guarantees for this procedure. We complement these results in Section 5 and
quantify the fundamental hardness of optimizing over subpopulations Py, x using finite samples.

4.1 The empirical estimator

Since the variational approximation R, ¢ 1, does not use the unknown conditional risk E[¢(§; (X, Y")) |
X], its empirical plug-in is a natural finite-sample estimator. Defining

Hy, = {h ER™: A(X;) — h(X;) < PV X; — X [P0 forall i,j€ [n]} . (13)

we consider the estimator

Rper(®m) = sup {Eﬁn s v <)
heHr

h>0, (Eﬁn[h%xn)” < } - (14)

The following lemma shows that the plug-in ]?ijej £(6,7) is the infimum of a convex objective.

Lemma 4.1. For a sample (X1,Y1),...,(Xy,Y,) and B € RY*", define the empirical loss

n

n 1/p -1
Ryer(0,n,B) := ( E : (6(95 (X3, Y5)) — n Z(Bij — Bji) - 77) ) + en?
j=1

n
i=1 *

n

> I = X517 By

i,j=1
(15)

Then §p7E’L(9,n) = infp>g ﬁp,E,L(G,n, B) for all e > 0.

10



See Section D.6 for proof. We can interpret dual variables B;; as a transport plan for transferring
the loss from example 7 to j in exchange for a distance dependent cost represented by the last
term in the preceding display. The objective R, 1.(6,7, B) thus consists of transport costs and
any losses larger than 7 after smoothing according to the transport plan B.

Noting that ﬁp,e,L(au n, B) is jointly convex in (7, B)—and jointly convex in (6,7, B) if the
loss 6 +— £(0; (X,Y)) is convex—we consider the empirical minimizer

5{53 € argmin inf {1 <§p,e,L(977]a B)v eq_l) + 77} (16)
6€© nel0,M],BeR}*" ( 0

as an approximation to the worst-case mixture covariate shift problem (2). We note that

Gf{f interpolates between the marginal and joint DRO solution; as L — oo, B — 0 in the

infimum over /0\20? and ﬁp@L(H, n) — (% Yo (0 (X5, Y5)) — n)ﬁ)l/p, an existing empirical

approximation to the joint DRO problem [27].

4.2 Generalization and uniform convergence

We now turn to uniform convergence guarantees based on concentration of Wasserstein distances,

which show that the empirical minimizer 5;012 in expression (16) is an approximately optimal
solution to the population bound (5). First, we prove that the empirical plug-in (14) converges

-1
to its population counterpart at the rate O(n_zﬁ). For a € (0, 1], define the Wasserstein
distance W, (Q1, Q2) between two probability distributions @1, Q2 on a metric space Z by
Wao(Q1,Q2) :=sup{|Eg,[h] —Eqg,[h]| | h: Z = R, («,1)-Hélder continuous} .

The following result—whose proof we defer to Section D.7—shows that the empirical plug-in (14)
is at most Wy_1 (P, P,)-away from its population version.
Lemma 4.2. Let Assumptions A1, A3 hold, and diam(X') + diam()) < R. Forp € (1,2],q =

sup eV J/%p,e,,;(@, n) —eV R,cr(0,m)] < BeWp,l(ﬁn, P)
0€O,nel0,M)]

for
B =€ 9297 RML? + ¢ 1297 L 2M + (¢ — 1)LR) 4+ ¢ %(q — 1)27 %L + LR. (17)
Our final bound follows from the fact that the Wasserstein distance between empirical and
population distributions converges at rate n~(P=1)/(d+1) (See Section D.8 for proof.) In the

next subsection, we show that the exponential dependence on the dimension is unavoidable
even under more restrictive assumptions on the conditional risk E[¢(0; X,Y | X].

Theorem 1. Let Assumptions Al, A3 hold, p € (1,2], diam(X) + diam())) < R, and

% > p — 1. For constants ci1,ca > 0 depending on M,d,p, with probability at least

d+1
1—crexp (—CQn(tP—l A t2))

sup  Exqo[E[L(60; (X,Y)) | X]] < inf {1 <E[(E[€(§§EE;(X,Y))|X]—n)i]>l/p+n}

Qo(2)EPag,x nelo,M] | ao
, 1 1/p e=l 2Bt
< f — (E[(E[e(6; (X,Y)) | X] —n)? £ ,
- 06@,177%[0,]\4]{050 (B [(E[e(o; (X ¥) | X] = n)t]) +77} + o * 0
(18)

11



Our concentration bounds exhibit tradeoffs for the worst case loss (2) under mixture
covariate shifts; in Theorem 1, the power p trades between approximation and estimation
error. As p | 1, the value infycg R,(0) defined by the infimum of the expression (5) over
6 € O approaches the optimal value infgeg SUDQoeP,, x XINEQO[E[E(H; (X,Y)) | X]] so that

approximation error goes down, but estimation becomes more difficult.

b

Upper bounds at faster rates Theorem 1 shows the empirical estimator 5206

is approxi-
mately optimal with respect to the LP-bound (5), but with a conservative O(n_%)—rate of
convergence. On the other hand, we can still show that ﬁpye,L(H, 7n) provides an upper bound to
the worst-case loss under mixture covariate shifts (2) at the faster rate O(n_%). This provides a
conservative estimate on the performance under the worst-case subpopulation. See Section D.9
for the proof.

Proposition 2. Let Assumptions A1 and A8 hold. There exist numerical constants c1,co < 00
such that the following holds. Let 6 € ©, ¢ >0, and p € (1,2]. Then with probability at least
1 — 2, uniformly over n € [0, M]

BIBI0: (X)) | X = 17 < mae {7114 1) Ry, 0o + St o

where T, = CQMQG_q,/%log% and Ly(y) == L(1 + (7, €))~Y9. If Assumption A2 further
holds, the same bound with M? + MP~YK D in place of M? holds uniformly over 6 € ©.

5 Fundamental hardness of marginal DRO

So far in our development, we only required flexible nonparametric assumptions on the
conditional risk E[¢(0; X,Y) | X = z] for all § € ©. We view this as a practically important
aspect of our approach; a learning procedure should not depend on unrealistic modeling
assumptions. In this section, we show that the pessimistic scaling with the problem dimension
we saw in the previous section is unavoidable when considering a nonparametric class of
conditional risks. Optimization of both the original worst-case subpopulation risk (2) and the
LP-norm the upper bound are governed by similar pessimistic dependence on the dimension.

We study the fundamental hardness of optimizing the worst-case subpopulation risk

R(6; P) = supgyep,, x(P) XQI:EQO [Ep[¢(6; X,Y) | X]], where we now make explicit the de-
pendence on the data-generating distribution P in the notation. We show that the fundamental

statistical difficulty of solving marginal DRO problems follow a standard nonparametric rate
when only requiring the conditional risk = — Ep[¢(0; X,Y) | X = z] to be a Holder-smooth
function. Recall that the Holder class A? of S-smooth functions for 8; = [3]—1and 2 = B— 1
is

[ D7 () — D pu(a’)|
Mi=du() e (x): s [Dip@)| <1, sup =l ,
r € X z#z €Xx ||$_$”
S < B TioiF =8
(19)
where CP1(X) denotes the space of f;-times continuously differentiable functions on &', and
D7 = ﬁ, for any d-tuple of nonnegative integers v = (v!,...,79). Let Bs be the set of
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data-generating distributions with Hélder smooth conditional risk uniformly over 8 € ©
Pp = {P Epll(0;X,Y) | X =] € AP foralldco, [Y|<1 P-a.s.}.

We study the finite sample minimax risk for a sample of size n

M,, :=inf sup Ep |R(6; P) — inf R(6; P)] (20)
§ PeYg 0€O

where the outer infimum is over all measurable functions of the data {X;,Y;}!" ;. In the
definition (20), the inner supremum is not to be confused with the worst-case over subpopulations
in Py, x defining our distributionally robust formulation. With this, in Appendix D.10 we
prove the following.

Theorem 2. Let X = [0,1]¢, © = [0,1], £(6; X,Y) = 0 -Y. There are constants N,c > 0

__28
depending on (d, a, ), such that for alln > N, M, > cn 2+d where d' = d for odd d and
d—1 for even d.

Our minimax lower bound shows that the exponential sample complexity in the dimension d is
unavoidable in the nonparametric minimax sense (20), so that while the bounds Theorem 1
guarantees may not be completely sharp, the worst-case exponential dependence on dimension
d is real. As is typical in nonparametric estimation, we recover parametric rates as § — oo.
More carefully identifying the (problem-dependent) constants ¢, N remains a goal of future
work.

A similar argument shows it is equally difficult to optimize the L,-upper bound (5) on the
worst-case subpopulation risk. We again study the finite sample minimax risk for a sample of
size n

My, p = inf sup Ep Rp(é\; P) — inf R, (6; P)
0 PP 0€O
where the outer infimum is over all measurable functions of the data {X;,Y;} ;. In Ap-
pendix D.11, we prove the following result via a trivial adaptation of the proof of Theorem 2.

Corollary 1. Let the conditions of Theorem 2 hold. There are constants N,c > 0 depending

__28
on (d, ap, B) such that forn > N, M, , > en” 26+d where d' = d for odd d and d — 1 for even
d.

6 Experiments

We now present empirical investigations of the procedure (16), focusing on two main aspects of
our results. First, our theoretical results exhibit nonparametric rates of convergence, so it is
important to understand whether these upper bounds on convergence rates govern empirical
performance and the extent to which the procedure is effective. Second, on examples with
high conditional risk E[¢(0; (X,Y")) | X], we expect our procedure to improve performance on
minority groups and hard subpopulations when compared against joint DRO and empirical
risk minimization (ERM). The code for all experiments can be found in https://github.com/
hsnamkoong/marginal-dro.

To investigate both of these issues, we begin by studying simulated data (Section 6.1) so
that we can evaluate true convergence precisely. We see that in moderately high dimensions,
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Figure 2. Dimension and sample size dependence of robust loss surrogates. The two marginal
DRO methods correspond to different choices in the variational approximation (L, Hoélder and
Bounded Hoélder).

our procedure outperforms both ERM and joint DRO on worst-off subpopulations; we perform
a parallel simulation study in Section B.1 for the confounded case (minimizing }A%p’gL’(;(@, n) of
Lemma B.2). After our simulation study, we continue to assess the efficacy of our procedure
on real data, using our method to predict semantic similarity (Section 6.2), wine quality
(Section 6.3) and crime recidivism (Section 6.4). In all of these experiments, our results are
consistent with our expectation that our procedure (16) typically improves performance over
unseen subpopulations.

Hyperparameter choice is important in our procedures. We must choose a Lipschitz constant
L, worst-case group size «p, risk level ¢, and moment parameter p. In our experiments, we see
that cross-validation is attractive and effective. We treat the value L/e as a single hyperparam-
eter to estimate via a hold-out set or, in effort to demonstrate sensitivity to the parameter, plot
results across a range of L/e. As the objective (16) is convex standard methods apply; we use
(sub)gradient descent to optimize the problem parameters over 6,7, B. In each experiment, we
compare our marginal DRO method against two baselines: empirical risk minimization (ERM)
and joint DRO (6). ERM minimizes the empirical risk minimizegeg Ep [((6; (X,Y))], and
provides very weak guarantees on subpopulation performance. The joint DRO formulation (6)
is the only existing method that provides an upper bound to the worst-case risk. We evaluate
empirical plug-ins of the dual formulation (p > 1)

1
inf { —E[(((0; (X,Y)) —n)" /P 21
int { LB(60; 4. Y)) = )+ @1
which is the joint DRO counterpart of our marginal DRO procedure (16) for the same value of p.
Joint DRO formulations over other uncertainty sets (e.g. Wasserstein balls [47]) do not provide
guarantees on subpopulation performance as they protect against different distributional shifts,
including adversarial attacks |72].

6.1 Simulation study: the unconfounded case

Our first simulation study focuses on the unconfounded procedure (16), where the data
follows the distribution (28), and the known ground truth allows us to carefully measure
the effects of the problem parameters (n,d, «) and sensitivity to the smoothness assumption
L. We focus on the regression example from Sec. A.2 with loss ¢(6;z,y) = |#"x — gy, so
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the procedure (16) is an empirical approximation to minimizing the worst-case objective

T
SUPQoePqg, x XE:QO [EHH X -Y|| XH
The simulation distribution (28) captures several aspects of loss minimization in the presence

of heterogeneous subpopulations. The subpopulations X7 > 0 and X7 < 0 constitute a majority
and minority group, and minimizing the risk of the majority group comes at the expense
of risk for the minority group. The two subpopulations also define an oracle model that
minimizes the maximum loss over the two groups. As the uniform distribution exhibits the
slowest convergence of empirical distributions for Wasserstein distance [31]—and as Wasserstein
convergence underpins our n~ /¢ rates in Lemma 4.2—we use the uniform distribution over
covariates X. We train all DRO models with worst-case group size ap = 0.3 and choose
the estimated Lipschitz parameter L/e by cross-validation on a replicate-based estimate of
the worst-case loss (22) (below) using a held-out set of 1000 examples and 100 repeated
measurements of Y. We do not regularize as d < n.

Effect of the p-norm bound We evaluate the difference in model quality as a function
of p, which controls the tightness of the p-norm upper bound. Our convergence guarantees
in Theorem 1 are looser for p near 1, though such values achieve smaller asymptotic bias to
the true sub-population risk, while values of p near 2 suggest a more favorable sample size
dependence in the theorem.

In Figure 2, we plot the results of experiments for each suggested procedure, where the
horizontal axes index sample size and the vertical axes an empirical approximation to the
worst-case loss

Roy(@):= sup E E[TX-Y||X (22)

Q0EPay,x X~Q0

over the worst 5% of the population (test-time ap = 0.05); the plots index dimensions
d =1,10,50. . We evaluate a worst-case error smaller than the true mixture proportion to
measure our procedure’s robustness within the minority subgroup. The plots suggest that
the choice p = 2 (Marginal DRO) outperforms p = 1 (Linf Marginal DRO), and performance
generally seems to degrade as p | 1. We consequently focus on the p = 2 case for the remainder
of this section.

Sample size and dimension dependence We use the same experiment to also examine
the pessimistic O(n~1/4) convergence rate of our estimator (16); this is substantially worse
than that for ERM and joint DRO (6), both of which have convergence rates scaling at worst
as 1/y/n [27]. In low dimensions (d =1 to d = 10) convergence to the optimal function value—
which we can compute exactly—is relatively fast, and marginal DRO becomes substantially
better with as few as 500 samples (Figure 2). In higher dimensions (d = 50), marginal DRO
convergence is slower, but it is only worse than the joint DRO solution when n = d = 100. At
large sample sizes n > 1000, marginal DRO begins to strictly outperform the two baselines as
measured by the worst-case 5% loss (22).

Additional extended results in the supplement demonstrate that these results are robust to
changes in the type of loss (Lj vs Lg) Section C.2 and can be obtained with only a factor of 2
computational overhead Section C.1.

Sensitivity to robustness level We rarely know the precise minority proportion ciyye, SO
that in practice one usually provides a postulated lower bound ag; we investigate sensitivity to
its specification. We fix the data generating distribution atrue = 0.15 and train DRO models
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Figure 3. Sensitivity of marginal DRO losses to test-time worst-case group size (left) and
Lipschitz constant estimate (right).

with ag = 0.3, while evaluating them using varying test-time worst case group size g in Eq. 22.
We show the results of varying the test-time worst-case group size in Figure 3a. Marginal DRO
obtains a loss within 1.2 times the oracle model regardless of the test-time worst-case group
size, while both ERM and joint DRO incur substantially higher losses on the tails.

Sensitivity to Lipschitz constant Finally, the empirical bound (18) requires an estimate
of the Lipschitz constant of the conditional risk. We vary the estimate L/e in Figure 3) for
a = 0.3, d =2, and n = 1000, showing that the marginal robustness formulation has some
sensitivity to the parameter, though there is a range of several orders of magnitude through
which it outperforms the joint DRO procedures. The behavior that it exhibits is expected,
however: the choice L = 0 reduces the marginal DRO procedure to ERM in the bound (18),
while the choice L = oo results in the joint DRO approach. In higher dimensions, marginal
DRO will increasingly behave like joint DRO, leading to a smaller range of Lipschitz constants
where marginal DRO performs well.

6.2 Semantic similarity prediction

We now present the first of our real-world evaluations of the marginal DRO procedure (16),
focusing on a setting where we have multiple measured outcome labels Y for each covariate X,
so it is possible to accurately estimate the worst-case loss over covariate shifts. We consider
the WS353 lexical semantic similarity prediction dataset |2] where the features are pairs of
words, and labels are a set of 13 human annotations rating the word similarity on a 0-10 scale.
In this task, our goal is to use noisy human annotations of word similarities to learn a robust
model that accurately predicts word similarities over a large set of word pairs.

We represent each word pair as the difference (x; — x2) of the word vectors z; and x2
associated to each word in GloVe [60] and cast this as a standard metric learning task of
predicting a scalar similarity Y with a word-pair vector X via the quadratic model z —
zT01x + 0y, 01 € R4 9, ¢ R. We use the absolute deviation loss |y — 2612 + 63]. The
training set consists of 1989 individual annotations of word similarities (ignoring any replicate
structure), and we fit the marginal DRO model with p = 2, joint DRO models (21) with
p = 1,2, and an ERM model. All methods use the same ridge regularizer tuned for the FRM
model. We train all DRO procedures using ag = 0.3 and tune the Lipschitz constant via a held
out set using the empirical estimate to the worst-case loss based on replicate annotations (as
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in Proposition 1).
To evaluate each model 6§ = (01, 62), we take an empirical approximation to the worst-case
loss over the word pairs with respect to the averaged human annotation

Reo(0):= sup B [|IXT01X+6,—E[v | X]||. (23)
Qo€Pug,x X~Qo

This is a worst-case version of the standard word similarity evaluation [60], where we also use
averaged replicate human annotations as the ground truth E[Y" | X]| in our evaluations, and
consider test-time worst-case group sizes g ranging from 0.01 to 1.0.

Joint DRO (p=2)
3 101 —— ERM
;’5 Joint DRO (p=1)
» 81 Marginal DRO
ke,
2
s 61
Y
4
2 4 W

1072 1071 10°
Worst-case group size 0,

Figure 4. Semantic similarity prediction task, with worst-case prediction error Ry, (0) (Eq. 23)
over subgroups (y-axis) evaluated over varying test time worst-case group sizes aqp (x-axis).

All methods achieve low average error over the entire dataset, but ERM, joint DRO and
marginal DRO exhibit disparate behaviors for small subgroups. ERM incurs large errors at
~ 5% of the test set, resulting in near random prediction. Applying the joint DRO estimator
reduces error by nearly half and marginal DRO reduces this even further (Figure 4).

6.3 Distribution shifts in wine quality prediction

Next, we show that marginal DRO (p = 2) can yield improvements outside of the worst-case
subgroup assumptions we have studied thus far. The UCI wine dataset [24] is a regression task
with 4898 examples and 12 features, where each example is a wine with measured chemical
properties and the label y € R is a subjective quality assessment; the data naturally splits
into subgroups of white and red wines. We consider a distribution shift problem where the
regression model is trained on red wines but tested on (subsets of) white wines. Unlike the
earlier examples, the test set here does not correspond to subpopulations of the training
distribution, and the chemical features of red wine are likely distinct from those for white
wines, violating naive covariate shift assumptions.

We minimize the absolute deviation loss £(6;x,y) = |0 "= — y| for linear predictions, tuning
baseline parameters (e.g. ridge regularization) on a held-out set that is i.i.d. with the training
distribution. Our training distribution is 1500 samples of red wines and the test distribution
is all white wines. We evaluate models via their loss over worst-case subgroups of the white
wines, though in distinction from earlier experiments, we have no replicate labels. Thus we
measure the joint DRO loss (6), i.e.

Rogiomt(0) == sup E [oTx —Y|]
«,Jo1n QOGPOLO,(XM’Y’LU)XW’YWNQO w w 9
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Figure 5. Marginal DRO improves worst-case loss R, joint (#) for the wine quality prediction
task under a real world red to white wine distribution shift. The gain holds on a wide range of
Lipschitz constants from L/e = 0.1 (left) to 300 (right).

so that the worst-case loss Rao’joim(Q) measures the subgroup losses under the white wine
distribution.

Figure 8 shows the worst-case loss Ra07joint(9) over the test set as a function of ag. Here,
Marginal DRO with Lipschitz constants L/e varying over 0.1 to 300 and ag = 0.3 provides
improvements over both joint DRO and ERM baselines across the entire range of test-time «y.
Marginal DRO improves losses both for the pure distribution shift from red to white wines
(test-time group size a = 1.0) as well as for the more pessimistic groups with small test-time
proportion aq. Distribution shift from red to white wines appears difficult to capture for the
pessimistic joint DRO methods.

6.4 Recidivism prediction

Finally, we show that marginal DRO (p = 2) can control the loss over a minority group on
a recidivism prediction task. The COMPAS recidivism dataset [23] is a classification task
where examples are individual convicts, features consist of binary demographic labels (such
as African American or not) and description of their crimes, and the label is whether they
commit another crime after release (recidivism). We use the fairML toolkit version of this
dataset |1]. Classification algorithms for recidivism have systematically discriminated against
minority groups, and this dataset illustrates such discrimination [6]. We consider this dataset
from the perspective of achieving uniform performance across various groups. There are 10
binary variables in data, each indicating a potential split of the data into minority and majority
group (e.g. young vs. not young, or Black vs. non-Black), of which 7 have enough (n > 10)
observations in each split to make reasonable error estimates. We train a model over the full
population (using all the features), and for each of the 7 demographic indicator variables and
evaluate the held-out 0-1 loss over both the associated majority group and minority group.

Our goal is to ensure that the classification accuracy remains high without explicitly splitting
the data on particular demographic labels (though we include them in our models as they have
predictive power). We use the binary logistic loss with linear models and a 70/30 train/test
split. We set ap = 0.4 for all DRO methods (approximately matching demographic statistics
in the United States, with 60% white and 40% other races), and apply ridge regularization to
all models with regularization parameter tuned for the ERM model.

Table 1 presents the 0-1 loss on the seven demographic splits over 100 random train/test
splits. For each attribute (table column) we split the test set into examples for which the
attribute is true and false and report the average 0-1 loss on the worst of the two groups. The
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Method ‘ Old Young Black Hispanic  Other race Female Misdemeanor

ERM ‘ 37.7+£08 446+10 37.7+08 375£09 379+11 375£09 376 £0.8

Joint (p = 2) - ERM 100+20 40+17 97+£17 96+£18 109+£23 92+18 9.0 £ 1.6
Joint (p=1) - ERM 58+ 17 12x17 52+15 74+£19 66+21 59+£17 51+£15

Marginal L=0.01 - ERM | -0.7 £0.7 14+11 -10+07 -1.7+£09 -24+11 -15+£08 -1.5 £ 0.7
Marginal L=0.001 - ERM | -1.1 £ 0.7 04+ 11 -14+07 -21+£09 -26+11 -1.9+£038 -1.8 £ 0.7

Table 1. Worst-case error of recidivism prediction models across demographic subgroups. The
ERM row shows baseline worst-case error; subsequent rows show error differences from baseline
(negatives indicate lower error).

first row gives the average worst-case error and associated 95% standard error for the ERM
model. For the DRO based models (remaining rows), we report the average differences with
respect to the baseline ERM model and standard error intervals. Unlike our earlier regression
tasks, joint DRO (both Ly and L;) performs worse than ERM on almost all demographic splits.

On

the other hand, we find that marginal DRO with the appropriate smoothness constant

L € {1072,1073} reduces classification errors between 1-2% on the worst-case group across
various demographics, with the largest error reduction of 3% occurring in the young vs. old
demographic split.
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A Alternative variational approximations

Recalling the variational representation (3), we wish to minimize the variational approximation

in {1 sup Ep[h(X)(€(6; (X, Y)) — )] + n} .
n Q0 heH

For each choice of H we propose below, we consider an empirical approximation ﬁ, the subset of
H restricted to mapping { X7, ..., X} — R instead of X — R, solving the empirical alternative

D 1
mipimize {ao :161% Ep [M(X)(€(6; (X,Y)) —n)] + 77} : (24)

We design our proposals so the dual of the inner supremum (24) is computable. When the
conditional risk = — E[£(0; (X,Y)) | X = z] is smooth, we can provide generalization bounds
for our procedures. We omit detailed development for our first two procedures—which we
believe are natural proposals, justifying a bit of discussion—as neither is as effective as the last
procedure in our empirical evaluations, which controls the LP upper bound (5) on R(9).

A.1 Example approximations and empirical variants

Reproducing Hilbert kernel spaces (RKHS) Let K : X x X — R be a reproducing
kernel [11, 4] generating the reproducing kernel Hilbert space Hx with associated norm ||-|| .
For any R € R, we can define a norm ball

Hir = {h€Hx: |hllx <R hel01]}

and consider the variational approximation (4) with H = H r. To approximate the population
variational problem suppey,, , E[R(X)(£(6; (X,Y)) —n)], we consider a restriction of the same
kernel K to the sample space {X71,..., X, }. Let K,, = {K(Xj, X;)}1<i j<n be the Gram matrix
evaluated on samples X1,...,X,, and define the empirical approximation

-~ 1
Hi R = {h €[0,1]" : h = K¢ for some £ € R" such that —2£TKn§ < R} .
n

(Recall that if h(z) = > | K(z, X;)&, then ||h||§{ = #fTKng.) To compute the empirical
problem (24) with H = Hj, g, we take the dual of the inner supremum. Simplifying the dual
form—whose derivation is a standard exercise in convex optimization—we get

1 & 1
HEIH,I;IGIH,%’ZGQ . { on 2= ((0; (X, ) —n+5Bi). + " R-1p Knﬂ} . (25)

For convex losses ¢(0; (X,Y")), this is a convex optimization problem in (0, 3,7).

Holder continuous functions (bounded Hélder) Instead of the space of bounded func-
tions, we restrict attention to Holder continuous functions

Hrp:={h:X—[0,1]|his (p—1,LP"")-Hélder continuous}, (26)
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where the particular scaling with respect to p € (1,2] and L > 0 is for notational convenience
in Section 4. The empirical plug-in of H, ), is

ﬁLyp ={h:{X1,....Xn} = [0,1] | his (p— 1, LP~H)-Holder continuous}

the empirical plug-in of the variational problem (4) with H = Hr, is given by the procedure (24)
with # = H Lp- Taking the dual of the inner supremum problem, we have the following
equivalent dual formulation of the empirical variational problem

1 & 1 & Lt &
minimize {WZ(K(G (X:, ) EZ 77>++ 2 Z ||Xi—Xj||p—1Bij}.

nxn
0€©,n, BERYY i=1 j=1 ij=1
(27)

For convex losses 6 — £(0; (X,Y)), this is again a convex optimization problem in (0, B,7n),
and is always smaller than the empirical joint DRO formulation (6).

By definition, the population Hoélder continuous variational approximation provides the
lower bound on the worst-case loss

Rupl6) =int sup {LECOW0:(X.Y) - 0]+ < RO)

As a consequence, Ry, , cannot upper bound the subpopulation loss Ex.q,[E[¢(6; (X,Y)) | X]]
uniformly over Q¢ € Pq,,x. Nonetheless, for any subpopulation Qg € Pq,, x with Lipschitz den-
sity 3 dQO : X = Ry, then Ry, 2(6) does provide a valid upper bound on Ex..q, [E[¢(0; (X,Y)) |
X]):

Lemma A.1. Let Qo € Pay,x be any distribution with L-Lipschitz density = dQO X = Ry
Then

Ex~qolEl(0; (X,Y)) | X]] < Rp2(0) < R(6).

See Section D.3 for a proof. For example, if P and ()9 € Py, x both have Lipschitz log
densities, then C%) is also Lipschitz, as the following example shows.
Example 1: Let P be absolutely continuous with respect to some o-finite measure p, denote

p(X) = %(X) and ¢o(X) = %(X) and assume logp and loggqp are L-Lipschitz. Let

h(zx) := q;((;:))’ and consider any fixed z,2’ € X. If we assume that without loss of generality

that h(z) > h(a'), then
h(z) —h(z)] _ h(=) p(x) p(z') L
= 1 (1—exp<log —lo )) < —,

g <
[l — 2] [ — qo() qo(2') g

where the final inequality follows because h(z) = qo(x)/p(z) < 1/ap and exp(z) > 1 + z.
Consequently, then z — qo(x)/p(z) is (L/ap)-Lipschitz. <

A.2 Empirical Comparison of Variational Procedures

We consider an elaborated version of the data mechanism (8) to incorporate higher dimension-
ality, with the data generating distribution

Z ~Bern(0.15), X; = (1-22)-Uni([0,1]), Xa,...,Xq " Uni([~1,1])

(28)
= |X1|+1{X1 >0} e, &~N(,1).
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Our goal is to predict Y via ¥ = 0T X, and we use the absolute loss £(6; (z,y)) = |y — 0" z|.
We provide details of the experimental setup, such as the estimators and optimizers, in Section
6. In brief, we perform a grid search over all hyperparameters (Lipschitz estimates and kernel
scales) for each method over 4 orders of magnitude; for the RKHS-based estimators, we test
Gaussian, Laplacian, and Matern kernels, none of which have qualitative differences from one
another, so we present results only for the Gaussian kernel K (x,2’) = exp(—# |z — :L‘/Hg)

Dimension dependence We first investigate the dimension dependence of the estimators,
increasing d in the model (28) from d = 2 to 50 with a fixed sample size N = 5000.

0.6 | gt @~ ERM
Lp Holder

0.5 ~@- Bounded Holder
0 * RKHS
5 0.4+
A
Y 0.3
X
w ]

1
02- 75——*—’1
0.1 A
2 5 10 20 50
Dimensions

Figure 6. Variational estimates based on RKHS are less affected by the dimensionality of the
problems, but perform worse than the Hélder continuous function approaches overall.

Under model (28), we consider marginal distributionally robust objective (2) and evaluate
the excess risk R(60) — infg R(0) for the choice oy = .15, the hardest 15% of the data. As d
grows, we expect estimation over Holder continuous functions to become more difficult, and
for the RKHS-based estimator to outperform the others. Figure 6 bears out this intuition
(plotting the excess risk): high dimensionality induces less degradation in the RKHS approach
than the others. Yet the absolute performance of the Holder-based methods is better, which is
unsurprising, as we are approximating a discontinuous indicator function.

Sample size dependence We also consider the sample dependence of the estimators, fitting
models using losses with robustness level set to ap = .15, then evaluating their excess risk
R(0) — infy R(0) using o € {.05,.15}, so that we can see the effects of misspecification, as it is
unlikely in practice that we know the precise minority population size against which to evaluate.
Unlike the LP-Holder class (Eq. (9)), the bounded c-Hélder continuous function class (26) can
approximate the population optimum of the original variational problem (3) as n — oo and
c — oo. Because of this, we expect that as the sample size grows, and c is set optimally, the
bounded Holder class will perform well.

On example (8) with d = 1, we observe in Figure 7a that both Holder continuous class
estimators with constants set via a hold-out set perform well as n grows, achieving negligible
excess error. In contrast, the RKHS approach incurs high loss even with large sample sizes.
Although both Holder class approaches perform similarly when the robustness level «q is set
properly, we find that the LP-Holder class is substantially better when the test time robustness
level changes. The LP-Holder based estimator is the only one which provides reasonable
estimators when training with ap = 0.15 and testing with ag = 0.05 (Figure 7b). Motivated by
these practical benefits, we study finite sample properties of the LP-bound estimator in this
paper.
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Figure 7. Performance of the function classes in low dimensional high sample size settings
with well-specified robustness level (left) and misspecified robustness level (right).
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Figure 8. Comparison of various smoothness assumptions on the conditional risk on the wine
quality prediction dataset.

Real dataset Finally, we expand the scope of empirical evaluations by studying the wine
quality estimation experiment (Section 6.3). We observe that our proposed marginal DRO
approach continues to be more accurate compared to alternative variational approximations.

B Risk bounds under confounding

Our assumption that Pyy is fixed for each of our marginal populations over X is analogous to
the frequent assumptions in causal inference that there are no unmeasured confounders [44].
When this is true—for example, in machine learning tasks where the label Y is a human
annotation of the covariate X—minimizing worst-case loss over covariate shifts is natural,
but the assumption may fail in other real-world problems. For example, in predicting crime
recidivism Y based on the type X of crime committed and race Z of the individual, unobserved
confounders C' (e.g. income, location, education) likely vary with race. Consequently, we
provide a parallel to our earlier development that provides a sensitivity analysis to unmeasured
(hidden) confounding.
Let us formalize. Let C' € C be a random variable, and in analogy to (2) we define

Pay,(x,0) = {Qo 13 a > ap and measure Q1 on (X x C) s.t. Pix o) = aQo + (1 - Q)Ql} .
(29)
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Our goal is then to minimize the worst-case loss under mixture covariate shifts

minimize sup E [E[£0;(X,Y)) | X, C]]. 30
e, s (B EG(X,) 1 X.0) (30)

Since the confounding variable C' is unobserved, we extend our robustness approach assuming
a bounded effect of confounding, and derive conservative upper bounds on the worst-case loss.
We make the following boundedness definition and assumption on the effects of C.

Definition 1. The triple (X,Y,C) is at most §-confounded for the loss ¢ if
[E[£(0; (X,Y)) | X] = E[£(0; (X,Y)) | X, C|[ oo (py < 0.
Assumption A4. The triple (X,Y,C) is at most §-confounded for the loss £.

Paralleling earlier developments, we derive a variational bound on the worst-case confounded
risk (30). If C =Y, our worst-case formulation approaches the joint DRO problem as § — oo.

Confounded variational problem Under confounding, a development completely parallel
to Lemma 2.1 and Holder’s inequality yields the dual

sup E E[¢0;(X,Y)) | X,C
ol® B o BB (XY X,C]

for all p > 1. Taking the variational form of the LP-norm for p € (1, 2] yields

(Epyo [(E[(0; (X,Y)) | X,C] - n)ﬂ})l/p
— sup {E [A(X, C)(E[L(6; (X, Y)) | X,C] = m)] | h=0,ERI(X,C)] <1}, (31)
h

Instead of the somewhat challenging variational problem over h, we reparameterize prob-
lem (31) as h(X) + f(X,C), where h is smooth and f is a bounded residual term, which—by
taking the worst case over bounded f—allows us to provide an upper bound on the worst-case
problem (29). Let Hr,,, be the space of Holder functions (11) and F5,, be the space of bounded
functions

Fop = {f . X % C — R measurable, | f(X,C)| up) < 5@*1} .
Then defining the analogue of the unconfounded variational objective (12)

X) + f(X,0)

€

h
Ryers(0,n):= sup {E[ (
h+f>0

the risk Ry, 15 is e-close to the variational objective (31). See Appendix D.12 for proof.

Lemma B.1. Let Assumptions A1, A3, and A4 hold. Then, for any 0 € © and n € R, we
have

(Epye [(E[8; (X, Y)) | X,C] -k ]) '/ = inf {Ryera(0.m) v e} (32)
and for any € >0, (Rpcr.s(0,n) Vel l) —ei=l < (EPX,C [(E[E(QQ (X,Y)) | X,C] - n)ﬁ])l/p'

29

(0(6; (X,Y)) — n)] | h€ Hip [ € Fsp b+ fllpacp

)Se}a



Confounded estimator By replacing H,, with the empirical version H Lp (the set of Hélder
functions on the empirical distribution) and Fs, with the empirical counterpart Fs,, =
{f € R" | max;<, | f(X;,Ci)| < 6771}, we get the obvious empirical plug-in EPVE,L’(;(@,?]) of
the population quantity Ry, 1 s(6,7). In this case, a duality argument provides the following
analogue of Lemma 4.1, which follows because the class Fs ), , simply corresponds to an |-|| .
constraint on a vector in R".

Lemma B.2. For any e >0 and (X1,Y1),...,(Xp,Ys), we have

Ep,e,L,6(97n) — inf { <p—1 zn: <€(9; (Xi, V) — % zn:(Bij — Bj;) — n)p ) 1/p

nxn n
BeRY} i1 = +

e ZHX X, B+ 2 Zw}

=1 4,j=1

See Appendix D.14 for the proof. The lemma is satisfying in that it smoothly interpolates,
based on the degree of confounding &, between marginal distributionally robust optimization
(when § = 0, as in Lemma 4.1) and the fully robust joint DRO setting as § 1 oo, which results
in the choice B = 0.

Upper bound on confounded objective In analogy with Proposition 2, the empirical plug-
in ﬁp@ £,5(0,m) is an upper bound on the population objective under confounding. Although
our estimator only provides an upper bound, it provides practical procedures for controlling
the worst-case loss (29) when Assumption A4 holds, as we observe in the next section. The
next proposition, whose proof we provide in Section D.13, shows the upper bound.

Proposition 3. Let Assumptions A1, A3, and A4 hold. There exist universal constants
c1,c2 < 00 such that the following holds. Let § € ©, € >0, and p € (1,2]. Then with probability
at least 1 — 2, uniformly in n € [0, M]

(Epy . (B[E(6; (X,Y)) | X,C]—n)?) /7

2 [log L
ClM og ~
el—1 n

<max{ e (14 7,(7, 6))1/q ﬁp,e,Ln(v)ﬁn( ) (0,m) +

where T (7, €) == 662{1]1412 \ /%log %, 6n(y) == 6(1+ 7 (7, €)Y, and Ly, () := L(1+7n(y,€))~1/4.

B.1 Simulation study: the confounded case

To complement our results in the unconfounded case, we extend our simulation experiment
by adding unmeasured confounders, investigating the risk upper bounds of Lemma B.2 and
Proposition 3. We generate data nearly identically to model (28), introducing a confounder C"

Z ~Bern(0.15), X; = (1—22)-Uni([0,1]), Xa,..., X4 Uni([0,1])
Y = |[Xi|+1{X; >0}-C, C ~ Uni({~1,0.5,0,0.5,1}).

To evaluate a putative parameter 6, we approximate the worst-case risk

Ray(0,¢):= sup E E[j§TX— YHXC—C] (33)
QOGPQOXXN 0
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via the plug-in replicate estimate in Proposition 1, using a sample of size n = 2000, m = 10
replicates, and test-time worst-case group size ag = 0.05. The gap in the conditional risk
from §-confounding (i.e. E[((0; (X,Y)) | X]| — E[((0; (X,Y)) | X,C]) in Definition 1 varies
monotonically with |¢[. To construct estimates 6, we minimize the dual representation of
the empirical confounded risk Ry, 1 5(0,n) in Lemma B.2, varying the postulated level § of
confounding while fixing the training time worst-case group size ag = 0.1. We present results in
Fig. 9, which compares the worst-case loss (33) as ¢ varies (vertical axis) for different methods
to select ¢ (horizontal axis). We compare marginal DRO (16) (which assumes no confounding
9 = 0), the procedure minimizing empirical confounded risk R, . 1.5(0,n) as we vary §, and the
joint DRO procedure (21) (full confounding) with p = 1,2, and empirical risk minimization
(ERM). The figure shows the (roughly) expected result that the confounding-aware risks
achieve lower worst-case loss (33) as the postulated confounding level ¢ increases with the
actual amount of confounding, with joint DRO and ERM achieving worse performance.

ey
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Sos Ly N2y by, by, Gy, - 1.4

=
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Figure 9. Worst-case losses (Eq. 33) incurred by each model (column) when varying the
influence of the unobserved confounder ¢ (rows). Adjusting marginal DRO to account for the
level of confounding (Lemma B.2) by varying ¢ improves worst-case loss.

C Additional validation experiments

In this section, we provide additional experiments quantifying the computational overhead
associated with marginal DRO, and analyze the robustness of previous results with respect to
the choice of the loss function. Finally, we compare different smoothness assumptions on the
conditional risk on real-world data.

C.1 Computational overhead

To analyze the computational overhead of marginal DRO, we benchmark both the number
of gradient oracle calls (defined as the number of times we take the gradient of the objective
with respect to 6 or B) and overall runtime. We focus on the simulation experiments in
Section 6.1 with d = 10 and n = 100. The results in Figure 10 show that marginal DRO incurs
a 2-3x overhead, but the overall runtime costs of all algorithms are still low. The gradient
call comparisons show that the increased runtimes are primarily due to the increased cost of
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Figure 10: Runtime costs of marginal DRO and baselines

individual gradient calls (as each gradient computation for marginal DRO involves gradients
over both the model parameters 6 as well as the transport matrix B) rather then increases in
the number of overall gradient steps.

All DRO methods including joint and marginal DRO use bisection search to optimize the
dual parameter 7, but this additional cost does not substantially affect the number of gradient
calls or runtime, as we re-use initializations for gradient descent across different steps of the
bisection search. The added number of gradient calls to marginal DRO methods arise from the
fact that we must tune one additional hyperparameter (L/¢) which involves additional grid
search on top of the bisection search.

There is an added 2x gradient call overhead for the marginal DRO variants, which must
additionally perform hyperparameter search over L/e on a held out set. Even with re-using
initializations, this results in a higher number of gradient oracle calls. Finally, there is an
additional runtime overhead for both marginal DRO variants in terms of runtime due to the
larger number of parameters.

C.2 Effect of loss function choice

We also quantify the impact of the loss function by re-running the large scale simulation in
Figure 2 using the squared loss rather than the absolute deviation loss, keeping the same
experimental settings such as validation methods and hyperparameters. We find in Figure 11
that the results in the simulation remain qualitatively same as before. The main difference is
that Lo, marginal DRO performs slightly better, but none of the ERM or joint DRO baselines
perform well even in this setting. Together with the classification results discussed in previous
sections, these squared loss results suggest that the performance gains of marginal DRO are
not limited to minimizing the absolute deviation loss.

D Proofs

D.1 Proof of Lemma 2.1

We begin by deriving a likelihood ratio reformulation, where we use W := E[¢(0; (X,Y)) | X]
to ease notation

sup  Ex~q,[W]=sup {Ep [LW]
QuEPagy,x L

L:Q —[0,1/ap], measurable, E,[L] = 1} . (34)
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Figure 11: Simulation experiments with the squared loss rather than absolute deviation loss

To see that inequality “<” holds, let Q¢ € Pq,,x be a probability over X'. Note that )y induces
a distribution over (£, 0(X)), which we denote by the same notation for simplicity. Since
Px = apQo + (1 — ap)@Q1 for some probability @1 and ag € (0, 1), we have Qo < Px. Letting
L= %, it belongs to the constraint set in the right hand side and we conclude < holds.
To see the reverse inequality “>”, for any likelihood ratio L : Q — [0,1/ag], let Qo := PxL
so that Qo(A) :== Ep, [1{A} L] for all A € ¢(X). Noting Q1 := 1_1% Px — 22-Qq defines a
probability measure and Px = apQo + (1 — ap)@Q1, we conclude that inequality > holds.
Next, the following lemma gives a variational form for conditional value-at-risk, which

corresponds to the worst-case loss (2) under mixture covariate shifts.

Lemma D.1 (|70, Example 6.19]). For any random variable W : X — R with E|W| < oo,

sup {Ep [LW]
L

1
L:Q— [0, —], measurable, E,[L] = 1}
ap

) 1
= %Ielrf& {Oé_o]EXNPX [(W - 77)4_] + 77} .

From the reformulation (34) and Lemma D.1, we obtain the first result.
We now show that when W € [0, M],

1 1
inf ¢ —E[(W — = inf —E|(W — . 35
it {Z(ov ) eaf =t {Lev - g, 40 (3)
Noting that n — g(n) := O%OE[(W — )] +n is strictly increasing on [M, 0o) since g(n) = n for

n € [M,00), we may assume w.l.o.g. that n < M. Further, for n <0, we have

g(n) = B[]+ (aio - 1) ol > EIW] = 9(0).

&

We conclude that the equality (35) holds.

D.2 Proof of Proposition 1

Using the dual of Lemma 2.1, we first show that with probability at least 1 — ~,

n

sup |Exopy [(EL6;(X,Y)) | X] = m),] - 23 (i S 0(0: (X Yiy)) — 77>+

n€l0,M] ni4 j=1

1+logi
< CMy|| ———L. (36)
min{m,n}
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As the above gives a uniform approximation to the dual objective O%OE[(E[E(G; (X,Y)) [ X]—n) ]+
7, the proposition will then follow.
To show the result (36), we begin by noting that

I~/ 1 &
nes[ll)l,pM] Ex~py [(E[((0;(X,Y)) | X] —n),] - - ; <m;€(97 (X:,Yi;)) — 77)+
< 8[1311)\4] Ex~py [(E[¢(0; (X,Y)) | X]—n),] — % > (E[(O; (X3,Y)) | X =X —n),
776 K i:l
1 n
+nes[1334}”; (E[(0; (X:,Y)) | X = X,;] —n) ( Zz (X;,Yis)) )J (37)

To bound the first term in the bound (37), note that since n +— (Z — 7). is 1-Lipschitz, a
standard symmetrization and Rademacher contraction argument [18, 7| yields

2

E [(BI60: (X, Y)) | X] —n), ] S (Ble: (X, V) | X = X —n), | <O/ 1 +)
=1

sup
n€l0,M]

with probability at least 1 — e~t. To bound the second term in the bound (37), we first note
that

sup |(BIA0; (X, V) | X = X —n) (;Z (XY =)

nel0,M]
1
< |E[{(6; (Xi,Yi;)) | X = X EZ (X6, Yig))

since | (x —n), — (¢ = n), | < |v — 2'|. The preceding quantity has bound M, and using
that its expectation is at most M/y/m the bounded differences inequality implies the uniform
concentration result (36).

The second result follows from a nearly identical argument by noting that we still have the
Lipschitz relation

| (B[O X,Y) | X] = n), — (B XY) | X] =) | S K0 =0, +n—].

D.3 Proof of Lemma A.1

Let Lo i= {h: X = Ry | Ep[h(X)] = ap}. Since %2 is a likelihood ratio and E[dQo/dP] = 1,

we have the upper bound

dQo(X) h(X)
000, (X, )] < sup Ep

dP(X) 6 (X, 7)) heHL, 2N Lag o

Ex~0,[E[¢(6; (X,Y)) | X]] = Ep 00; (X,Y))] .

Then we use the sequence of inequalities, starting from our dual representation on Ry, 2, that

Ria(6) =inf sup (jOEP [h(X)(6(6; (X, Y)) — )] + 1

1
> sup inf —Ep [A(X)((0; (X,Y)) —n)] +7
heHp o " QO

> sup S Ep(X)(B;(X.Y) —n)+n=  swp  Eph(X)(6; (X,V)).
heHr 2NLag Qo he€Hr 2NLayg
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This gives the result.
D.4 Proof of Lemma 3.1
Since Z,n € [0, M], we have
Ex~py [(Z(X) =mE] < (M —n)P"'Ex~py [(Z(X) —n),]
which gives the first bound. To get the second bound, note that for a L-Lipschitz function
f, we have E[f(X)] < f(E[X]) + LE|X — E[X]|. Since f(x) = 2P is p(M — )P~ '-Lipschitz on
[07M - 77]7 we get
Ex~py [(Z(X) = %] < (Ex~py [(Z(X) =n),])" +p(M = )P 'E[(Z(X) —n); —E[(Z(X) —n),]|-
Taking 1/p-power on both sides, we obtain the second bound.

D.5 Proof of Lemma 3.2

First, we argue that

s%p{wxw; (X, V) =m)] | h:X =Ry, ERA(X)] <1}

< swp {E [h<X) ((0: (X, Y)) - nﬂ Vet

hE’HL,p €

h>0, (ERI(X))Y< } (38)

and for any € > 0. We consider an arbitrary but fixed 6 and 7.
Suppose that ¢9=! > (Ex.py [(B[(6; (X,Y)) | X]—n)2])"/?, then

1> (Exer, (B0 (X,Y)) | X] - m)”p
:s%p{ (X)) (B[(0; (X,Y)) | X] = )] ( h: X — R measurable, h > 0, E[h?(X )]g1}

(
> swp {&|"Fiaio ev) | x1- )]s nzo. @meop <,

hEHL,p €

and we have the upper bound. On the other hand, assume €?~! < (Expy [(E[((0; (X,Y)) | X] —n)}]) Ve,
The inner supremum in Eq. (9) is attained at h* defined in expression (10), and from Assump-
tion A3, for any z,2’ € X,

[W* () = h*(a")] < % |(BL(6; (X,Y)) | X =a] =)' = (BIO: (X, ) | X =] =)'
< % )(E[z(e; (X,Y)) | X =] —n), — (E[(6;(X,Y)) | X =2'] - 77)+‘p71
< 1 }E (65 (X, Y)) | X =] —E[¢(6;(X,Y)) | X =]’

LP* p—
< e -2
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where we used € < (Ex.p, [(E[((0; (X,Y)) | X] - n)ﬁ])l/q in the first inequality. Thus, we
conclude that eh* is in Hp p, and obtain the equality

(Expy [(E[L0; (X, Y)) | X]—n)2])"?

= sup {EXNPX [(E[£(6; (X,Y)) | X] —n)h(X)] |h: X — R measurable, h >0, E[hY(X)] <1, and eh € ”HLJ,}
h

o {E s v -

hEHL,p

h>0, (E[p4(X))Y < e}

where we did a change of variables h to h/e in the last equality. This yields the bound (38).
Now, for € = (Ex~py [(E[¢(0; (X,Y)) | X] — n)ﬁ])l/q, the bound (38) is actually an equal-
ity. This proves the first claim. To show the second claim, it remains to show that

sup {IE [h(eX)(f(H; (X,Y)) — 77)] vel!

heHrL p

< sup {IE [A(X)(€(0; (X,Y)) —n)] ) h: X — R, measurable, h > 0, E[h?(X)] < 1} )
h

h>0, (ERIX))Y < e} — et

If et > (Ex~py [(E[(0; (X,Y)) | X]—n)E]) 1/p , then the left hand side is less than or equal
to 0 by the same logic above. If el < (Ex~py [(E[E(G (X,Y)) | X]—n)h]) e , then we have

sup {E [}L(X)(E(G; (X,Y)) — 77)] Vel !
heHr €

— sup {E [(X)(£(6; (X, Y)) — )] ) h:X — R, measurable, h >0, E[hI(X)] < 1} ,
h

h>0, (E[RI(X))Y7 < }

so the result follows.

D.6 Proof of Lemma 4.1

We take the dual of the following optimization problem

N (XL Y,
meximize — Z i, Yi)) —n)
subject to h; >0 for all i€ | Z hi <€,

hi —h; < LP7U|X; — X;|PT X for all i,7 € [n]

where h; := h(X;). To ease notation, we do a change of variables h; « h

(X, Y5)
m&zxelrr%me Z hi( ) —n) (39)

1 n
bject to h; >0 for all 4 — hl <1
subject to >0 forall i€ [n], n; ; <1,
p—1

L
hi —h; < | X; — X;|[P~1 for all 4,j € [n].
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For v € R, A >0, B € R*", the associated Lagrangian is given by

1 & A\ L
i=1 i—1

1 /Lp!
+— ( tr(B' D) — h' (B1 — BT]l)>
n €

where D € R™" is a matrix with entries D;; = || X; — X;||’~". From strong duality, we have
that the primal optimal value (39) is equal to infveRi 720,BeR7<n SUP L(h,v,\, B).

Since h +— L(h,~, A, B) is a quadratic, a bit of algebra shows that

n

A Lt 1 1 P
L(h,v,\,B) == tr(B'D) 4+ ——— 00;(X;,Y:)—n—=(BL—B'1);+~ | .
swp €170 B) = (8T D) 4 3 (40 (X)L )it)

From complementary slackness,

n

w(BD)+ Y (ae; (X0 )0~ (B~ Bw)

=1

AL P

inf sup L(h,v,\, B) = =
Jnf, sup (h,v, A, B) q+ n?

+
Finally, taking infimum with respect to A > 0, we obtain
n

p\ /P
w(BTD) + (p‘l 3 (ae; (X0, ¥i)) 71— -(B1 - BH)@-) ) -

n
i=1 +

p—1

L
inf L(h,v,\, B) =
podil e, S0P (A, 7 A, B) = —3

Unpacking the matrix notation, we obtain the result.

D.7 Proof of Lemma 4.2

From the extension theorem for Holder continuous functions [57, Theorem 1|, any (p — 1,
LP~1Y)-Holder continuous function h : {X71,..., X,} — R extends to a (p — 1, LP~1)-Hélder
continuous A : R? — R with range(h) C range(h) so that h = h on {X1,..., X, }. Since h >0
implies h > 0, we have

[h(X)

ﬁp@L(G,n) = sup {Eﬁn T(E(H; (X,Y)) — 77)] | h>0, (Eﬁn [hq(X)Dl/q < 6} .

To ease notation, for ¢ € [0, 0o] define the function Rc ¢, = Rpce,r 0 that Ry, = Riper-
First, we establish the following claim, which relates R, and Rcp 1.

Claim D.2.

€

R 6m) < ()7 V { Repen(B.m) + (1= ) (B [(RI6; (X, V) | X] =) ]) 7} if e <

Repe0) < e v LRy 1 (0,0) + (e — 1) (B (B[ (X, ) | X] = )2)) P} if e> 1.

Proof of Claim  We only prove the bound when ¢ < 1 as the proof is similar when ¢ > 1.
In the case that

()" < (B [(ELO: (X. V) | X] -0 )) 7,
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the constraint sets that define R, .1 and R, 1 contain the maximizers h* and ch* (for h*
defined in expression (10)), respectively. Hence,

Rye,n(6,m) = (EXNPX [(E[Z(H; (X, V)| X]— n)zﬂ)l/p and

1
Repen(0,m) = ¢ (Expy [(EL0; (X,Y)) | X] =) ])""”
and the desired bound holds. Otherwise, Ry 1,(0,1) < (e/c)q—l_ 0O

Using the two bounds in Claim D.2, we now bound R, ;, by its empirical counterpart. To
obtain an upper bound on R, 1, let us first take ¢; := (1 — (571)1/‘17 where

O 1= g A qe Pl ((LR)p*1 + E)qil Wp—l(ﬁnu P).

Noting that (1 —d)~1/7 <1+ %5 for § € (0,1], and 1 — (1 — &)1/ < %5, the first bound in
Claim D.2 yields for n > 0 that

2M ~
TV By (0.1) < €V By (00) + 297 e+ 7 6 (40)

To bound R, per(6,n) by ]?ip,E,L(G, n), we first note

Revper(0.0) < sup {E [hmw(e; (X,Y)) - n>]
heHr p €

h>0, Ep [h(X)] < EQ} o (41)

Indeed, for h € H, ) satisfying Eg[h(X)?] < €7 for some probability measure @, h? : X — R is
bounded by ((LR)P~! + €)?~1. Hence, we have for all 7,2’ € X

|h(x)—hi(z")| < gmax {h(:c), h(au’)}qi1 |h(x)—h(z")] < qLP1 ((LR)”_1 + e)q_l Hx — :U’Hpil .

From the definition of the Wasserstein distance W,_1,

—1 ~

sup ’Eﬁn (h9(X)] - E[hq(X)]’ < qLP (LR +¢)* ' W,_1(P,, P),

heHr p
which implies that for any h € H,, satisfying E[h?(X)] < c{e?

1

Ep [h9(X)] < E[R(X)] + gL~ (LR + €) "' Wy1(Po, P) < €.

To further bound the expression (41), we check that for any § € © and n € [0, M], the map
(z,y) — @(6(0; (z,y)) —n) is Holder continuous. By Assumption A3, we observe

" 4401 ) )~ et () )

< M) 440 ) — 005 (@' /)| 1106 o) — | DR
< CR 2L )~ @) + L2 o
Y e )~ G ME e
R e ) W M

< S {LREP((LRP 4+ ML (o) — )|
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for all (z,y), (2/,y’) € X x ). Using the definition of the Wasserstein distance to bound right
hand side of (41),

Rey per(8,1) < Ry er(0,1) + % {LR*P((LR)P™ + €) + MLP~'} Wy_y (P, P).
Plugging in the preceding display in the bound (40), we get
YV Ry n(0,n) < eV Ry 0(0,m) 427 e
+M (1 A2 1LP Y (LRP™ + €)' W1 (P, P))

1 ~
+- {LR*P((LR)" ' +¢) + MLP"'} W,_1(P,, P).

To obtain the lower bound on the empirical risk Lemma 4.2 claims, let ¢g := (1 + g;)l/ q

where R ) R
o, = qe 1P (LR +€)" Wi (P, P).

From the second bound in Claim D.2,

.

!/
n

q—1 M
Y Rczyp,E,L(e’n) < ity RP,E’L(G’T’) + <6p * Q)

holds, and from a similar argument as before, we have

Repper(®m) > sup {E s 0y -

h>0, Ep [h9(X)] < ¥
heHL p "

~ 1 N
> Ryer(0,m) — g {LR*P((LR)*"' +€) + MLP™'} W,_1(P,, P).
We conclude that

"V Ry n(0,m) < TPV R, 1(6,7)
+((g=1)IP et 4 Me 1P (LR)P ™ + €)' W,_1(P,, P)

1 ~
+ - (LR*P((LR)P"' +€) + MLP"Y) Wy_1(B,, P).

D.8 Proof of Theorem 1

We use the following concentration result for the Wasserstein distance between an empirical
distribution and its population counterpart. We abuse notation and denote by c¢; and co
constants that may change from line to line.

Lemma D.3 (Fournier and Guillin [31], Theorem 2). Let p € (1,2] and p — 1 < TL. Then
foranyt >0,

P (Wp,l(P, P,) > t) < cjexp <—02n(t% A t2))

where c¢1 and co are positive constants that depend on M, d, p.
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See Fournier and Guillin [31] and Lei [52] for general concentration results.
Let Be:= LR+ ¢ 1297 L (2M + (¢ — 1)LR) + ¢ 929" 'RM L? + ¢172(q — 1)2972L to ease
notation. From Lemmas 4.2 and D.3, for any fixed € > 0, with probability at least 1 — %

s ExguBIUGS V) | X< int {2 (R @i v ) o)

T n€l0,M]
1 n Bt
< H f _— R 6 9r0 , \/ qfl 3
nel[o,M} {040 ( el ( n,€ ) Ve ) +77} :
: R Bt
= f (0 v ed~1 g
nel[o M}{ @o ( per(m) Ve ) +?7} Qo

for any 0 € ©, where we used the fact that Hmb is an empirical minimizer.

Applying uniform convergence of Rp e,1.(0, 77) to Ry 1 again (Lemmas 4.2 and D.3), we get

sup  Exo B0 (X,Y)) | X]]
Qo(2)EPaq,x

1 2Bt
< f R € 0 \ -
i g Great00 v 4055
1 1/p er”! 2B
< inf Exp, [(E[((0; (X,Y)) ]| X]—n)? —
nel[IOlM]{ ( X~ Py [( ACH ) | X] 7))+]) +77}+ oo + g

with probability at least 1 —, where we used the second bound of Lemma 3.2. Taking infimum
over # € ©, we obtain the result.

D.9 Proof of Proposition 2

Since our desired bound holds trivially if (E (E[¢(¢; (X,Y)) | X] —n)E )1/p < €771 we assume

(E(E[¢(0; (X,Y)) | X] —n)E) Up > a1, First, we rewrite the left hand side as

gy - _EEHGX) X0 EZ0.m (X))

T EEKGGY) | X ) (B EE: (X, Y) | X] - a))

(E (E[6(0; (X,Y)) | X] -

where for convenience we defined

Z(0,1; (X, Y)) := (£(6; (X, Y)) — ) (E[E(6; (X, Y)) | X] =)'

Now, note that n — Z(0,n; (X,Y)) is pM-Lipschitz. Applying a standard bracketing number
argument for uniform concentration of Lipschitz functions |77, Theorem 2.7.11]

1
log 5
n

sup [BIZ(0,; (X,Y))] — B, [2(0,m; (X, Y))]| < exM?
nel0,M]

with probability at least 1 — -, where ¢; is some universal constant. We conclude that with
probability at least 1 — ~, for all n € [0, M]

(E(E(6; (X, V) | X] = n)h) """ < (E(EUO; (X, V) | X] = n)h) " Bp [2(0,n; (X, Y))]

1
+ (B (BI0: (X,Y)) | X] - >>”ch2\/1°7§”-

(42)
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Next, we upper bound the first term by our empirical objective ]/%p,e, (0,1n)
(E(B0(0; (X, V) | X]—n)2) "I Ep (28,7 (X, Y))]
= W) B, [ 0, v) - )
n ’Ya Pn (1+7_n(,y’ 6))1/(1 b 9 77 9

where we used the definition of E[¢(0; (X,Y)) | X] in Eq. (10) (we now make the dependence
on 7 explicit). Uniform concentration of Lipschitz functions |77, Theorem 2.7.11] implies that
there exists a universal constant ca > 0 such that with probability at least 1 —

B, (BIAO: (X)) | X] = 1), < B (B0 (X.Y) | X] = ), + eadi® [ 1og ~

for all n € [0, M]. Thus, we have

1 1
—log —. (43)
nooy

Ep [h5(X)7) <1+ caM? (E (B[(0; (X,Y)) | X]—n)") "

with probability at least 1 — ~. R
Recalling the definition (13) of H j, since x — hy(x) is L Lipschitz, we get

(E (E[E(6; (X,Y)) | X] —n)%) " Ep [2(6,n; (X,Y))]

h(X)

((0: (X, ¥)) - nﬂ

< (Ut ()7 sup Eﬁn[
heH L, (1),n

Ep, [h7(X)] < }

with probability at least 1—-, where we used the bound (43) in the second inequality. Combining
the preceding display with the bound (42), with probability at least 1 — 2,

~ aM? [1 1
(E (E[K(Qa (Xv Y)) | X] - U)ﬁ)l/p < (1 + Tn('}’, 6))1/q Rp,e,Ln(v) (0777) + qu_l E IOg ;

for all n € [0, M].
To show the uniform result over 8 € ©, we note that

Z(0,m; X,Y) — Z(0,1; X,Y)| < pM|n— /| + pMP' K |9 — ¢’

|, for all p € [0,M],0 € ©.

Setting 7, := ca(M? +pMP~ 1K De™ 4, /%log %, a similar argument as above, mutandis mutatis,

gives the desired result.

D.10 Proof of Theorem 2

We follow the frequent approach in modern statistics of reducing esitmation problems to testing
problems, then applying information-theoretic lower bounds on test error rates, by reducing
the minimax marginal DRO problem to a composite hypothesis testing problem between two
classes of distributions Py and P;. Following the approach Duchi |26, Ch. 5| suggests, define
the optimization distance between two distributions Py and P; by

R(0; Py) < R(6; Po) +9 implies R(0; Pp)

R(01;:P1) +0
R(0; P1) < R(07; P1)+ 0 implies R(0; Fo)

>
> R(05; Po) + 6

dopt (Po, P1) 1= sup {5 >0 |
where 0 € argming.g R(0; P,). We have the following reduction from distributionally robust

optimization to composite hypothesis testing. Its proof is similar to the Le Cam’s convex hull
method for estimation—we give it in Section D.10.1 for completeness.
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Lemma D.4 ([50, 80]). Let Py, P1 € Pg be two sets of distributions such that dopt(Po, P1) > 26
for all P, € Py, v € {0,1}. Then,

My >6-sup{1—||Py— P : P, € Conv(P}),v € {0,1}}

ey

where P} is the set of n-product distributions of P, and Conv(-) denotes the convex hull of a
set.

Our approach using Lemma D.4 is then apparent: we construct families of distributions
Po and P; such that their optimization distances are large, while their variation distances
are small enough that testing between them is impossible. For simplicity in what follows,
we restrict attention to odd-valued dimensions; the result for even-valued dimensions follow
from an identical construction where we do not consider any variation in the last covariate
dimension, so that the effective dimension of the problem is d — 1. We divide the remainder of
the proof into preliminaries, separation, and closeness in variation distance.

Preliminaries

We always consider a uniformly distributed covariate vector X ~ Uni[0,1]¢. Our construction
proceeds by concatenating a large number of bump functions together (across dimensions and
space [0,1]%). In general, we can allow any differentiable function ¢ : [0,1] — R satisfying
lolloe <1 and —p(x) = (1 — ), so that fol ¢(z)dx = 0, though to address our smoothness
desiderata we make the specific choice

— (1_(443—1)2)6 for0<az<i
e { (- (-3 forl<a<i (44)

It is immediate that ¢ € C?([0,1]) and ¢(x) = —¢(1 — x). Given this function, we can define

the product function
d

9:00,1 =R, g(x):=]] e

and let 02(83,d) == [ g(x)*dx = fo ©%(u)du)?. Letting

Q1-ay == inf{q | P(g(X) < ¢) > 1 - ag}

be the (1 — ag)-th quantile of g(X) for X ~ Uni[0,1]%, the symmetry of ¢ guarantees that
Q1—ap > 0 whenever oy < % We may then define the tail average

Do Bd = / g(x)1{g(z) > qi—q, } dz,
[0,1]¢

which because of the bump construction (44) depends only on «y, 8, and d, and by symmetry
of ¢ we have Ay, 34 > 0 for any ag. Our coming construction of Py and P; will show the
following result: there exist ¢, N depending on d, 3, oy only such that for n > N,

—28
M, > 2o (203 gy Fta (45)

Qg

As a brief remark, the terms Ay, g4 and 0%(8,d) depend strongly on the dimension;
indeed, if a fo ©*(u)du < 1, then o%(3,d) = 02d Similarly, p(X*) is a symmet-
ric random Varlable on [—1,1] (and so Sub—Gaussmn), the product ¢g(X) = Hi:l o(XF)
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then concentrates very quickly to zero, and moreover, we have qi_o, < E[|g(X)| | g(X) >
01-aa] = E[l9(X)[1{9(X) > 1o }/00 < Ellg(X)[}/a0, and E[lg(X)[] = E[p(X")[[? where
E[|o(X")|] < 1. (A concentration argument for log|g(X)| = 32¢_, log |p(X*)| shows that this
exponential scaling is tight to within the factor 1/ag.) By considering problems of smaller
dimension k < d (and ignoring all higher dimensions) we can replace the bound (45) by the
bound

Aao,ﬁ,k

max —— (O'?pkn
k<d ap

)

) 28+k
which allows finite sample guarantees for smaller n.

Separation in objectives

We now construct the families of distributions Py and P; to guarantee sufficient optimization
distance separation dopt (P, P1) in Lemma D.4. Consider hyperrectangles formed by partitioning
each side in the hypercube [0, 1]¢ as { [1771, ﬂ }?:1 for some b € N to be chosen later. Using a
lexicographic ordering, denote the hyperrectangles as

d

ik —1 Lig] .
Rj;_H[Jb,ﬂ,g_l,...,bd_:m (46)
k=1

where [;’s are defined implicitly. For each of these m = b? hyperrectangles, define the localized
bump function g; on R; by

d l'k 1 lk 1 lk
. . k Jk k Jjk — J . d
g](x).—k||1g0<b<x Ty >)1{x 6[ 5 7b]},j—l,...,m—b. (47)

Now, fix ¢ > 0, to be chosen later when we optimize our separation. Recalling that X ~
Uni[0,1]%, let Py be such that

under Py, (48)

D= D=

% ‘ X — _tAao,,B,d n 1 W.p.
2a -1  w.p.

and let the distributions P, indexed by v € {—1,+1}" be

tA 1 P35+ LY vigj
2a0 -1 wp.3—3> 5 vjg;(x)
By inspection, we have
_ tAayd tAq,8,d -
Ep,[Y | X] = T and Ep, [V | X] = e +t;ujgj(X).

We will use Le Cam’s convex hull method (Lemma D.4) on the classes of distributions
Po={Po}, Pr={Pw:ve{£1}"}

The next lemma allows us to show separation between the sets Py and P; in optimization
distance. See Section D.10.2 for a proof.
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Lemma D.5. Let ¢ : [0,1] — R be a differentiable function such that ||¢| < 1 and
—p(zt) = (1 — 2b), and let g; be the localized products (47). If d is odd, then

A%Bd
sup V;j g > ——.
Q0EPaq,x (P) XNQD le 7 Qo
We claim that Lemma D.5 guarantees the separation
tA
dopt(Pr, Po) > 4”‘70’5"1 for all v € {—1,+1}™. (49)
Qo

To see this, note that under Py, we have Ep [Y | X]| = —t6“206£ 2 independent of X, and so

R(0; Py) = —9%. For the set P;, we observe that any P, € P; has

tA %
R(O:Pu)=  suwp  ExegEp,[V | X]|=  sup  Exeq, [0 | -2 4) vgy(X
Q0EPuy,x(P) Q0EPag,x (P) @0 =1
(;) etAOlQ,B,d
= 20&0 )

where inequality (x) follows from Lemma D.5. Consequently, we have infgc(g 1) R(6; Po) =

miﬁw while infgepo, 1) R(6; Pry) = 0. Combining these infimal risk values, we see that for

any 0 <! "0 Bd , R(0; Py) — infpco R(0'; Py) = m(l —0) < ¢ implies

tACtoﬂ,d > tAaoﬁ,d

R(0; Py,) — inf R(0'; Py) >0 > 6.
0'cO

2040 4040

Similarly, for any § < mj#ﬁ’d, R(0; Pyy) — infgrce R(0'; Pyy) < § implies g Ronp.d ao Bd < § and

hence A N
R(0; Py) — inf R(6'; Py) = —20Pd (1 _ ) > “Ze0bd 5 5
( ) 0) 91’r€1® ( ) 0) 2040 ( ) > 4@0 >

This is the desired separation (49).

Closeness in variation distance

It remains to bound the total variation distance in Lemma D.4. For shorthand in this section,
let 02 = 02(B,d). Let pne be the Hellinger affinity between two distributions

Prel(P, Q) := / \/ Z%dpa

and define the following shorthand for the mixture distribution
_ 1
P 1t = 27m Z
ve{£l1}m

Le Cam’s inequality bounds the total variation distance between the convex hulls of Py and Py

inf {||Po — P1||py : Pr € Conv(P)} < [|Pg = Prif|py < \/2(1 — phel (Fg's Pie))- (50)
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Here, a key technical difficulty here is the mixture of the product distributions ]51,,5. In the
rest of the proof, we bound ppe(Pg, P1+) following the approach of Birgé and Massart [14].
As the distributions of X are identical across Py and Py, in our construction, the subsequent
derivations subtly differ from the original proof of Birgé and Massart [14], as we must also
consider the conditional distribution Y | X, and we detail it below for completeness.

Let N = (Ny,..., Ny) be a multinomial distribution counting the number of observations
(X;,Y;) such that X; € R; for j =1,...,m. To bound the Hellinger affinity pne(Pg, P1 ), we
start with the fact that conditional on IV, the likelihood ratio between P}, and Fj} can be
simplified. We use the shorthand

dPy j(z,y) == (1 £ ytg;(x))dPy ;(x,y). (51)

Note that in our setting, we have bounded y and |g;| < 1, so that for small ¢, P ; are
valid distributions. For any fixed n = (n1,...,n,,) > 0 such that >7%"; n; = n, denote

(Xij, Yij) " Po(- | X € Rj) =: Py for i = 1,...,n;. Notice that conditional on N

n n]‘
dP, d dp,’; _ _
TPtv(XiaYi) |N=n = H F%({Xivyi}?i )= H H 1+ Yitv;9;(Xi5))
i=1 0 Jjin;>0 0,j Jin;>01i=1

Writing {j : nj > 0} = {j1 < ... < js} for convenience

— > 11 H (1 + Yijtvjg;(Xij))

ve{:l:l}m Jjm;>01i=1

1

Mjq s Mjg

T2 H (1 + Ejltvjlgjl(‘)—(m 2m om—1 Z H H 1 + Ywatv]agja (ija))
i=1 vivj; =+1a=21i=1
1 i1 _ s Mjg _
+ 5 H ( Y;]ltvjlgjl (Xi]1 2m om—1 Z H H + Zjatvjagja (X’L]a))
=1 v, =—1la=2i=1
1 Ty ~ ~ 1 Ny B B s Mg
= {2 T (0 + Yijitvjug5, (X)) + 5 T (= Vs tvs, 95 (Xiz0) } om—1 > TTTT O+ Yisatvjeg;. (X35.))
=1 i=1 v =—la=24=1
noting that summands in the final term do not depend on v;,. Induct through a = 2,...,s to

conclude that the preceding display is equal to

S Nja o
1 1 _
H {2 H ( + E]atvjagja (X’L]a + 35 H ZJatUjagja (Xija)) }
a=1 i=1 1 . i=1
— H {QH(1+YZﬁtUJgJ H — Yijtv;g;(Xij ))}
Jin; >0 =1
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Thus

D=

dP,
Ery || 3m > H “’XZ,Y N =n
ve{£l}mi=1
1
105 el
:Epal H {QH(1+K]75UJQJ + H K]tng] X ))}
Jjin;>0 i=1

[SIES

1dP",

= 2 1dP)’,
> 5J
- Iz (s e - mmnina) - M e (355

Jimg>

where dP; ; are the tilted densities (51).
The following lemma, which we prove in Section D.10.3, controls the individual terms in
the product. (See also Birgé and Massart |14, Lemma 2|.)

Lemma D.6. Let 02 = 0%(B,d). Then for any j such that nj > 0,

1
1dP”.  1dP".) >
E nj{ =— 4 Z—— 24 > 1 - 2 [(1+t202)% + (1 — 262" —2].
Po,i-{z P§;+2P§; - (A + 805"+ ( ) )

—_

\V)

Using [[72,(1 —a;) > 1= 371", a; for any a; € [0, 1], the lemma gives

1
2

m
EP{)’L Z HdPt'u X“Y |N:n Z Z +t2 2)nj+(1 t2 2) 2] .

ve{il}mz 1 j=1
Taking expectations on both sides and using N; ~ Bin(n, %), we get

Phel Po, > P 1——ZE [(1+ 202N 4 (1 — £2:2)Ni = 9]
ve{£l}m j=1

1 — a?\" a2\"
=1-= 1+t°— 1—¢*— ] —2
2| () () )

where the last line uses that if N ~ Bin(n,p) then E[a"] = ((1 — p) + pa)”. Finally, an
elementary calculation using that e* < 14z + 2?2 for || < 1 and that 1+ x < e” for all x
shows that

2\ " 2\ " 2 _2 2 2 2 2 2
t t t
m m m m m

2 .2
MT‘T < 1, and therefore

whenever

#4024 nt2o2
whenever
m m

1
Phel Pgl’zim Z Ptrf; >1-
ve{t1}m
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Finalizing the bound

To show the result (45), it remains to choose the separation parameter ¢ to be as large as

. . . ) Ag
possible while satisfying that the mapping x — Ep, [V | X = 2] = —t%%f’d +t ZT 10595 ()

is B-Holder in « (i.e. in A®) and that the Hellinger affinity (52) is at least a constant, which
depends on the number of hyperrectangles b via definitions (46)—(47).

We begin with the Holder condition. For shorthand, let h(x) =77, v;g;(-), omitting
the dependence on ¢t. We claim that for any b € N, the choice t = ¢(5)d™ B/2p=B  where c(B)
depends only on 3, is sufficient to guarantee that h € A?. For simplicity assume 3 € N (the
calculation is similar but more tedious otherwise), so that h € AP is equivalent to the Bth
order tensor VPh(z) having operator norm at most ¢(8)d?/?. To that end, let k € N and
I =(i1,...,ix) C[d]¥, and let U = {u;} be a (non-repeated) list of the indices appearing at least
once in I, while Si,..., Sy are the collections of unique indices in I (e.g., if iy =1,...,i =1,
then S; = (1,...,1) € N¥). The (iy,...,i) entry of the tensor V*h(z) has the form

U]

[VFh(@)iy,.. = " [T E) TT @&
7=1 G, ik)

for some values 2/ € [0, 1], by the definition (47). Setting k = 3, the construction (44) of the
bumps ¢ evidently guarantees that each entry satisfies |[VAh(x)]7] < c(B)b° for c(B) = O(BY).
Making the observation that for an rth order tensor T on (RY)®" with entries ||T']| , < C we have
1Tl op < Cd'/?, we see that |VPh(z H B)b%dP/%. Thus, there are N(ag, B,d) and ¢(8, d)

such that for n > N(ap, 8,d), choosmg t= c(ﬁ, d)b=? guarantees x By, [V | X = ] € AP,
It remains to choose b so that the Hellinger affinity (52) is at least %, so that we can apply

Le Cam’s method (Lemma D.4). For this, we require that m% < 1 (which certainly implies

that "tzag < 1). Substituting the ¢ = cb=? and recalling that m = b?, we see that it is sufficient

2
that M < 1, ie., b2 > 4n%0?, so that the choice b = [(271002)‘“26-‘ suffices. Using

the bound (52), we conclude Prel(PY, 50 Dvefanym Ph) = 3. By combining the separation (49)
with Le Cam’s convex hull method (Lemma D.4) and the bound (50) relating variation distance
to Hellinger affinity, we obtain

25

Aq _
Mn Z C,(ﬁ,d> Oyﬂ:d (0'2n) 2B8+d
oy

for some factor ¢/(8,d) and all suitably large n.

D.10.1 Proof of Lemma D.4

For any P, € Py, v € {0,1}, we have
. 1 - -

sup Epn |R(6; P) — mf R(@ P)] = <Ep5t [R(@;Pg) — inf R(@;Po)} +Epp [R(@; Pp) — inf R(Q;Pﬁ]) .

Py, 2 0O 0€O

For v € {0,1}, if we define

. 1 N
Ay(0) = % Puelg% {R(Q, P,) — égéR(@ P, )}
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we have the following lower bound on the first display.

0- sup {EP(;L)\O(A) + EP{I/\I(A)} :
PpePrve{0,1}

Since this supremum problem is linear in P}, we may replace it with a supremum over the
convex hull spanned by P

5 sup {Epgxo(e?) n Eplm(é)} (53)
PreConv(Pn),ve{0,1}

By the definition of dopt(FPo, P1), we have
R(0; Py) — inf R(6; Py) + R(8; P,) — inf R(6; Py) > 26
0co 0co

~ ~

for all P, € P,, v € {0,1}. Taking infimum over P, € P, conclude A\g(#) + A\1(0) > 1 almost
surely. From the variational representation of the total variation distance

1-[|Q = Pllpy = fof}lfx{EQfO +Epfi},

we have

for any P} and P*. Using this to lower bound the expression (53) gives our result.

D.10.2 Proof of Lemma D.5

We construct a particular distribution () taking the form dQo(z) = L(z)dPy(x), where L is a
likelihood ratio we construct as

1 m
L(x) := 0701 Zngj(l‘) > Q1—ap
j=1

To see that E[L(X)] = 1, note that the disjointness of R; yields

JRRRO SCTIC RV YIS Y IEe O SR v
(CRIEN j=1""F

Using the change of variables b(z* — l]’“T_l) — z* in the final display and recalling m := b¢, we

replace g; with g(x) = Hi:l @(x*) and find
1 m
o3 [ 1) 2 e ds
mj:1 [071}(1
1 / 1
=— 1{9(z) > q1-ao}dz + — / 1{9(z) < —qi—a,t dz
mv;l o {9(=) o} - > o {9(=) o}

vj=—1
1 / 1
=— 1{9(z) > q1-ao}dx + — / 1{g9(1 —x) < —q1—a, } dz,
mUZil @ Zaa)do s 3 1 g(t-a) o}

v;=—1
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where in the last equality, we used the change of variables z¥ — 1 — z* when v;=—1. Asdis
odd,

d d
g(1 —z) H (1— %) H ().

k=1

This implies f[o,l]d 1{9(1 —2) < —qi_q, }dz = f[o,l]d 1{—g(x) < —qi—q,}dz = o by the
continuity of ¢. We conclude E[L(X)] = 1.
We now Show that the choice dQy = LdP, satisfies the conclusion of the lemma. As

Ll oo () < ag!, it is sufficient to show that E[L(X) > i1 v3g5(X)] = Aaaoif’d. Indeed, we
have

| Y z% > 1o o
0,145
m 1 m
:Z/ Ujgj(l‘)l{ngj(fﬂ)quao}dfvzZ/ 0;9(2)1{v;g(x) = q1-a,} dx
. R; mjzl [071]d
1
= — > Ql_qn rdr — — / 2)1{g(z) < —qi—_a, +dx
o [ e 2 e 5 e o) < o)

v =+1

where we used the change of variables b(z* — Like— 1) > ¥ in the final equality. When v;=—1

again use the change of variables =% — 1 — z¥ and use g(1 — z) = —g(z) to arrive at

=S /01 1{9(@) > @1 -ag)de — Z/ 9(1 - 2)1{g(1 — 2) < —q1_ny} de

v =+1 v'——l I]d

— Z/ )1{g(z) = q1— ao}d$+* Z/ 9(@) 2 qiap} dz = Doy ga.
01]d = 01]d

v =+1

’

D.10.3 Proof of Lemma D.6

We begin with the simple observation that o2 = 2(5, ) =Ep,, [9]2()2- ))]: we have Ep, [gJQ(X‘ )] =

E[g?(X) | X € Rj] bfl/b 2(bx)dx)? fo o*( . Now, denoting n = n; for simplicity,
odd terms cancel to give

1 1 = _
Lnj =5 [T (L4 Yitvjg;(Xip) + 5 [ (1 = Vistvj;(Xiy)
=1 =1
=1+ D D Yi0i(Xg) - Yigi(Xi)
ke2N2<k<n 1< <ip

=Znj

sv1+4y >1—|—f——1fy>—1 we have

\/ n,j > 1+ Z n,j 2Zn,j
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Taking expectations and noting ]Epglj Znj=0asEp,, [}7,] | )_(ij] =0, we get

1 1 , .
Epp VIng > 1= 5B [Z3]=1-5 > £ 3 Epl0;(X0j)? - 9(Xi)?)
ke2N,2<k<n 11 <<l

_ 1 Y 2k 2k
—ieg 3 ()

k€2N,2<k<n

where we used the fact that X;;’s are i.i.d. in the final equality. Apply the binomial theorem

to conclude
3 <Z> 50 = (14 £20%)" + (1 — 26?)" — 2.
k€2N,2<k<n
D.11 Proof of Corollary 1
Recalling that R, (6; P) > R(0; P) for any p > 1, while for the construction (48) R,(6; Py) =

R(6; Py) because Ep,[Y | X] is constant, we simply recognize that the optimization distance
dopt(, -) is larger for Rp. The proof of Theorem 2 then gives the result.
D.12 Proof of Lemma B.1

First, note that variational form for the LP(P)-norm gives

(B [ELE: (X)) | X,0] - a]) " (54)
= sup {E[n(X,C)(£(0; (X,Y)) —n)] : h:X x C— R measurable, h >0, E[n(X,C)Y] < 1}.
h

For ease of notation, let
e(x) = B[O (X,Y)) | X =], e(z,c) = E[L(0; (X,Y)) | X =2,C =],

We first show the equality (32). To see that “>” direction holds, let € := (I (e(X,C) — n)}) e,
Then, we have

Rpers(0,m) < sup {E[(h(X) + [(X,O))(0; (X,Y)) =n)] : h+ [ >0, E[(h(X) + f(X,C))T] < 1}

h,f measurable

= (E(E[((6; (X,Y)) | X,C] —n)h) " (55)

where we used the variational form (54) in the last inequality.
For the “<” inequality, fix an arbitrary e > 0. If (E (e(X,C) — n)ﬁ)l/q < ¢, then the bound

follows. Otherwise, consider (E (e(X,C) — n)ﬁ)l/q > € > (0. Note that the supremum in the
variational form (54) is attained by

p—1
?L*(l‘, C) — (e(x, C) _ 77)+

(E (e(X,C) — k)T
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Now, define

(e(x) —m)i"

h*(l') = 9
(E (e(X,C) — )2 )/
*(x.c) = 1 elz.c) —mP~t = (e(x) — )P !
P00 = o ((e(w,e) = mi = (e(a) = m) )

—1

so that h* = h* + f*. Since eh* € Hr, and || f*(X, ONlpeepy < 52 , h* and f* are in the

feasible region of the maximization problem that defines R, 1. 5(0,71). We conclude that

(E(E[¢(6; (X,Y)) | X,C] — ﬂ)ﬂ)l/p

< inf { voswp E[(X) + F(X,0)(60: (X.Y)) )] :
€z h,f meas.

-1
Bt f >0, B[(h(X) + f(X.C)7] < 1, eh € Hpp, (X0 pep) < 5}}

Rescaling the supremum problem by 1/€, we obtain the first result (32).

To show the second result, fix an arbitrary e > 0. If (E (e(X,C) — n)ﬁ)l/q < ¢, then from
our upper bound (55)

(Rp,e,L,é(g, 77) V Eqil) — 6‘1*1 <0

so that our desired result trivially holds. On the other hand, if (E (e(X,C) — n)ﬁ)l/q > ¢, then

Ry ers(0,m) = (E(X,C)NPX’C [(E[£(6; (X,Y)) | X,C] — n)ﬁ})l/ P

from our argument above, so the desired result again holds.

D.13 Proof of Proposition 3

We proceed similarly as in the proof of Proposition 2. Letting
Z(ea ; (Xa 07 Y)) = (6(07 (X7 Y)) - 77) (E[g(ev (X7 Y)) ’ X7 C] - 77)?#_1 )

rewrite the LP-norm as

E (E[£(6; (X,Y)) | X,C] —n)~.
(E(E[¢(6; (X,Y)) | X,C] — U)ﬁ)l/q
E[Z(6,n; (X,C,Y))]

(E (E[¢(0; (X,Y)) | X,C] — n)ﬁ)l/q'

(B (E[00; (X, Y)) | X, C] — )2 )7 =

Since (0,7n) — Z(0,n;(X,C,Y)) is pM-Lipschitz, we again get from a standard bracketing
number argument for uniform concentration of Lipschitz functions [77, Theorem 2.7.11]

log £
sup [BIZ(60,n: (X, C.Y)] ~ Ep, [2(0,m; (X,C.V))]| < exds?y o2
ﬂG[O,M] "

(56)

o1



with probability at least 1 — v, where ¢; is some universal constant. Hence, with probability at
least 1 — v, for all § € ©,n € [0, M]

(B (E[(6; (X)) | X,C]—n)7) """ < (BB (X, Y)) | X,C]—n)h) V" Ep [2(0,5(X,C,Y))]
log%

n

(57)

+ (E(E[0(0; (X, Y)) | X0 = n)h) e M?

Next, we upper bound Ez [Z(0,7; (X, C,Y))] by our empirical objective EP@L?(;(Q, n). To
this end, uniform concentration of Lipschitz functions |77, Theorem 2.7.11] again yields

1
Ep (E[((6; (X,Y)) | X,C) =it <E(E[(6;(X,Y)) | X,C] =) + caM? loiv (58)

for all € ©,n € [0, M], with probability at least 1 — ~y. Define the functions

(e(a) = )i

hr(x) := ,
T (B (e, 0) )
Fod) = o 7 (e = = el =),
’ +

and note that
log L
B, [(03() + F(X, O] < 1+ M (B (BL6; (X,Y)) | X,€] =) [ =2 (59)

with probability at least 1 — .
Since our desired bound holds trivially if (E (E[¢(6; (X,Y)) | X,C] — n)ﬁ)l/q < €, we now
assume that (E (E[((¢; (X,Y)) | X,C] — n)i)l/q > €. Since ehy(z) € Hpp, we have

(E (BL(6; (X,Y)) | X,C]—n)%) " /"Ep [2(8,n; (X, C,Y))]

{Eﬁn [hm +/(X.C)

€

< (1 + Tn(77 6))1/q sup
heH L, (v),n:f €EF55(7),pin

(£(0: (X, V) - n>] ‘
Ep [(h(X) + F(X,C))7] < }

with probability at least 1—-, where we used the bound (59) in the second inequality. Combining
the preceding display with the bound (57), with probability at least 1 — 2+,

2 [logl
ClM g ~
ea—1 n

1 ~
(E (E[(0; (X, Y)) | X,Cl = )) " < (14 7(, DY Ry 60y (0:) +
for all € ©,n € [0, M].

52



D.14 Proof of Lemma B.2

We take the dual of the optimization problem

hi + fi
m}?);gﬁ?llze - Z . (¢ (9; (Xz‘; Yi)) - 77)

1=

1 n
bject to h; + fi >0 for all i ;=) (hi+ fi)T <€,
subject to + fi >0 forall i€ [n] n;( + fi)i <e
hi —h; < LP7U||IX; — XG|P for all 4,5 € [n],
Ifi] < 6Pt forall i€ [n]

where h; := h(X;) and f; = f(X;,C;). To ease notation, we do a change of variables h; + %,
fi % and q; < h; + f; which gives

— (X5, Y 60
maximize - Z qi(£(0; (X3, Yz)) — ) (60)
subject to ¢; >0 for all i€ | qu <1,

Lt 1 .
h; — hj < HXZ — X]'Hp for all 4,5 € [n],

p—1
lgi — hi| <

for all i € [n]. (61)

For v e R, A >0, Be R*", £F,{ € R, the associated Lagrangian is

L(g,h, 7, A B, €7, 67) qu (X3, Y3)) — )+17 a+ (1—Zqz>

p—1
- i (L tr(B'D) — h' (B1 — BT]l)>
€

n2
+T 5p—1 -T 5p—1
T ) S ()
n € n €
where D € R™™ is a matrix with entries D;; = || X; — X;||’~". From strong duality, the primal

optimal value (60) is lnf"YGRi,AZO,BERixn,§+,§7€R1 sup,, p, £(q,h Y, A, B, ET €.
The first order conditions for the inner supremum give

1

@ = (0 (G Y0) — iy — € 6), (BL-BT1) = (65— €).

By nonnegativity of B and £,£~, the second equality implies that £ = 2Bl and ¢~ = 2BT1.
Substituting these values and infimizing out A,y > 0 as in Lemma 4.1, we obtain

f L(g,,h, v\ B, €5,67) = p_lf:(e(e-(x- Y))—lf:(B--_B-.)_ )p v
)\>01,I’17€R+Squ}1;) q;,1,7%, - n ’ 2y 1 n ) Jt n +

i=1 j=1
=t & 26P71 &
S I - X By 2 S 1By
i,j=1 ,7=1

Taking the infimum with respect to B € R*" gives the lemma.

o3
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