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Abstract. Let W(¢), 0 <t < T, be a Brownian motion in Rd, d =2,3. We say that x is a cut point for W if x = W (¢) for some
t € (0, T) such that W[0, ¢) and W (¢, T'] are disjoint. In this work, we prove that a.s. the Minkowski content of the set of cut points for
W exists and is finite and non-trivial.

Résumé. Soit W(r), 0 <1 < T un mouvement brownien sur R?, 4 =2, 3. On dit que x est un point de coupure pour W si x = W (¢)
pour un certain ¢ € (0, T) tel que W[0, ¢) et W(t, T'] sont disjoints. Dans cet article, nous montrons que le contenu de Minkowski de
I’ensemble des points de coupure pour W existe p.s., et qu’il est p.s. fini et non trivial.
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1. Introduction

Let W(#) be a Brownian motion taking values in RY. We say that t € (0, T) is a cut time and that W (¢) is a cut point for
the path W[0, T] up to time T > ¢ if W[0,7) N W(t, T] = @. It was first shown by Dvoretsky, Erdés, and Kakutani [7]
that if d > 4, then all points visited by W are cut points for W[0, 0co). If d = 1, then cut points are the same as points of
increase or decrease, and it was first shown in [8] that there are a.s. no such points. If d = 2, 3, the typical point is not a
cut point, but as shown first in [1], with probability one there are cut points. This result was improved in [13], where it
was shown that with probability one the set of cut points in W[O0, 1] (or in W[0, co) for d = 3) has box and Hausdorff
dimension 8§ = 84 :=d — 1, where n = g = & + (d — 2) and £ = &, is the intersection exponent, which satisfies' (see the
end of this section for the notation <)

P[W[0,1 -’ |nW[1+e%2]=2] <€, el

That paper did not establish the value of the exponent. For d = 2, it was shown in [19,20] that & = 5/4, proving a
prediction made by Duplantier and Kwon [5]. The value of the intersection exponent is not known for d = 3, although it
is known rigorously [2,14] that 1/2 < &3 < 1, and numerical simulations [3] suggest a value around 0.58. In this paper, we
make a significant improvement on these results by establishing the existence and nontriviality of the Minkowski content
for the set of cut points.

Let us describe our result precisely. For the remainder of this paper, d will always be either 2 or 3, and &, n, § will be
as in the previous paragraph. We write I" for the set of (continuous) curves y : [0,1,] — R? and I'x,y for the set of such
curves with y(0) =x, y(t,) = y. Unless stated otherwise, we assume that the time duration t, < oco.If y €T, let

T=T,={tel0,]:y[0.0Ny(t,1,]=2} and A=A, :=y(T) (1.1)

denote sets of cut times and cut points of y, respectively.

ISometimes & /2 is called the intersection exponent; in this paper, we will always refer to £ as the intersection exponent.
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Lete = (1,0) or (1,0, 0) be the unit vector whose first component equals one. Let u = o stand for the Brownian
path measure on I'g ¢ (see Section 2 for definition and intuition) corresponding to Brownian paths from O to e. If d =2,
W is an infinite measure while it is finite for d = 3. However, although w is infinite for d = 2, as we will see, if V is any
closed set disjoint from {0, e}, u[{ANV # @}] < 00, i.e., the mass of the set of paths for which there are cut points in
V is finite. The result in [13] implies that w-almost everywhere (that is, except on a set of curves of w-measure zero),
dimy, (A) = §. We will give a similar but stronger result about the Minkowski content of A.

Minkowski content is a natural way to define (random) “fractal” measures on random fractal sets. For every bounded
Borel set A C R?, define the §-dimensional Minkowski content of A by

Conts(A) = lim Conts(A;r), (1.2)
r—00
where
Conts(A; r) = ¢" 47 Vol |z : dist(z, A) < e™"}, (1.3)

provided that the limit exists. Here Vol stands for the d-dimensional volume (Lebesgue measure) in R4,
We then focus on cut points and express Conts(A; r) in an alternative way which is easier to analyze. Let I;(z) =
I (z; A) be the indicator function of {dist(z, A) < e}, let J;(z) = e™ I;(z). and for V a Borel subset of R? set

Sy = [ 4@dz and = tim v, (1.4)
\% §—>00

provided the limit exists. It is immediate by definition that Conts(A; r) = J, ra and (if the limits exist) Conts (A) = Jpa.
The cut-point Green’s functions (one- and two-point) are defined by (provided the limits exist)

GM (@)= lim u[Ji(2)] (1.5)
and
Gz w) = lim p[Js(2)Jsw)], (1.6)

respectively. Here we write p[X] for the integral of X with respect to .
Finally, we define

dist(xy, ..., x,) =min|x; — x|
i#
(with | - | the Euclidean norm) for xy, ..., x, € R4,

We are now ready to state our first theorem on the existence of the one-point Green’s function for cut points.

Theorem 1.1. There exists u > 0 such that ife’b = dist(0, z, €) > 0, then the limit in (1.5) exists. Furthermore, if s >
b+1,

u[Js@] =G @1+ 0(e")], (1.7)
where for some constant cq > 0 depending only on the dimension d,
G"(2) = cqlz| e — z| 7. (1.8)

Before stating our second theorem on the existence of the two-point Green’s function, we need to introduce some
notations. For n € Z*, let D, denote the following set of half-open-half-closed dyadic cubes V in R¥ of the form

<k1 k1+li| (kd kg+1
v=(=L x X
n

o’ n
Let D¢ be the collection of V € D,, such that dist(0, V) A dist(e, V) > 2diam(V) = Vd27"*1 and write

}, ki,....kqeZ. (1.9)

D =U,cz: DL (1.10)
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Define for x € R? and V c R

dist(x, V) = inf dist(x, y) and diam(V)= sup dist(x, y).
yev x,yeV

Note thatif V € D, thenforz,w eV, |z — w| < \/§/2dist(0, e, z,w).

Theorem 1.2. There exists u > 0 such that if V. € D and z,w € V with |z — w| = e? > 0, the limit in (1.6) exists.
Furthermore, if s >b+1,0<p <1,

1[Js@ s p ()] = Gz, w)[1+ O ()] (1.11)
Moreover, there exists 0 < cy < Cy < 00 such that

cylz —w|™" < G™(z,w) <Cylz —w| ™" (1.12)

We could establish the limit and up-to-constant asymptotics of G*(z, w) for all z # w but this is all that we will need
for the next theorem, and it makes the proof slightly easier to restrictto z, w € V € D.

Theorem 1.3. Suppose d =2,3 and V is a bounded Borel subset of R? such that 3V has zero (d — €)-Minkowski content
for some € > 0. Then, except on a set of curves of zero p-measure (abbreviated as j1-a.s. below) the Minkowski content

Conts (A, NV) exists, is finite, and equals Jy (see (1.4) for its definition). In the meanwhile, j1-a.s., Conts (A, N9dV) =0.
Moreover,

p[Conts(A, N V)] = ulJyv] =/ G™M(z)dz.
\4

In particular, w-a.s., this holds for all V € D. Moreover, if V € D,
p[Conts (A, N V)2] = /L[J\%] :/ / G(z, w)dzdw < 0.
vJVv

This theorem, along with a standard procedure (see Appendix A for more details), allows us to induce a measure out
of the Minkowski content of A:

(-a.s. there exists a random non-atomic Borel measure v which is

(1.13)
supported on A such that for all V € D, v(V) = Conts(AN V);
moreover, for all Borel sets U, U’,
ulv)] = / G™(2)dz and pu[vU)W(U)]= // G'(z, w)dzdw. (1.14)
U UxU’

The derivation of Theorem 1.3 from (1.5), (1.6), and the estimates on the Green’s function is essentially the same as
that followed in [16,18] where the Minkowski content of the Schramm—Loewner evolution (SLE) path is established. We
do this in Section 4.5 where we give a general result showing that very sharp estimates on Green’s function convergence
give results about Minkowski content. As in [16,18], the hard work is to establish the result about the Green’s function;
in our case, this is Theorems 1.1 and 1.2.

To prove these theorems, it suffices to show that there exists ¢, u > O such thatif s >b+1land 0<p <1,

| [ Li4p ()] = u[1s@]] < en[I()]e" ", (1.15)
|e” [ Ly (2) Lsip(w)] — [ LD I (w)]| < ep[ L) I (w)]e® ™", and (1.16)
|22 [ Lyt p (D) Ly p )] — [ L) s () ]| < e[ I (2) L5 (w)]e @™ (1.17)

We will now briefly outline the idea for the proofs of (1.15)—(1.17). Let us write 5 (z) for the closed ball of radius ek
about z with boundary 98 (z). Choose large s and let us write B = B_;(z). If y is a curve from O to e that intersects B,
we can decompose y as

y=y @ody”"
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where y~ is y stopped at the first visit to d8; y T is y after the last exit from d8; and w is the piece that connects y~
and y . We start by choosing ¥, ¥ to be independent Brownian motions starting at 0, e, respectively, conditioned so
they reach 913 (this conditioning is not needed if d = 2); we then condition on the event that y T Ny~ = &; finally, given
(y~,y™) we consider the ratio of the measure of the set of paths w with the property that y has a cut point contained
in B_s_, to the measure of those that have a cut point in B. If s is large, then this ratio should depend only on the
part of (y~,y™) near B and this conditional distribution should be very close to a (appropriately scaled) distribution
corresponding to Brownian paths conditioned not to intersect.
Similarly to get (1.16) and (1.17) we decompose paths that first visit Bs(z) and then visit B, (w) as

Y=y Qo ®y* 0o oyt

where y~ is y stopped at the first visit to By(z); y T is ¥ ® after the last exit from By(w); y* is an excursion between
0Bs(z) and dB;(w); and @™, w™ are the paths that connect. (This representation is unique only if there is a single
excursion. But in our case this will be true with very high probability.) We start by choosing (y~, y*, ¥ ™) and then
conditioning that the three paths are mutually disjoint. If s is large (so that ¢~ is small compared to |z — w|), we can
hope that the paths near z and w look like independent samples from this invariant measure. If this is true (with sufficiently
good error estimate), then we can get our result.

The main technical tool to establish this is the invariant measure on Brownian motions conditioned on creating a cut
point and the exponential convergence to this invariant measure.

The choice of g e is just for convenience. Straightforward adaptations imply results about other types of Brownian
measures, such as Brownian path measure in a bounded domain, Brownian excursions, Wiener measures and Brownian
bridges. See Section 4.6 for a brief discussion on how to adapt the proof to the bounded domain case. In [11], a version is
needed for Brownian excursions in two dimensions; see Section 4.7 for the relevant statement.

The motivation for proving this result is more than just curiosity about Brownian paths. Random walk paths often
appear in lattice statistical models and weights are often given in terms of the number of points in particular exceptional
sets. When taking continuum limits of such models it is important to know not just the geometric object but also the
limit of these occupation measures. This enables, for example, analysis of “near critical” behavior as a perturbation of
the continuum critical object. The particular question in this paper arose, indeed, in the analysis of a different model,
percolation.

Thanks to the connection between planar Brownian motion and SLE¢ [19-21], the scaling limit of macroscopic pivotal
points of critical planar percolation locally looks like 2D Brownian cut points. In [10], a natural pivotal measure was
constructed as the scaling limit of the counting measure on pivotal points of the critical site percolation on the triangular
lattice. In our paper, Theorem 1.3 for d = 2 provides another natural measure supported on macroscopic pivotal points.
The equivalence of these two constructions is proved in [11]. Since the Minkowski content definition is more intrinsic and
explicit to work with, this article provides an important input to a program of the first and fourth authors on the conformal
structure of uniform random planar maps based on dynamical percolation, which is governed by a Poisson point process
with the pivotal measure as its intensity.

We start this paper by discussing the relevant facts about Brownian path measures. This gives path decompositions
that allow one to view a Brownian motion going near a point as two independent Brownian motions, the “past” and the
“future”. The next section reviews facts about convergence to the stationary distribution for pairs of Brownian motions
conditioned not to intersect. We also adapt these results to pairs of Brownian motions approaching a point. The proofs of
the main estimates are done next, followed by a general discussion of how the results on Minkowski content follow from
them. The final subsection discusses Brownian excursions in the upper half-plane of R?. The appendix contains various
auxiliary results on measure theoretical issues, Brownian path decomposition, and some Poisson kernel estimates.

Finally, we briefly mention our convention on notations. Throughout this work we use ¢, C, ¢, c, etc., for positive
constants that may depend on the dimension d but are otherwise universal. Additional dependence will be specified at
their first appearance. We write a < b (resp. a 2 b) if there exist a constant C > 0 such that a < Cb (resp. a > Cb). We
write a < b if a < b and a = b and say that a and b are comparable.

2. Brownian path measures

It is more convenient to view Brownian motion as a (not necessarily probability) measure on paths. Here we define
the measures ,uﬁ y for domains D such that 9D is a finite union of disjoint lines and circles (for d = 2) or planes and
spheres (for d = 3). We will consider the domains both “inside” and “outside” of the spheres. Such domains D are
sufficient for our purpose, but we remark that the measure can also be defined for other domains D, provided the domain
boundary is sufficiently smooth. If D =R?, we write just s, y. These measures are supported on Iy, the set of curves
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v(@),0=<t<t, with y(0) =x, y(t,) = y. They will be finite measures except for the case D = RZ2. The points x, y
will be distinct and may be either interior or boundary points of D (or one of each). The definitions are slightly different
for interior and boundary points. We write p; (x) = (271)~%/ 2¢=IxI*/2t for the density of Brownian motion at time . We
write o for surface measure on spheres (area if d = 3 and length if d = 2).

If u is a positive measure, we write |||l for its total mass and w* = /|l for the probability measure obtained by
normalization if ||| < co. To specify a finite (strictly) positive measure s it suffices to give the ordered pair (u*, ||11)).
If y € I'x,y we write yRe I"y x for the reversal of y:

vRo =y, -1, 0=<t<t,.
If 1 is a measure on I' we write u* for the corresponding measure on reversed paths,
wfey=nly:y*ec}

Remark 2.1. We will be integrating a number of measure-valued functions. These can be defined in a straightforward
way as follows. First we define a metric on the space of curves, e.g. we say that the distance between y; : I; — C and
y2 : I — C for finite intervals 11, I C R is given by infy sup,¢; (1y1(t) — y2 (Y (1))| + [¥ (1) — t]), where the infimum is
over all increasing bijections ¥ : I — I5. Then we use the Prokhorov metric to give a measure on probability measures P
on curves, which then generates a metric on finite measures by considering a finite measure as an element of P x (0, 00),
with the second coordinate representing the total mass of the measure. We will not give the details here but only remark
that the random walk counterpart of the path measure we are going to define below is straightforward.

Let py, y s be the measure of total mass ps(y — x) whose corresponding probability measure uﬁ,\,, ¢ 1s the Brownian
bridge measure. We can write

o0
Kx,y :/ Mx,y,sds
0

where the integral is the limit of a Riemann sum. If d = 3, this is a finite measure of total mass

o
G(x,y):/ pi(x,y)dt = ———,
0 2m|x — yl

while it is an infinite measure for d = 2. If D C R¢ and x, y € D, then ,uf y 18 iy, y restricted to curves that stay in D. If

d =2, and Brownian motion exits the domain D with probability 1, then uf y 1s finite with the total mass given by the
Green’s function G p (x, y) normalized so that when D is the unit disk,

1
Gp(0.y)=——logly|. 2.1)

The measures satisfy reversibility, ,uﬁ = [/LQ y]R .

We now define the interior-to-boundary measure as the rescaled limit of the measure defined above. Forx € D,y € D,
define /LQ y as follows,> where n, denotes the inward unit normal at y into D

D -—1imi D xeD, yedD (2.2)
Hay = 810 2 Hxyteny Y : :

Note the factor of 2. For example, if D is the unit disk for d =2 and |y| = 1, then
D ! € : D
|46, y—en, || = ——log(l—€)~ —,  while oy | =1/27. (23)
The boundary-to-interior point measure is obtained by reversing paths:

D piR_y 1 p
wy = [/’Lx,y] =1€1i1(} e Kytenyxn X € D, y€dD. (2.4)

2]t should be noted that, in order to keep the notation light, we do not distinguish the notation here from the case of the interior-to-interior measure

;/,)? , in the previous paragraph. However, there is no confusion as soon as the location of the starting and ending points are specified.
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A similar ideology also allows us to define the boundary-to-boundary measure,

D 1 D : 1 D
My x th_u“y-i-ny,x :161% E“Y—Hlyyxﬁ'nx’ x,ye€aD. 2.5)

If 91, 0y are disjoint subsets of d D, we write
Wiy = / f W yo (dx, dy). (2.6)
a1 J 0o

The measure ZMg)l 5 is often called excursion measure for excursions between 01 and 0, in D.

We can also define the interior-to-boundary measure in the following alternative simple fashion. Let jux 5p denote the
measure of a Brownian motion started from x stopped when it reaches d D (restricted to the event that the path leaves D).
Note that ||zx 5p|l is the probability that a Brownian motion starting at x ever exits D. If x € D, y € dD, we define ,ug y

by saying that if V C 9D, then u, p restricted to paths that exit D at V, is given by fv MQ 40 (dy). In particular,

MxoD = / up o (dy). 2.7)
oD

The Brownian path measures are reversible, i.e., wy x[C] = ux y[{y : yR € C}]. They are also translation invariant
and satisfy the following scaling property. If r > 0, and f;(z) = rz, then we define f; o y to be the image reparametrized
appropriately, i.e.,

Loy = rzty and froy(t)= f,(y(t/rz)) = ry(t/rz).
If we define f o u by f; o u[C]l= ul{y : fr oy € C}], then

Jromxy= ”d_zl"rx,ry- (2.8)

In two dimensions, Brownain path measures also inherit the conformal invariance of the (normal) planar Brownian mo-
tion. More precisely, let D, D’ be two domains satisfying the requirement at the beginning of this sectionand ¢ : D — D’
be a conformal map from D to D’. Thenif x, y € D,

D D’
b oLy = My o0 2.9)

The advantage of using Brownian path measures instead of usual Wiener measure or Brownian bridge measure, is
that it allows for “decomposition” of the path from both directions. We will give the important decompositions. They are
versions of the strong Markov property or “last-exit decomposition”, which is the strong Markov property on the reversed
path. For ease, we again assume that all of our boundary components are lines and circles (for d = 2) or planes and
spheres (for d = 3). For completeness we have included proofs of the identities in Appendix B, but we also refer to [15,
Section 5] for some statements when d = 2.

e Let D be a ball or half-space in R4 (allowing D = R?) and S a line or circle (for d = 2) or plane or sphere (for d = 3)
in D. Let D1, D; denote the components of D\ S. Thenif x € Dy, ye D;,i =1,2,

woy = 1o+ /S [y ® nfylods) (2.10)
Koy =Hoh + [S (10 @ gt Jode),  and 2.11)
uey=ply +/s/s[ﬂf’l“ S ul , ®uy Joder.do). (2.12)

In each of these formulas, the integral term represents (i, restricted to curves that intersect S (notice that if y ¢ Dy,

then pcf‘} = 0). The three integral terms represent decompositions based on: the first visit to S; the last visit to §S; and
both the first and last visits to S, respectively.
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e Let S1, S, be disjoint lines or circles (for d = 2) or planes or spheres (for d = 3) in R¢ and let D be the component of
R4 \ (81 U 82) whose boundary includes both S; and S>. Let D; be the component of R4 \ §3_; that contains S;. Then
if x € S1,y €8y,

woy= [ [ 02 @8 @ loder.de @.13)
1 2

= /S fs (e @ o @ up Jo(der, d). (2.14)
1 2

The first of these expressions is obtained by decomposing y € I'y y as y = y!@®y* @®y? where y* is the first excursion
from S} to S, in D. The second uses a similar decomposition where y* is the last such excursion.

e Let S, Sz, D be as above and assume S3, Sy are lines or circles (for d = 2) or planes or spheres (for d =3) in D such
that every path from S to S, in D must go through S3 and then Sy in that order. Let D’ denote the component of D \ S4
that contains S; on its boundary. Let Do denote the component of D \ (S3 U S4) that contains both S3 and S4 on its
boundary. Then if ¢ € §1, & € 7,

D D’ D D
Moo = /L;2 ,/54[M§1’§3 ® M§3({§4 @ MQ,;Z]U(dQ’ dig). (2.15)

This is obtained by writing an excursion y in D from Sjto S as y =y! @ y* @ y2 where y* is the first excursion
between S3 and $* in Dy.

e Let S1, 52, 83, S4, D be as above, let D3 be the domain bounded by S; and S3 and let D4 be the domain bounded by
S4 and Sp. Then if ¢; € S, & € Sa,

D D3 D D.
Mgy = /S3 /S4[M;1}3 DU e ® MQ‘,‘Q]G(d{s, dis). (2.16)

Here we write y = ! @ y* @ y? uniquely where y! is an excursion from S; to S3 in D3 and y? is an excursion from
$*to §% in Da.

We will need an invariance under inversion that is true for d = 2, 3. Let B; be a Brownian motion with By # 0, and
define

B o) s
= 0(1)2, where / s =1
[Bs (1)l o |IBs]

As in the introductory section we write By (+) for balls of the exponential scaling and omit the center when it is clear
from context, e.g., from here until the end of this section, unless otherwise indicated all balls are centered at the origin.
We let T, = T (B) denote the time at which B hits 9 15;.

Proposition 2.2. Suppose d =2,3 and B, is a standard Brownian motion with 0 < |Bgy| < €. Then the distribution of
Yy, 0<s<o '(Tu(B)) =T-x(Y),
is the same as that of a Brownian motion starting at Bo/|Bo|?, stopped at time T_y, conditioned that T}, < oo.

Note that when d = 3, the law of Y is given by u; o after normalization, where z = By. Also note that if d = 2 then
P[T_; < 0o] =1 so we do not need to make the conditioned statement. It is necessary for d = 3.

Proof. This uses the representation of a d-dimensional Brownian motion as the product of a Bes(d) process for the radial
part and an independent spherical part. The corresponding fact about Bessel processes for d = 2, 3 is well known and
follows from an standard It6’s formula calculation (see for instance [23, Prop 1.1 (ii)] or [24, Theorem 3.6]). O

If d = 2, the path measure (i, y is infinite. However, if we restrict to a particular set of paths, we often get a finite
measure. The following two lemmas are examples of this that will be important to us.

Lemma 2.3. If d =2 and x, y are distinct points, let C = C, , denote the set of paths y(t),0 <t <t,, such that y
does not make two closed loops contained in the annulus A separating its two boundary circles, where A .= Ay y = {z:
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x —y| <l|z— (& +Yy)/2| <2|x — yl|}. To be more precise, C is the set of curves from x to y such that there do not
exist 0 <t| <ty <t3 <ty <t, such that y[t|,2] C A, ylt3,t4] C A and such that (x + y)/2 is not in the unbounded
component of either R2 \ v[t, 2] or R2 \ y[t3, t4]. Then ¢’ := tx,y[C] < 00 and does not depend on x, y.

The geometric significance of the event C is as follows. Suppose !, y? are curves starting outside 3, and stopped at
8Bo. Let x, y € 3By be the terminal points. If y € 'y \ C, there exist s < ¢ such that y(s) € y2, 7(t) € y'. In particular,
the concatenation y = ' @ % @ [¥2]% has no cut points in B.

Proof. The fact that u, ,[C] is independent of x, y follows from translation invariance and scaling, so we may assume
that x = (—1,0), y = (1, 0). For each path we consider the excursions between 93, and 951, that is, let 7o = o1 = 0 and

1 =min{: |y (1| =ez},
and for k > 2,
o =min{t > Tl - |y(t)’ :e}, Tk :min{t >0y : |y(t)| =ez}.

Let U,, be the set of curves from x to y such that 7, < 00, 7,41 = 00. Let g > 0 be the probability that a Brownian motion
starting from a point on d3] makes two loops in A before reaching 95;. We now claim the following, which immediately
implies the lemma

Mx,y[UO NCl=< Hx,y[UO] = GBQ()C, y),

e ylUnNCI< (1= @) ' maxGp,(z,y) <c(l—@)""!, n>0,

|z]=e

2.17)

To prove the claim, we split the path into its excursions between d3; and d3;. More precisely, in, say, the case of Uj
we consider the following segments: (i) the path until hitting 8581, (ii) then the path until hitting d13,, (iii) then the path
until hitting 981, and (iv) finally, the path until hitting y. Recall from the definition of u, 5p earlier in this section that
measures in (i)—(iii) are all probability measures if we do not impose the restriction that the path in (ii) does not make
two loops around A. Imposing this restriction reduces the measure by a factor of 1 — g. We obtain (2.17) by using that
the measure of path segments of the form (vi) is bounded by max;—. G5, (z, ¥). (]

Lemma 2.4. Suppose d =2 and V is a compact subset of R? disjoint from {0, e}. Then
ully : Ay NV #£ 1] < oo

Proof. Let B9, B¢ denote closed balls about 0 and e of radius less than 1 /2 that do not intersect V. Consider C’, the set
of curves y such that there do not exist 0 < #; <t < t3 < 4 such that

e y[t, ] C B¢ and disconnects e from infinity, and
e ylt3,14] C BY and disconnects 0 from infinity.

We claim that if y € I'ge \ C’, then A, NV = &. To see this, let 7_ be the first time that y hits y[r3, #4] and 7, the last
time that y hits y [z, 2]. Then y (t—) = y (¢') for some 13 <t' <14 and y (t3.) = y (¢"’) for some ¢; <t” < t5. In particular,
there are no cut times in (¢_, £3) and there are no cut times in (2, 74 ), which implies that there are no cut times in (f_, z).
But (y[0,t-]1U y[t4, 1,]) NV = &. Considering excursions between 08, and 33, again and the partitioning of I'g ¢ into
Uy, as in the proof of Lemma 2.3 and arguing similarly, we see that for the event C’ we are considering here it still follows
that u[Ux N C'1 < ¢'(1 — ¢)*! for some ¢’ > 0, 0 < ¢’ < 1. Hence, we see that u[C’] < oo. a

The following lemma will be used in the proof of Proposition 3.1 and Theorem 1.2.

Lemma 2.5. There exists ¢ < 0o such that the following holds. Suppose 7', % are two curves connecting the boundary
components of the annulus {1 < |z| < €*}, ending at x, y € By, respectively. Consider the set C"Cly,y of curves w such
that the following two facts hold:

e wNIB; # 0.
e There do not exist 0 <t~ <tt < t, such that o (t7) € 7, w(t ™) e y1.

Then iy ,[C"] < cekd=D13 where ¢ does not depend on x, y.
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Proof. When d = 2, the proof is similar to that of the proof of Lemma 2.3. We consider U, the set of curves from x to y
with exactly n excursions between 931 and 35;. Since U) N C” = & by definition, we only need to consider u[U,, N C"]
for n > 1. When n = 1, we can decompose w as w; @ wy @ w3 @ w4, where w; is the part of w between x and the first
visit to 81, wy the part between first visit to d/3; and first visit to 3By, w3 the part between the first visit to 0B, and the
subsequent visit to 3131, and w4 the rest of w. We can regard w1, w;, and w3 as independent Brownian motions, the latter
two conditioning on their respective starting points. By Beurling estimates, we see that both the probability for w; not to
hit %% and for w3 not to hit ! are O (e~*/?). Hence,

pnluinc”] < ce k2 Irr}axGBk(z, y) < c'e ¥k,
Z|=e

Arguing similarly as in the proof of Lemma 2.3, we also have for all n > 1,

/L[U,; Al C”] < ce k2 |m‘ax G (z,y) < cle k2,
Z|=e

The claim then follows by summing up the inequalities above for n > 1.
When d = 3 we can use a much easier estimate: if x, y € 3By, then the u, , measure of curves that touch 9B is
O (e™%), regardless of the exact position of x and y. (|

3. Invariant measure for non-intersecting Brownian paths

In [12] and [14], a quasi-invariant probability measure was introduced for pairs of Brownian motions in 2 or 3 dimensions
conditioned not to intersect. To be more precise, let X* denote the collection of ordered pairs (yl, yz), where yj :
[0,7,]1— R? with y/ (0) =0, |y/(t;)| = 1, [y (t)| < 1 fort <t;,and y'(0,11N Y20, ] = @.

The quasi-invariance can be stated as following. Suppose (y!, ¥?) have distribution Q* and independent Brownian
motions are started at y ! (¢1), y2(r2), and stopped when they reach 813, for some a > 1. Let (¥, 72) be the paths obtained
by concatenating the original paths with these Brownian motions. Then the probability that 71 (0,71 N $2(0, 2] = @ is
¢~ % and conditioned on this event, if we use Brownian scaling so that the concatenated paths are in X'*, the conditional
distribution on the curves is Q*.

Similarly, let &;* denote the collection of such ordered pairs where the paths start at 9B_;. If y € X', then we obtain
Yk € X by considering the paths starting at their first visit to 93_;. We write Qj for the probability measure on &}*
induced by Q*.

Let us review the important facts for our paper. Suppose Vp, Vi, V, are pairwise disjoint subsets of B_, such that
Vo, Vo U V1, and Vo U V; are closed sets and x; € V;,i=1,2. Let W/ be independent Brownian motions starting at x;

and let Tf . be the first time that the paths reach 93_; where k < n — 1. We refer to such quintuples (Vp, Vi, V2, x1, x2)
colloquially as initial configurations. Let Al = ViU wilo, 7’/ ] and let Ay be the event

Av={(VUA}) N AT = (A}) N (VoUA}) = o).

To make sure the following results make sense, we only consider initial configurations such that A has positive proba-
bility.

Let Qr = Qx(Vo, V1, V2, x1, x2) be the probability measure on X,;" induced by the measure of the paths wl [T_lk, Tol],
W?2[T?,, T] conditioning on the event Ay. Let

Ay = *(dist[W(T!,), AF] A dist[W?(T2), AL]). 3.1)

We recall some facts about non-intersecting Brownian motions. Note that the constants ¢y, ¢z, ¢, u below are all
universal, depending on dimension only.

The key steps in [13] to establish the Hausdorff dimension of cut points were the following estimates. The first is
almost “obvious”: if two paths avoid each other then there is a good chance they are far apart. Note that here our setting
is more general than that of the references given below (in [13] no initial configuration was considered, in [12,22] the
authors only consider the case Vo = @ and x, y on dB_;), but the proofs carry through in exactly the same manner. In
Sections 4.6 and 4.7 there will indeed be scenarios where taking non-empty Vy’s is necessary.

e Separation lemma ([12, Lemma 3.4], [22, Lemma 3.2]): There exists ¢ > 0 such that

P[A; > 1/10]Ag] > c. (3.2)
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e Separation-at-beginning lemma: There exists ¢ > 0 such that if x;, x, € 95_, and A, > 1/10, then
P[Ir|Ak] > ¢, (3.3)
where
L= {W/[0,T/]nB_, C {z:1x; —zl <e™"/100}, j = 1,2}.

For d = 3, see [22, Proposition 3.10]. For d = 2, one can run a similar argument, where one replaces [22, Corollary
3.9] by [12, Lemma 3.8] as the main ingredient.

o Separation-at-both-ends lemma ([13, Lemma 3.7]): Occasionally we need to use the two separation lemmas at the
same time. Assuming the same as the separation-at-beginning lemma, there exists ¢ > 0 such that

P[{Ax = 1/10} N Ik Ag] = c. 34

By the Markov property of Brownian motion, in the case that Vy, V, are single points on d53_, sufficiently separated one
can get submultiplicativity, which implies the existence of the intersection exponent £ and the estimate (see [19])

P(Ag) = e~ EFon, (3.5)

For general (Vy, V1, V2, x1, x2), the estimate (3.5) together with Markov property implies that there is a uniform constant
¢ € (0, 00) such that P[Ag] < caP[A,_1]e 5"; and the estimate (3.5) together with the two separation lemmas (see
e.g. [12, Proposition 3.11] to see how this is achieved) implies that there is a uniform constant ¢; € (0, co) such that
P[Ag] = ¢ P[Ap—1]e 5", Thus we have obtained the following up-to-constant estimate:

e There exist 0 < ¢; < ¢y < 00 such that
ciP[A,_1]e™" <P[Ag] < c2P[A,—1]e ™. (3.6)

Equivalently, we can rephrase this estimate as follows:

e For any initial configuration (Vy, Vi, V2, x1, x2), there exists 0 < ¢ < ¢z < oo depending on the initial configuration
such that

cie <P[Ag] < ce 8. (3.7)

The final fact deals with convergence to the invariant distribution.

e Recall the definition of QZ and (Sk = Qk(Vo, Vi, Va, x1, x2) at the beginning of this section. There exist universal
constants ¢, # > 0 such that

drv(Quy2, Q}; o) < ce™™. (3.8)
Here and throughout this work we use dtv (-, -) to denote the total variation distance between two probability measures.

In [12] and [14] the measure Q* was constructed and it was shown that the total variation distance goes to zero
uniformly, but the estimate was not exponential. For the exponential rate see [21] for d = 2 and [22] for d = 3. These
later papers actually treat a slightly more general situation, but a particular case of them gives the marginal distribution
on one path, and the distribution of the second path given the first path, is determined as an k-process. These arguments
could be simplified somewhat in our case. Let us summarize the main idea.

Let us write 9 = 95_. Consider Brownian motions W1, w2 starting on d,,. We will consider the conditional distri-
bution on W10, Tol], w2[0, T02] given Ag. We consider this as a probability measure on ordered pairs of curves which
depends on an initial configuration (Vy, Vi, V2, x1, x2). Let y = (y1, y2) and ' = (yl’ , yz’) be two pairs of random curves,
whose laws are such measures with possibly different initial configurations. Let y; = (ykl, ykz) and y{ = (¥} I y,éz) be the

curves stopped at time 7"/ - We write y; =; p; if the pairs of paths agree from their first visit to ;4 to their first visit to
dx. Both the existence of the invariant measure and the estimate on the rate of convergence come from the following fact.

e If 7, y' have different initial configurations in B_,, we can couple ¥y, ¥ such that they each have the distribution of
the paths given Ag and such that, except on an event of probability O (e™*"),

Y0 =n/2 V-
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Let us explain a little bit about this coupling. The two distributions we are coupling are those of the pairs of paths
given Ag. We view ¥y, Yn—1, Yn—2, - - -, Yo as a non-homogeneous Markov chain whose states are pairs of paths. When
we write y; =; ¥, we mean that the paths agree from their first visit to 94 ; to the first visit to d;. The time durations of
the paths up to the first visit to dy; may be different.

Unlike some coupling rules, this coupling allows for occasional decoupling of paths. Suppose that y; =; ¥/, that is,
the paths agree from 04 ; to d¢. Then one can show that, the conditional distributions of the remainders of the paths have
total variation distance bounded above by O (e~%/). This takes a little work, but roughly this is because paths that are not
going to intersect do not want to return to 94 ;. Given this, we can couple 71 and p,_, such that, except on an event of
probability O(e~%), we have Vi—1 =j+1 yk’_l. If they are decoupled, we say yx—1 =o yk’_l. If the paths are decoupled,
one can use the separation lemma followed by the separation at beginning lemma to find a way to couple the paths in the
next step with positive probability. Once one has this, one compares to a simple Markov chain on the integers that moves
from j to 0 with probability O(e~%/) and otherwise from j to j + 1. It is not hard to see that this Markov chain has
probability at least 1 — O (e™") to be at a location to the right of n/2 at time n for some u > 0, regardless of where it
started. For a proof of this, see Proposition 2.32 of [17].

Although not needed in this work, it is worth mentioning that a variant of the above coupling scheme® gives the
following precise asymptotics of the non-intersection probabilities. There exist a universal # > 0 and

c=c(V, V1, V2, x1,x2) < P[A; 1]
such that
P[Aol=ce *"[1+ O(e™)], (3.9)

where the error term is uniform.

We will need a variant of this proposition where the Brownian motions tend to a point in R? rather than to infinity.
The results follow almost immediately given invariance of (time changes of) Brownian paths in d = 2, 3 under inversion,
see Proposition 2.2.

We consider the set of paths “started at infinity stopped when they reach the sphere of radius e about the origin”
and denote it by ). Let Z; denote the set of ordered pairs of paths 7 = (y!, ¥?) € Vx x Vk. The probability measure
Q* induces via inversion a measure g on Z;. We normalize so that | go|| = 1; in this case, we also denote it by Q. For
other k, we normalize so that ||gi || = eX4=2) If j <k, to get ¢ j from g we do as before:

e Choose (y!, y?) from g, and let x, y be the endpoints.

o Start independent Brownian motions at x, y; stop them when they reach B;; concatenate these with the original paths;
and kill the process if one of the paths does not reach B; or if the concatenated paths intersect.

o Then the measure restricted to pairs that have not been killed is g ;.

Let J be the set of doubly infinite curves y : (—o0, 0c0) — R? with y (1) — oo as t — Fo00. We consider two such
curves the same if they are time translates of each other. Let J; be the set of such curves that intersect Bg; in this case
there is a first and last intersection, and hence we can write y uniquely as

1 21R
y=v @0a[y’]",
where (yl, y2) € Zi. Let 7% C Ji be the set of such curves that have a cut point in Bi. We define the measure 7y on J' k

as follows:

e Choose (y!, y?) from gy, and let x, y be the endpoints.
e Choose w from p, , and then restrict the measure to curves y = y'owa[yrR e gk

Note that if j < k, we can also get r; by changing the second bullet to
o Choose w from p,, y and then restrict the measure to curves y = yieod [y ReJgl.
We get the following properties.

e There exists c, € (0, 00) such that

7]l = cxe™. (3.10)

3In this variant, we construct the quasi-invariant measure Q* on X* by finding a consistent family of positive measures Q; on le‘ rather than working
with a probability measure out of conditioning only.



466 N. Holden et al.

21R
1

set with fast-decaying measure (with the help of Lemma 2.5), w stays in By 2. This implies that in this case, if there is a cut point

21R
1

Fig. 1. We further decompose y! and [y at first entry of By />. Under the conditioning and restriction, excluding an exceptional

of “blue-green-blue” part of the path on the segment w, it is a global cut point of yl Dwdly
inequality of (3.12).

as well. This implies the second

Note that here the factor of e*t¥@=2) cancels for d = 3 because of the scaling rule for i, y. To see ¢, < 00, one simply
applies Lemma 2.5. The fact that ¢, > 0 seems trivial given the existence of cut points for Brownian motion, but it
does require some justification. As some ingredients will not be available until Section 4, we will postpone its proof to
Section 4.3. Note that nothing in between requires this fact.

We now consider paths of finite length. Let ;\?k denote the set of ordered disjoint pairs of curves 7 = (y !, y?) starting
in B‘ and ending at their first visit to dBp; let X} be the set of such ordered pairs of curves that start on 8Bk For each
y € Xk, there 1s a unique 7% € A} obtained by starting the curves at their first visits to dBx. If 71, 7 € Xk, we write
yi=k Y2 if y yl = 2( ), that is, if the curves agree starting at the first visits to 9 5.

There is a natural bijection between X and A}" obtained from inversion as in Proposition 2.2 (being careful about the
time change). Let Q. denote the probability measure on X} induced from QZ. With slight abuse of notation, for any j > 0
and x € R?, we will also write Qi and X} for the corresponding measures and sets of curves from 9B8;_;(x) to 98_;(x)
obtained by Brownian scaling and translation.

Ify= (yl, )/2) € /’?k or Z¢y with terminal points x, xo € 33y, and a > 0, let /ﬂ’“ denote ty, x, restricted to those
curves  such that there exists a cut point of y! @ w @ [y2]¥ contained in B_,. Let

O, (7) =[] and D ()= |1 [ues] |- (3.11)

It is easy to see that for a > 0, Q[®,] is equal to c,e~*" from (3.10). We write d)ék)(;?) =, ()7(]‘)) where )7(/‘) is the
truncated version as above. Note that (Dflk) > @,. Observe that if w C By/2, then a cut point of Y2 @ w @ [y2k2R s

also a cut point of y!' @ w @ [y?]R. See Figure 1. Applying Lemma 2.5 to w, we see that there exists ¢ > 0 such that if
k > 1, then
- kj2) =\ _ = _ —k(d— - k(d—
4 (7) < 0472 (7) < Bu ko (7) + ce KTV < @y (7) + ceTHATD, (3.12)

See Figure 1 for an illustration. As a consequence of (3.12),

QI®,] < Q[@Y"?] < QI®,] + ce<@=D/6, (3.13)

We now state and prove the main claims of this section.

Proposition 3.1. For k > 1 and Q a probability measure on P?k, let Qy denote the measure induced on Xy by Q. Then
there exists ¢ > 0 such that if a > 1/10 (see (3.10) for the definition of c.),

|01®,] — cre™ | < c[e ™ D0 - dry(Qk 2, Quy2) - (3.14)

The condition a > 1/10 is only needed for d = 3 to guarantee that ®, is uniformly bounded.
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Proof. By definition, Qi /2[®4] = Q[@flk/ 2 (¥)]. Hence (3.13) can be rewritten as

QI®,] < Qua[Py] < Q[@y] 4 ce K@=D/E, (3.15)

Similarly, the inequality above also holds if we replace Q by Q. Moreover, by (3.10), we see that Q[®,] = c.e™?".
Hence, it follows that

|Q[®4] — cxe™ | < ce D0 4 dry(Qrp2, Qip2) sup @u(¥).
veXk2

When d = 2, it follows from Lemma 2.3 that supye)?k/2 ®,(y) < 00. When d = 3, since a > 1/10, the finiteness of
SUPye % » ®,(y) follows from the same type of argument as in the proof of Lemma 2.5 for the case of d = 3. This finishes
the proof of (3.14). (]

The following spatially-inverted version of (3.8) (see Proposition 2.2 for more details on the inversion) controls the
total variation distance on the right side of (3.14). Suppose Vy, Vi, V, are pairwise disjoint subsets of {|z| > ¢¥} and

xje€V;, j=1,2,suchthat Vp, Vo U Vi, and Vy U V; are closed sets.We again refer to such quintuples (Vp, V1, V2, x1, x2)
colloquially as initial configurations. Let W,!, W,2 be independent Brownian motions starting at x1, x2 and, as before, let

I/ =V;UW/[0,Ty], j =1,2, where Toj is the time at which W/ first hits 3. For m < k, let Q,, denote the probability
measure on A&, obtained by considering WIT,], Toj ], j =1, 2,conditioned on the following event?

{(urh)nrr=r'n(vur?)=e}({1). 75 < oc}.

Again, to make sure our results make sense, we only consider initial configurations such that the event above has positive
probability before conditioning.

Proposition 3.2. There exist u, ¢ > 0 such that for all (Vy, V1, V2, x1, x2) as above,
drv(Qxk2, Quy2) < ce ™k, (3.16)

Before we end this section we state without proof the following observation which will be implicitly recalled repeatedly
in the next section.

Observation 3.3. Suppose z ¢ {x,y} and s > 0. Then there exists C only depending on |x — z| A |y — z| such that
Mx,y(E*(2)) < Ce™™, where E°(z) is the event that there is a cut point in B_;(z).

4. Proofs
4.1. Proof of Theorem 1.1

Let us fix z € R? \ {0, e} and write
AO _ { .3 —k
=1y €lge:dist(z,y) <e }

Moreover, for y € Ag, decompose y at first hitting of and last exit from B_;(z) and write these truncated paths as y; and
y2. Then we write

A= {y € Ag Y1Nyr = @} and O = {y €[yt dist(z, A)) < e_k}.

Note that Ag, A, O decrease with k and ©; C Ay C Ag. Welet S = 0B_(p44)(2), D = RZ\ B_(b+k)(z) and write

o= [ [ 1B x ubdtycamslotdr. ). @
SJS

4The conditioning on {TO1 s TO2 < oo} is redundant if d = 2.
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To prove (1.7), it suffices to show that there exist positive cy, ¢/, u, and m (all independent of z) such that if dist(0, z, e) >
e’ thenfork>mand1<a <2,

|1L[Oktbtal/gr — cxe™ ™| < c'e k. 4.2)

Indeed if we write f; = f;(z) =logu[J;(z)] =nj +logu[®;], then (4.2) implies that for 1 <a <2,k >m,

—uk
| firbra — frab1l <ce™

(both ¢ and all other constants below depend only on ¢/, u, and n). By summing we see this holds for all ¢ > 1 for a
different constant ¢ and by exponentiating we see that for j >k >m + 1,

wlJjrp] = ullksp ][ 1+ O(e_”k)],

in other words, w[Ji] is a Cauchy sequence. This confirms (1.7), hence (1.5).

We now prove (4.2). Let B = B_,_¢(z). Any path in A2+k can be written as y =y @ 0 ® [y where y!is y
stopped at the first visit to S = 9 B, which we denote by x; [2]® is the reversal of y X stopped at the first visit to S, which
we denote by y; and w is chosen from I'y . In other words, u restricted to Ag 4« can be written as

Z]R

/S/S[M(?,x @Mx,y @Mﬁe]o(dx, dy), (43)

where D =R?\ B.
Let O p be the probability measure on a pair of paths (y1, y2) given by

1
Op((y, ) €)= g—k/S/Sué),x X 1B e[y np=a (1. 2) € o (dx. dy), (4.4)

where gy is defined in (4.1). We let Q stand for Qp after appropriate scaling and translation so that Q fits in the setting
of Propositions 3.1 and 3.2, where we let

(Vo, Vi, Va, x1, x2) = (2, {0}, {e}, 0, e). 4.5)
Recall the definition of ®, before Proposition 3.1. It is not difficult to see that

O[P,] = ul[Or1ptal/gk-

Applying Propositions 3.1 and 3.2 to Q, we see that uniformly for a € [1, 2], there exists ¢y, ¢, ¢/, u > 0 such that
|0[®,] — cxe™ | < c[e ™ @7D/0 4 dry(Qupa, Qu)] < e . (4.6)

We now prove the second claim (1.8). Consider (Lo, o0, the path measure between 0 and infinity, defined in the following
manner. More precisely, let K > 0 and write

0,00 = /S o &P o (o),

where S = {|z| = K}, o is the surface measure on S, and v£ o 18 the excursion measure on {|z| > K} from ¢ to infinity,
defined as the limiting measure of Brownian motion from (1 +¢€)¢ conditioned to avoid {|z| < K} before hitting {|z| = L},
ase€ — 0 and L — oo (when d = 3 we can consider the infinite Brownian motion conditioned to avoid {|z| < K} directly),
with total measure reweighed by 1/K. It is easy to check that the definition is consistent for any choice of K and that
140,00 Satisfies the same scaling property as fig.e in (2.8). Note that this definition is mainly interesting for d = 2, as in the
case of d = 3 the path measure j1(  is merely a constant multiple of the law of a Brownian motion started from O.

Now, let ¢ be the inversion map on R? with respect to the circle/sphere {|y — e| = 1} and consider the path measure
0,00 defined by the pushforward of 110,e by ¢, which is supported on paths from 0 to infinity. By the inversion invariance
of the trace of Brownian motion, the law of the trace (and hence of the set of cut points thereof) induced by ¢y o, and
140,00 are the same up to multiplication by a deterministic constant.

Under this setup, the first claim (1.7) still follows. In this case, thanks to the scaling property and rotation invariance
of o, 0. We know that the corresponding cut-point Green’s function is given by

Gooo(@) =clz|™" 4.7)

for some ¢ > 0. Taking into consideration the covariant derivative, we obtain (1.8), the explicit formula of GU(z).
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4.2. Decomposition of paths and up-to-constant two-point estimates

In this subsection, we will introduce various notations regarding path decomposition and prove a preliminary up-to-
constant two-point estimate, which serves as an archetype of such argument. Variants of this estimate will appear more
than once in the subsequent subsections.

We fix z,w € V € D, with |z — w| = e~?. Note that |z|, |w], |z — e|, |w — e| > 2¢~?/y/3. We will write B; =
B_(b+3k)(2), Bi = B_(p+36) (W), B2 = B_(p43k+a)(2), Bé = B_(p+3k+a))(W), S = 9By, S = E)B{ and let D denote the
unbounded domain bounded by S and §’.

Let V={y €ge:3s <tsuchthat y(s) € By,y(t) € Bj} and V' = {y € [ge : 35 <t such that y(s) € B}, y (1) €
B1}. We can focus on V), which is sufficient due to symmetry.

We start with the decomposition of paths. A path y € V can be written as

y=y'ewereney" 4.8)
where

e y!is y stopped at the first visit to S; we denote the endpoint by x,

e the reversal of y2 is y started at the last visit to S’; we denote the starting point by y,

e y™* is an excursion in D starting on S ending on S’; we let x’, y” denote the initial and terminal vertices of y*, and
e w €l yv,wmely,.

This decomposition is not necessarily unique. For a given y, the number of such decompositions is the number of excur-
sions from S to S in D that are contained in the path. However, if y € V' \ V', the decomposition is indeed unique. Later,
we will see that paths in V' N}’ that contain cut points in B, and B} will form an exceptional set of smaller measure, and
are hence negligible.

In order to avoid the issue of non-uniqueness of the decomposition, we now consider a new measure it defined through
concatenation of paths and work mainly with this measure. In a moment we will see that it will not differ too much from
w for our purpose in this subsection.

Let I be the measure on quintuples of paths (y !, w1, y*, w2, y2), as well as (slightly abusing the notation) the induced
measure on ['g ¢ of the concatenated path y = Y ®w @ y* ®wr @ [y?1%, constructed as follows:

e First choose y!, y2, y* independently from the measures:
— Brownian motion started at 0 stopped upon reaching S (for d = 3, restricted to the event that it reaches the ball),
— Brownian motion started at e stopped upon reaching S’ (for d = 3, restricted to the event that it reaches the ball), and
— the excursion measure in D from S to S, i.e.,

/S/’ /Lf/,y/a(dx’)o(dy’),

respectively.
e Given (yl, y*, )/2), and hence (x, y, x’, y), choose w1, wy independently from My and wy , respectively.

Let U be the set of quintuples of paths (yl, w1, Y, ws, yz) such that after the concatenation (4.8), w; contains a cut
point of y inside B; and w; contains a cut point of y inside Bé. Note that if (yl, w1, Y, ws, yz) € U, then the event Ny
define in (4.9) necessarily occurs. Let V be the subset of V induced from ¢/ , 1.e. consisting of paths y concatenated from
(', w1, y*, w2, ¥?) €U according to (4.8).

Remark 4.1. Restricted to V, u is dominated by & (regarded as a measure on [y ¢). To see this, we decompose the paths
in g ¢ in a unique way, such that y* is the first excursion between S and §’, and then observe that when comparing p
with [t there are additional constraints on the path w; associated with w since it is not allowed to make excursions from
S to §’. Moreover, it is not difficult to see that u agrees with ;t on V' \ V', the set of paths that has only one excursion
between S! and S2.

We now construct a measure Py as follows: choose y!, 2, y* independently from the measures:

e Brownian motion started at O stopped upon reaching S (for d = 3, restricted to the event that it reaches the ball),
e Brownian motion started at e stopped upon reaching S’ (for d = 3, restricted to the event that it reaches the ball), and
e the excursion measure in D from S to S/, i.e.,

/;/, Mf/‘y/a(dx’)o(dy’),
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Fig. 2. Illustration of the proof of Proposition 4.2. If we write k next to a circle or circle arc, then this circle or circle arc has radius ek

(up to now everything is the same as the construction of it except we do not patch up with w; and w;) and finally restrict
to the event Ny

Nozz{ylﬂy*:ylﬂyzzy*ﬂyzzg}. 4.9

From the definition we see that
I Poll = / / ng, x Mf,,y, x u® [Nolo (dx, dx")o (dy', dy). (4.10)
'x S JSxS :
The next proposition gives an up-to-constant bound on ||Py]|.

Proposition 4.2. There exists a constant ¢ > 0 that depends on V but not on z, w, such that

¢lem BTN < 1Py || < cem O FEM, (4.11)

Proof. We start with decomposition of paths. See Figure 2 for an illustration. By the definition of D and basic geometric
calculation, if Z is the midpoint between z and w then 0, e ¢ B_;.10.1(2). We further truncate yl and y2 upon reaching
the ball B_p10.1(2Z). More precisely, we let yé (resp. y(%) denote y! (resp. y?) until reaching B_; 1.1 (Z). Note that by the
definition of D, we also truncate ! from first entrance to 3_,(Z) until it stops upon hitting S and call it yll. Similarly,
we truncate y2 from first entrance to B_;(2) until it stops upon hitting S” and and call it yIZ. We call the middle pieces
yl\l,l and yl\z/[ such that y! = yé ® 7’1\1/1 @ yll and y2 = y(% @ VI\%I ® ylz.

We then consider the excursion y*. Write y* = [, 18 & v @ %, where [y,*]R equals y* from the beginning until the
first exit from B_,_(z), ¥, equals y* from the last entry into 3_;_;(w) until the end, and y;} is the middle segment,
which is a curve from d8_p_;(z) to dB_p_1(w). We further decompose y,* at its first entry into B_,_2(z) as y,* @y,
and decompose y,; as v * @ y,, similarly.

The probability of paths yé, yg) reaching B_j10.1(z) without intersection is bounded above by Oy (e~), thanks to
(3.7). The measure of the set of paths yll, v, reaching S with no intersection is bounded above by a constant multiple of
e~ 3kn, again thanks to (3.7), and the same holds for paths ylz, ye reaching S " with no intersections. Note that here v, and
Ve are Brownian excursions, but y,> conditioned on its initial point is a restriction of the probability measure given by a
Brownian motion while the total mass of the measure governing y,”* is uniformly bounded and the same statement holds
for y.5, hence the non-intersection probability estimates remain valid. The implicit constants here (and below) satisfy the
same dependencies as the constant c¢ in the statement of the lemma.

To obtain the upper bound in (4.11), we first sample the truncated parts discussed above, then patch them up with the
middle parts yl\l,l, v, and Vh2/1 whose total measure is uniformly bounded (the boundedness of the total mass of y% comes
from Lemma 2.3, as the complement of the event C in that lemma will force y* to intersect ¥ ! and y?2).

To show the lower bound of (4.11), when considering yé and y(% we do not only restrict to the paths that are non-
intersecting, but also that they are well-separated in the following sense: writing vy, v2 € B8_p10.1(z) for the ending

]R
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points of y(l) and yé, respectively, we say that yé and yg) are well-separated if
dist(yg, v2) Adist(yg, vi) = e 201 /10. (4.12)

By the inverted version of the separation lemma (3.2) and (3.7) the measure of paths yé, y(% reaching B_p10.1(Z) without
intersection and are well-separated is bounded from below by a constant multiple of e 7.

We now further decompose yll at its first entry into B_;_»(z) as VI%) ® yﬁ and decompose y12 as ylzo ® yﬁ similarly.
When considering yﬁ and y,” we do not only restrict to the event such that they are non-intersecting, but also that they are
well-separated at both ends in the following sense:

e letting u1, u, be the starting points of yﬁ and y,’, respectively, and writing eV = b2 /50,
Vit € Bb—2(2) UB_p(u1) and y; € B_p_(z) UB_y (uy);
e recalling that x, x” € S are the ending points of yﬁ and ., respectively,
dist(y, x') A dist(y2, x) = e~ @0 /10. (4.13)

By the inverted version of the separation-at-both-ends lemma (3.4) and (3.7), assuming that dist(u, u,) > e~b72/10, the
probability that yﬁ and y, are non-intersecting and well-separated at both ends is bounded from below by a constant
multiple of e ~3%7. We impose the same restriction on V4 and yl%. The total measure of paths that satisfy theses restrictions
are still bounded from below by a constant multiple of e‘b”[e_3k"]2. Now, when we patch up with 71\1/1’ VI%)’ V5K, Ve,
ok, yl%), and yl\z/[, we claim that the measure of paths such that Ny occur is bounded from below by a universal positive
constant. To see this, we note that conditioned on other parts of the paths and on the event that they are well-separated as
mentioned above, one can impose mild spatial restrictions to each path to be patched (i.e., forcing each of them to stay
in a certain region) as to ensure N still occurs; these regions can be chosen in a way such that the size of each region as
well as the distance between the boundary of this region and the starting and ending points of the respective path are of
the same order as the distance between the starting and ending points, where the constants are universal regardless of the
conditioning, in particular the actual location of the starting and ending points; hence the measure of each path obeying
its respective restriction is bounded from below by a universal positive constant regardless of their starting and ending
points. This confirms the lower bound of (4.11). O

4.3. Proof of the positivity of ¢y from (3.10)

Before working on the proof of Theorem 1.2 we make a brief detour and prove the the positivity of ¢, from (3.10) as
finally all ingredients are available and we can no longer delay its proof since this fact will be needed in the proof of
Theorem 1.2.

Recall notations above (3.10). In this subsection, balls are centered at the origin if the center is omitted in the notation
and B(x, r) stands for a ball centered at x of radius r.

Note that to prove the positivity it suffices to consider the case of k = 0. We are actually going to show a stronger
result, namely that there is a positive u-measure such that y has a set of cut-points in By of Hausdorff dimension at least
6 = d — n (recall the notation from Section 1). Proofs of this type first appeared [13, Proposition 2.2], where cut times
rather than cut points were considered. This seemingly small difference makes it difficult to directly infer the positivity
of ¢, here. Hence we need to adapt the strategy, and derive a “spatial” version of [13, Proposition 2.2] tailored to fit our
setting in this work.

We start with the classical tool for proving lower bounds on Hausdorff dimension.

Lemma 4.3 (Frostmaﬂ’s Lemma [9, Tlleorem 4.13)). Suppose X C R? and let v be a positive measure supported on
X with v(X) > 0. For § € (0, d], let the §-energy, I5(v) be defined by

L;(v) :=/ / ls — t|_§dv(s) dv(t). 4.14)
Re JRd
If I5(v) < 00, then the Hausdorff dimension of X is at least .

5The well-separatedness near x, x’ € 35 is not really necessary for this proposition, however it will be vital for the lower bound in the cases where we
need to patch up @ and wy.
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Before stating and proving the main ingredients, we need to introduce the following notion of “well-separation”,
similar to (4.12) and (4.13) from Section 4.2, which incorporates the inverted version of (3.1):

e wecall 7 = (y!, y?) € 2y with ending points x, y € 3By well-separated, if
A :=dist(y', y) Adist(y?, x) > 1/10.
It is not difficult to see that the claim of this subsection follows from the following lemma and proposition.

Lemma 4.4. There exists ¢ > 0 such that
Q[A" > 1/10] =c.
This lemma follows from an inverted version of the separation lemma (3.2).

Proposition 4.5. There exists ¢ > 0 such that for all x, y € dBg such that |x — y| > 1/10,
Wx,yl w is good and makes a set of cut points of dimension > 8 in B_1 ] > c,

where w is good if for o = w™ ® w* ® w™ with

e w is w stopped at the first entry of B_1;
e w* is w chopped from the first entry of B_| to the last exit thereof,
o wt is the rest of w (i.e., from the last exit of B_| until the very end),

one has

e 0~ CByUB(x,1/50);
e w*CB_ys;
e vt CByuU B(y, 1/50).

Observe that if w is good, then all cut points of w in B_1 are global cut points of y! @ w @ y? for any well-separated
r'.v?) € 2.

Proof. We follow the same strategy as the proof of [13, Proposition 2.2], constructing a measure that satisfies the require-
ment of Lemma 4.3. The crux of the argument is to derive a lower bound on the one-point estimate and an upper bound
on two-point estimate, i.e., analogs of (4) and (6) of [13].

We now fix x, y € a8y such that |[x — y| > 1/10. Note that none of the constants below depend on x, y. Recall the
definition of the set of paths C from Lemma 2.3. For r < 0, write

A(z,r) = {a)ﬂBr(z);éQ}ﬂ{a)lﬂw3=®}ﬂ{w2€C} 4.15)

where we decompose w = w1 ® wr @ w3 as follows:

e w1 is w stopped at the first hitting of 95, (z);
e w3 is w from the last hitting of 35, (z) until the end;
e w; is the part of w in between.

Let Z, ={x € e "Z% : B_,(z) C B_1}. We now define a random measure

V(@) :=e" Y " lacn(@U;,

2€Z,

where U, , is the Lebesgue measure supported on B, (z) with total mass 1. We now claim that it suffices to show the
following one- and two-point estimates:

e There exists ¢ > 0 such that
1x.y[#{z € Zr1 A(z,r) holds}] = ce™. (4.16)

This is the analogue of [13, equation (4)].
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e There exists ¢’ < 0o such that
1ey[(#{z € Zr5 Az, r) holds})?] < /e 4.17)

This is the analogue of [13, equation (6)].

By an argument similar to the proof of [13, Proposition 2.2] (see below [13, equation (7)]) (4.16) and (4.17) imply that
there is an event of positive ©-measure on which any subsequential weak limit of v, has finite (§ — €)-energy (see (4.14)
for the definition) for some € > 0.

Let v denote one of the subsequential limits defined above. It is not difficult to see that on that event, v is supported on
the set of cut points of w in 5_; and admits no mass on w’s that are not good.

To prove (4.17), it suffices to show that there exists ¢’ < oo such that for all zy, z5 € Z;,

fey[Az ) N A2, )] <zt — 2ol 7T (4.18)

This is the analogue of [13, equation (5)].
To see that (4.16) holds, it suffices to show that for any z € Z,,

Mx,y[A(Z’ r)] > ce"

where the constant ¢ does not depend on the choice of x, y, or z. Similarly to how we argue the lower bound in Proposition
4.2, the probability that w; and w3 arrive at B, (z) without intersection and well-separated at both ends is bounded from
below by a constant multiple of ¢’ and the measure of w, such that A(z, ) holds given that w| and w3 are well-separated
is uniformly bounded from below by a universal constant.

The universality of the constant ¢ comes from the following observation: decomposing w; and [w3]¥ at first entry of
B_0.5(z), then the probability of the inner parts to hit 5,(z) non-intersecting and well-separated a la the separation-at-
both-ends lemma is bounded below by coe”” where ¢ is universal given that the starting points are well-separated, and
in attaching the outer parts the total measure of paths that do not destroy the non-intersection is bounded below by a
universal constant (note that By and B_¢ 5(z) are “on the same scale”), thanks to the separation at the beginning for the
inner parts.

We now turn to (4.18). Similar to the definition of V and V', a priori we need to decompose w in two ways, but thanks
to the symmetry it suffices to consider one: consider the decomposition of w asw =g o1 D g* D02 & [gz]R similarly
as in (4.8) but with S and S’ replaced by 35, (z1) and 853, (z2), respectively. Define a new measure /i, , on the quintuple
(g1, 01, g%, 02, g2) as well as the induced measure on ['x,y. By Remark 4.1, to obtain the upper bound in (4.18), it suffices
to obtain an upper bound on i, y[A(z1,7) N A(z2,7)], which follows from an argument similar to that of (4.11), with
the extra step of patching up o1 and o0y, where we see by the definition of A(-,7) in (4.15) that 01 and 0, must abide the
event C defined in Lemma 2.3, hence by the same lemma their total measure is bounded above by a universal constant,
regardless of their starting and ending points. This finishes the proof of the proposition. |

4.4. Proof of Theorem 1.2

Recall all notations from Section 4.2 where we introduced the decomposition of paths and the new measure [&. As we
are going to see in a moment, the crux of the proof is to derive precise asymptotics for the total mass of V under WU
However, as a first step, we need to give rough up-to-constant asymptotics, as well as assert that exceptional paths are
truly exceptional in that their total mass is exponentially smaller than that of V. We will phrase and prove these results
under [, which is easier to work with.

Lemma 4.6. There exist 0 < ¢ < ¢’ < 0o (which may depend on V but are otherwise independent of z and w) such that
ce—(b+6kn < U] < o e~ (0+6km 4.19)

Moreover, there exists u > 0 such that the [i-measure of quintuples of paths (y', w1, y*, w2, y>) € U for which at least
one of the following four events occur is less than ce~0T0n=k/2.

Y N B_piiy (w) # 2, YN B_ b1k (2) # 9, o1 € B_p26)(2),  and w2 & B_py21)(w). (4.20)

Proof. The proof of (4.19) mostly follows from the same strategy as in Proposition 4.2, with the following modifications.
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e In the upper bound, we still need to patch up w; and w, after sampling the triple (y!, y*, 2). Note that in this process
by Lemma 2.3 for d =2 and the argument for uniform finiteness of ®, in the proof of Proposition 3.1 for the case of
d =3, the total measure of w| and w; such that y € Vis uniformly bounded regardless of !, y*, and y2.

e In the lower bound, note that by the well-separatedness of yﬁ and y, near x, x" € § as well as that of y and yl% near
¥,y € S, we can patch up w; and w; as in Proposition 4.5 to ensure y € ) and to guarantee the positivity of ¢ from
(4.19).

To show the second claim we perform the same decomposition as above. For the first inequality, observe that

° yé ® yl\l,[ cannot enter B_ 44 (w), hence it suffices to consider 7/11;

e if d =3 the measure of paths )/11 that hit B_ k) (w) is comparable to ek, and if d = 2, by a Beurling estimate, the
measure of paths reaching B_ ;1) (w) without intersecting y, is comparable to e k2,

If ! N B_ (p1k)(w) # @, then write y,., for the first entry of ¥ into B_,_;(z) after hitting B_ (1) (w). Then the first
inequality follows from an argument similar to the upper bound in (4.19) where we replace yll by ytzm. A similar bound
works for the second inequality.

The third and fourth inequalities follow from Lemma 2.5. The factor e can be changed to e~ if d = 3 but we do
not need the stronger estimate. g

—k/2

We now decompose the paths in another manner as follows:
1 _ ol g5l 2_ 2402 R . =
yvi=v ey, y=vey, y=kerer
where (the text in brackets refers to its illustration in Figure 3)

7! (blue) is p! stopped at the first visit to OB _(p+k)(2);

7! (red, normal + broad brush) is y ! started at the first visit to OB_(p+i)(2);

)72 (blue) is y2 stopped at the first visit to dB_ p41)(w);

)72 (red, normal + broad brush) is y2 started at the first visit to dB_ k) (w);

[¥*1® (red, normal + broad brush) is y* stopped at the last visit to 9B (b+k) (2) before the first visit to dB_ p4x) (W),

or, in other words, y* is [y*]R started at the first visit to dB_(44) (z) after the last visit to dB_ 1) (w);

e y} (red, normal + broad brush) is y* started at the first visit to dB_ (k) (w) (note that the definition of ¥ and y* is
not symmetric);

e ¥* (blue) is an excursion from 3B_(p4k)(2) to dB_(p4k)(w) in V, the unbounded domain whose boundary is

OB (b4 (2) U OB_(pi) (w).

By an argument similar to the proof of (4.20), one sees that for some C > 0 that only depends on V,

AUN{yE N Bopiiy (2) # B}] < Ce” CHOMH2, 4.21)

We let y, = (y{, y~) be the pair of paths (both in broad red brush in Figure 3) obtained by discarding the part of y !
and y* before their respective first visit to d5_(p+2k)(z) and define y,, = (yT, yz’) similarly.

We now state and prove the two-point coupling result, which, along with Propositions 3.1 and 3.2, proves (4.24)
below and in turn (1.11). Let Q; denote the probability measure on (3., 7,) induced by /i restricted to the event N :=
No N Ny N NaN N3 where Ny is defined in (4.9) while Ny := {y1 N B_p41) (w) = &}, Na 1= {y2 N B_(p41)(2) = &}, and
N3 :={yf N B_(p1k) (z) = 3} are the events that appeared in (4.20) and (4.21). Slightly abusing notation we also regard

Q, as a measure on a pair of properly rescaled and translated paths so that they fit in the setting of Propositions 3.1 and
3.2.

Proposition 4.7. The total variation distance between ak and Qy x Qy. (see the paragraph below (3.10) for definition)
is less than ce ™"k where u is universal and ¢ may depend on'V .

Proof. We write P for Py restricted to event N. Similar to Proposition 4.2, we have the following up-to-constant estimate
¢lem0HON 1P| < o~ BFON, (4.22)

By an argument similar to the proof of (4.20), we have the following control:

P[Nﬂ =0y (e_”k)e_(b+6k)n,
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B—b—k (Z)

Fig. 3. A typical sample from jx restricted to I/. Note that except on a set with very small measure, w| and w, stay in B_j,_o;(z) and

B_p_or (w), respectively. As in the proof of Theorem 1.1, this implies that the cut points of )/1’ D w1 b [y_]R and yt @ ® [y2’]R
are also global cut points of y. This allows us to compare the measure in (4.24) with two independent copies of the invariant measure
for nonintersecting Brownian motions.

where
— [ * ~2 *
Ny :={y'UyX CB_p+1y @} N {72 Uyf CB_psn(w)}.

Observe that P normalized to be a probability measure is equal to the measure Qy in the statement of the proposition.
Therefore, denoting by 6;( the law of (y;, y) induced by P restricted to Ny, it follows that

dry (Qx. 6;() = Oy (e_“k).

Finally (regarding 6;( as a measure on a pair of rescaled and translated paths similarly as how we regard Qy), we claim

.. . A . . w c . . .
that it is possible to couple Q, with two independent versions of the “one-point” invariant measure for non-intersecting
Brownian motions from Section 3, which yields

drv(Qp, Qk x Qi) = Oy (e™). (4.23)

To see this, we observe that from the restriction and conditioning above, if we condition on (7!, 7*, 7?) the law of
(7', y*) is a pair of Brownian motion conditioned on the event that

(ViuPH)Nn(vouv,uy*) = (Vauy*)n(Vouviuyt) =g,

where Vo = {z e R?; |z] > eV}, Vi = B_(p41)(2) N 71, and Vo = B_p41)(z) N (¥* U ¥?), which is independent of
(i, 72). A similar observation follows for i, $2). This allows us to independently apply Proposition 3.2 twice to
obtain (4.23), thus finishing the proof. O

Proof of Theorem 1.2. We start with (1.11). First we claim that it suffices to prove that there exists m > 0 such that for
allk>m,1<a,a’,a",a" <2,

i Io43k-+a @) Tps3kta W) ] = w1 Tp43ntar (2 Tpt3k+am (W) ], (4.24)

where we write A >~ B for A = B[l + OV(e_“k)] for some universal # > 0 and the constant in Oy (-) may depend on
V but not on other variables. The claim follows since we obtain (1.11) by a summing argument similar that for (1.7) in
Section 4.1.
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Recall the definition of 1 and V" in Section 4.2 and the definition of ® at the beginning of Section 4.1 and define ®,
similarly, replacing z by w. We then write Y, ;1= Op13k44 N @;7 3k for short. We remark that the left side of (4.24)
can be rewritten as

1[ o3k (@) Tpraksa (w)] = e@PHOFataM 1y, ), (4.25)

We now decompose Y, . Let E, 8’ C Y, o be the paths that have a cut point in B, before having a cut point in B},
and vice versa, respectively. In other words, a path is contained in E if and only if there are times ¢ < s such that the path
makes a cut point in B, at time 7 and a cut point in B} at time s. Note that EN E' # @ and EU E' = T, . Recall that
V UV can be partitioned into V' \ V', VNV’ and V' \ V. By the definition of the various sets,

WV\V)N Yoo =(V\V)NE,  (V\V)NTow=V\V)NE.
Furthermore,
w[W\V)NE]+u[(V\V)NE] = ulYauo] <ulEl+u[E]. (4.26)

We now turn to E (similar results follow for &’ by symmetry). It follows from the definition of V and the dominance
of & over w on V (see Remark 4.1) that

w[(VOV)NE]<R[(VNV)NE]<alUNE], (4.27)
where E is the union of the four events in (4.20) and the event on the left side of (4.21). For the second inequality, note
that although an element in (V N V') N E may have more than one decomposition, any of the decompositions must be in
U N E. On the one hand, by Lemma 4.6, we have that for some universal u > 0,

AUNE]= O(e™ ) IIU1. (4.28)
On the other hand, by the definition of E, U, and Remark 4.1, we have

AUNEI<R[(V\V)NE]=u[(V\V)NE] < U] (4.29)
By (4.27), (4.28) and (4.29), we obtain

uw[(V\ V)N E] ~ U] ~ ulE] (4.30)
Combining this estimate and (4.26) and using symmetry in z and w we get

uIEl+ u[E] = ulYaal:

Also using (4.25) and symmetry in z and w again, we see that to prove (4.24), it suffices to investigate the asymptotic
behavior of u[E], or equivalently that of z1[L/], thanks to (4.30). Also using that ||P|| is independent of a and a’, we see
that it suffices to prove

AU =~ e @t p) 431)

where ¢, comes from (3.14) and P from the proof of Proposition 4.7.
We now prove (4.31). Let

M, := {w) has a cut point of y| & w; & [y_]R in B2} N {1 € B_ 121 (2) }
and
M; := {w; has a cut point of y © @ w) ® [yé]R in B5} N {w) € B 1) (w) }.
By the definition of E,

RIUN\ E] < k[N N My 0 Mp] < (U], (4.32)
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Noting that by (4.28), t[U] >~ i[U \ E], we see that (4.32) implies

AIU] = @IN N My N Ma].
By the definition of P in Proposition 4.7,

RIN N My N Ma] = P[Mx,y[Ml]Mx’,y’[M2]]'

Observe that under P, M and M; depend on y; and y,, only. Recall the definition of & and ®in (3.11), and the definition
of Qy, before Proposition 4.7 (note that Q; = P/||P||) we see that

Py Milpy y [M2]] = Qe [Pas (7) Bk ) I P
Similar to (3.12) and (3.13), again by Lemma 2.5, we have
Q[ Pask (7D 1 ()] = Qe[ @a (7) P () ]-
Finally, by Propositions 4.7 and 3.1, it follows that
Q[ ®a(7) Py (7)] = QeI P I Q[P ] = cFe™ @01,

This confirms (4.24) as well as (1.11).
To prove the second claim (1.12) it suffices to show that uniformly in s,

eylz —w| ™" < u[Js @) Jspw)] < Cylz —w| ™. (4.33)

By (4.25), (4.26) and (4.30), the inequality (4.33) readily follows from the asymptotics of u[E] and w[E'], which ulti-
mately comes from (4.19) along with a similar bound with z and w interchanged. |

4.5. Existence of Minkowski content

In this subsection, we first give a general proof of the existence of Minkowski content given the sharp Green’s function
estimates and some mild assumptions. Then we apply this general result to Brownian cut points and show Theorem 1.3.
Suppose u is a o -finite measure on compact subsets A of R? andthat K C R isa compact set (in our case K = {0, e}).
We will consider conditions under which there exists a Borel measure v = v 4 such that v(K) = 0 and for all dyadic cubes
VwithVNK =g,
v(V) = Conts(V N A).

Here, 0 < § < d and we write n =d — § (as in earlier sections). We write p[X] for the integral of X with respect to .

Proposition 4.8. Suppose | is a o -finite measure on compact subsets A of R? and that K C RY is compact. Suppose
that for every bounded Borel set V.C R with V N K = &, we have

n[{A: ANV # 2] < 0. (4.34)

Suppose 0 < 8§ =d —n < d. Suppose U, V are bounded Borel subsets of R¢ disjoint from K with V C int(U) and such
that for some € > 0,

Conty_(dV) =0. (4.35)
Let Is(z) = 1{dist(z,.A)§e*~‘}’ J5(z) = e" I5(z), and

Js,V:/ Js(Z)dZ~
\4

Suppose the following holds for z #w € U.
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o The limits
G(z) = lim u[Js(2)], and
§—> 00
G(z,w) = lim pu[Jy(2)Js(w)],
§—> 00

exist and are finite. Moreover, G is uniformly bounded on U .
o There exist c, py, u > 0 such that for 0 < p < po,

G@ = Gaw=scz—w™  [u[l@]-GC@)|=ce™; @36
|[Js () Ts4p(w)] = Gz, w)| <clz —w|Te™
Then the finite limit Jy =limg_ o Js v exists both almost ju-everywhere and in L2, In the meanwhile,
Conts(0VNA) =0 p-a.s. 4.37)
Moreover, one has
Jy = Conts(V N A), (4.38)
ulJv] =S1_i>rgou[.lx,v] =f G(z)dz, and (4.39)
[JV] = hm pL V / / G(z,w)dzdw. (4.40)

Proof. We fix U, V as in the statement of the proposition, write J; = Js v, and allow constants to depend on U, V.
The result is the same if we restrict to i = ul{4ny-e). Which is p-almost surely a finite measure by (4.34). Hence we
can normalize this to make it a probability measure. So without loss of generality we will assume that p is a probability
measure and use P, E notation. We assume 0 < p < pg. Note that (4.36) implies that

1] (Js15 (@) = (@) (Jsp (W) = Js(w))]| < clz — w]| "™, (4.41)
Since

(Js4p — ]5)2 = A /‘/[Js+p(z) - Jz(s)][Js+p(w) —Js (w)] dwdz,
we see that

E[(Js4p — Js)z] < ce_““/ / |z —w| "dwdz < ce ™. (4.42)
vJv

Using this we can see that for every 0 < p < pg, the sequence J,, converges in both L? and j1-almost everywhere to a
finite limit Jy ,. Also, since

eann,o >Js = e_an(nJrl)pa np<s=<@m+1)p,

we can let p — 0 and prove that J; — Jy almost everywhere and in L. Since the convergence is in L2, we have

E[Jv]=sl_i)IgoE[Js,v]=/ G(z)dz, and

E[JF] = lim E[J sv //G(z w)dzdw.

§—>00

The claim (4.37) easily follows by applying either identity above to V.
We now prove (4.38). Recall that

Conts(ANV;s) =¢" Vol{z : dist(z, AN V) <e™*}.
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In particular,

Js — Conts(ANV;s)| 5/ Js(2)dz.
dist(z,0V)<e™s

Therefore for s sufficiently large,
E[|J; — Conts (AN V;5)|] < c Vol{z : dist(z, V) <e*} < /e (4.43)
where € comes from (4.35), and hence by Markov’s inequality and the Borel-Cantelli lemma, for all sufficiently large s,
|/ — Conts (AN V5 s)| < ce™ /2, (4.44)
Therefore,

Conts(ANV) = 1iIgOC0nt5(.A NV;s)= linolo Js=Jy.
s— s—

The last two claims of the proposition are easy corollaries of p-a.e. and L2-convergence and dominated convergence
theorem where the bounds are provided by (4.36). ]

Proof of Theorem 1.3. Applying Proposition 4.8 to the setup here, we have already proved the theorem for V such that
its closure V is disjoint from {0, e}. Hence it suffices to deal with the case where V intersects 0 and/or e and show that in
this case Conts(V N .A) exists and is p-a.s. finite. Without loss of generality we may assume V = B(0, e ") .ForneN
define A, ={e™" ! <|z] <e "} and

K, =Conts(A, N A),
which exists p-a.s. thanks to Proposition 4.8. As the boundaries of the A,,’s are all (d — 1)-dimensional and Conts({0}) =
0, we see that
o
Conts(V N A) =) Ky, (4.45)
n=1

which also exists p-a.s. Hence the only thing left is to prove is that the right side of (4.45) is u-a.s. finite. We will argue
the existence of a ¢ > 0 such that

w(K3) =g lem. 446)

This is sufficient to conclude the proof since it gives by Chebyshev’s inequality that (K, > e~9"/%) < g~ 'e="/2 for
all sufficiently small n, so the Borel-Cantelli lemma implies that K,, < e~9"/2 a.s. for all sufficiently large n and we get

D nen Kn < 00 p-as.
It remains to prove (4.46). We write (o instead of u in the rest of the proof to emphasize the dependence of the
measure on the end-points. By (2.8) and the scaling property of the Minkowski content,

MO,e(K,%) = e(d_z)”e_%"pvo,ene(l(lz). (4.47)
By the Brownian path decompositions in Section 2, with D the unit disk or ball,
— D¢
MO,e"e - / H/O,z @ Mz’eneo—(dz).
aD

Ford =2, by (C.1),

1] = C. (4.48)

For d =3, by (C.2),

[4Le]l < Clipz,erell, (4.49)
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and the right side is bounded by g~le=(@=27 for some sufficiently small ¢ > 0 by (2.8). Therefore, decreasing ¢ if
necessary, in either dimension the total mass of u an o 18 bounded by ¢~ le=(@=2n Using this, rotation invariance property
of wo,; for z € 3D, and the fact that adding an excursion from 9D to e"e to a path from O to 9D can only decrease the
number of cut points in D,

fo.ene(K7) < g e @D g o (K7).
Combining (4.47) and this estimate we get

1o.e(Ky) = €272 g ne(KT) = g7 'e " oo (K1),
which implies (4.46) after possibly decreasing g since pg,e(K 12) < 00 a.s. U
4.6. Path measure restricted to a bounded domain

In this subsection, we will state a version of the main results of this work for the Brownian measure restricted to a bounded
domain. We will also discuss how to adapt the proof to this case.

Let U be an open set containing 0, e. Although morally we can directly deal with a much wider class of domains, for
the same reason as stated at the beginning of Section 2, we only consider the case of U being a ball or a half-space. Later,
we will use conformal invariance to deal with other domains in two dimension.

We write uV = ué{ o for short. We still define the cut-point Green’s functions by (provided the limits exist)

Gy'@) = lim pU[J;(2)] (4.50)
and
Gy'@w) = lim p[ @) 5 (w)] .51)

We state variants of Theorems 1.1-1.3 for 1Y, and briefly explain how to modify the original proof to obtain the results
in this subsection.

Theorem 4.9. There exists u > 0 such that ife*b =dist(0, z, e, dU) > 0, then the limit in (4.50) exists, and if s > b+ 1,
1[I =G @1+ 0(e”)]. 4.52)

Note that in this case we can no longer obtain the explicit form of G?}“ due to loss of symmetry.
To see that this version of Theorem 1.1 (except (1.8)) still holds, we replace I'g ¢ by Fé/ e R\ B by U\ B, etc. In
particular, in the decomposition (4.3), 1, y must be replaced by ,uf{,y. We first note that the versions of Lemmas 2.3,

2.4, and 2.5 for uY follow automatically since Y is a restriction of x and these results concern only upper bounds.
Restricting to U changes the definition of @, (we write the new quantity as ®Y), resulting in that one cannot directly
apply results from Section 3 as some exact scaling properties no longer hold. To handle this, we see that by Lemma 2.5
and the new definition of b, |<I>fl] -9, < e~k for some ¢ > 0 and note that Proposition 3.2 still works in this setting if
we set Vo = U€ in (4.5) instead. Hence, (4.6) still holds with @g in place of ®,.

We now turn to the two-point estimate.

Theorem 4.10. There exists u > 0 such that if V€ D,V C U, and z, w € V, then with et = dist(0,e,z, w,0U) > 0,
the limit in (4.51) exists, and, furthermore, if s > b+ 1 and 0 < p <1, then

1[I @) Isp ()] = Gz, w)[1+ 0 ()],
Moreover, there exists 0 < cy,y < Cy,yv < 0o such that
cuvlz—wl™" <Gz, w) < Cy,vlz —w|™".

Theorem 4.10 follows with similar modifications from the proof of Theorem 1.2.
Finally we turn to the existence of Minkowski content.
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Theorem 4.11. Suppose d =2,3 and V is a bounded Borel subset of R¢ such that 9V has zero (d — €)-Minkowski
content for some € > 0. Then, Y -a.s. the Minkowski content Conts (A, N'V) exists and equals Jy . Moreover,

nY[Conts (A, N V)] = nY[Jv] :/ G$'(2) dz.
v
In particular, ,uU-a.s., this holds for all V € D. Moreover, if Ve Dand V C U,
U 21 ,,Ur 1271 cut
nY[Conts(A, NV)*] = u"[Jy] _/ / G{'(z, w)dzdw < o0.
vJv

It is not difficult to see that the proof of Theorem 1.3 can be adapted to the case of the restricted measure. Note in
particular that (1.8) is not essential for the proof and that the argument in the last paragraph of the proof of Proposition
4.8 still works with the above requirement on V. Once we obtain Theorem 4.11, we can run an argument similar to that of
Appendix A, to conclude an analog of (1.13), namely that one can induce a random non-atomic Borel measure supported
on A, that satisfies an analog of (1.14).

We now turn to general domains in two dimensions. Let D be a simply connected planar domain and let x, y be distinct
points in D. One can find some disk or half-plane U containing 0, e such that there exists a conformal transformation
f:U — D with f(0) =x, f(e) =y. Then we can define the path measure between x and y in D to be the law of the
image of the path measure in U from 0 to e (with time changed appropriately). The cut points of the image curve (denoted
by Ap) are exactly the image of the cut points of the original curve. We therefore get the analog of Theorems 4.9-4.11
for path measures in any domain. Note that B(z, €) will not be exactly mapped to B(f (z), f’(z)€), but as conformal maps
can be locally approximated by the composition of a translation, a rotation, and a dilation, (4.50) and (4.51) still remain
valid and we obtain the following relations: The function GC[;"({ ; Z, w) satisfies the scaling rule

5/4G([:]ut(f*1(;-))' (453)

G @x. ="
Repeating the argument in Appendix A we can argue that the Minkowski content defines a measure on the cut points and
get analogs of (1.13) and (1.14).

4.7. Half-plane excursions in C

We have chosen to concentrate on the path measure (g e so far for convenience. In [11], we need the corresponding
results for half-plane excursions in C, which we state now. Since the existence of the limit defining Minkowski content
is an almost sure property, it is immediate to see that this limit also exists for locally absolutely continuous measures.
A half-plane excursion is a complex Brownian motion “started at 0 going to infinity staying in the upper half-plane H”.
There are several ways to construct it, e.g. by considering the boundary-to-boundary measure defined in (2.5) and then
doing a conformal transformation and normalization. Alternatively, one can construct it as an h-process with the harmonic
function h(z) = Im(z). Let X be a standard 1-dimensional Brownian motion and let Y be an independent 3-dimensional
Bessel process, both of which start from 0. Then (X, Y) has the law of a half-plane excursion. We refer to [15] for more
background on half-plane excursions.

Here let us write P for the probability measure on half-plane excursions. This is a probability measure on curves
v : (0, 00) — H with y(07) =0 and lim;_, o ¥ (t) = co. This curve is transient, and hence we can talk about cut times
and cut points. Given a compact set U C H, on the event AN U # &, let x, y € U be the first and last visit to U by y
respectively. Then the segment of  between x and y has the law of 1, , conditioned to stay in H.

Let A C H denote the set of cut points. As before, for z € H we let

Jo(2) = 41 {dist(z, A) <™} and Jgy = / Js(2)dz.
v
Similarly as Theorems 4.9—4.11, we have the following variants of Theorems 1.1-1.3 in this setting.
Theorem 4.12. Suppose V is a bounded Borel subset of H such that for some € > 0, the (2 — €)-dimensional Minkowski
content of AV is zero. Then with probability one, the limit Jy = lims_, o Js,v exists and gives the (3/4)-dimensional

Minkowski content of AN V. In particular, with probability one, this holds simultaneously for every V which is a dyadic
square contained in H.
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For z, w e H, z # w, the following limits exist

Gy'(2):= lim E[J(2)] and Gy'(z.w):= lim E[Js(x)Js(w)] (4.54)

For any compact set V. C H, there exists a constant cy > 0 such that Gﬁ”(z, w) <cylz— w|_5/4f0r z,w eV withz #w.
Moreover, {Jy} extends to a non-atomic random Borel measure m on H such that for all Borel sets U, U’ C H,

E[m(U)]:/UGﬁ“(z)dz and E[m(U)m(U’)]://U U’Gﬁ_ﬁ“(z,w)dzdw.

For simplicity, in (4.54) we did not spell out the quantitative error term as in Theorems 4.9 and 4.10. However, similar
quantitative statements can be easily formulated.

Proof of Theorem 4.12. We only explain how to obtain the one-point estimate in (4.54) from a slight variant of Theo-
rem 4.9. The rest of Theorem 4.12 follows from more straightforward adaptations as in Theorems 4.10 and 4.11.

Consider a conformal map ¢ from ID to H such that ¢ (—e) = 0 and ¢ (e) = co. Then ¢ o MH_De.e gives the law of a
constant multiple of the half-plane excursion. Let G%‘t(-) be the cut-point Green’s function in D from —e to e. By the
discussion at the end of Section 4.6, conformal invariance gives that

5/4

Gi'(0(©) = ¢ GF(©)/K (4.55)

where the normalizing constant K = || ,uHO) ol Therefore it suffices to prove the analog of (4.54) for MH—)e,e-
Without loss of generality we only consider the case z = 0. We now decompose @ under 2 e ds o' ® v ® w3, where

e w!is w stopped at the first entrance of B(0, 1/3);
e w’ is w from the first entrance of B(0, 1/3) to the last exit of B(0, 1/2);
e o’ is w from the last exit of B(0, 1/2) until the very end.

Conditioning on a pair of non-intersecting paths w' and w3, the law of w? is governed by an interior-to-interior path
measure in a disk. Hence we can rerun the argument in Section 4.6 and obtain a conditional version of Theorem 4.9,
treating D, w! and @ as initial configurations when we apply separation lemmas or coupling results (e.g., to obtain an
analog of (4.6), in our case Vj, Vi, and V; should be set to D¢, !, and w3, respectively, in (4.5)) and consider non-
intersection events (e.g., in an analog of (4.1), one needs to take o' ® y1 and y» @ > instead of y1 and y»). Finally,
integrating out w' and w® and noting that the error bounds are uniform regardless of the initial configurations (see e.g.
Proposition 3.2), we obtain the one-point estimate as desired. (I

While we do not know the function G%‘ft() exactly, we can give its asymptotics up to a multiplicative constant by using
the exact value of the Brownian half-plane intersection exponent.

Proposition 4.13. The following hold for x,y > 0 and z € H,
Gi'(x +i) < (x + 1)~1073,

GE (y(x+1) =y 4G (x +i) <y Hax+ 1718, and

Gii'(z) < [Im(2)] —5/4 [sin(argz)] 1073,

Proof. The second claim follows from scaling of the first claim, and the third claim is a reformulation of the second

claim. To see the the first claim, consider the M6bius transform ¢ : HH — H given by ¢(z) = :_Iiiil so that ¢ (0) =

—¢(—00) = —1 and Re(y) =0, where y = ¢ (x +i). See Figure 4. Note that Im(y) ~ |¢’(y)| ~ 2|x|. By (4.55), the first
claim is equivalent to |x|5/4G%‘1‘t(y; —1,1) < |x|719/3_ Since 0 < |/L]Ij11y1| < 00, it is sufficient to show that

(xe_s)_‘s_‘;LHl,l(Es) =x7103 fore® > x > 100, (4.56)

where E¥ is the set of paths from —1 to 1 in H with a cut point in the ball B = B(y, xe™").
Let By = B(0,2) NH and B} = B(0, x) N H. Note that the path decomposition Lemmas B.2—B.4 still hold with D =
{zeH:|z| >a}and S ={z € H: |z| = b} for some b > a > 0 since the exact same proofs as before work. Repetitively
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B/ y=dz+1)
°

N

Fig. 4. Illustration of the proof of Proposition 4.13.

applying these lemmas as in Appendix B.3, we have the following path decomposition
H\B B B B B
P —ut)h = / Ty © My © (B s — Py as) © Mgy © 1y 10 (dwy, dwy, dws, dwy),

where the integral is over wy, w4 € d B4 and wy, w3 € 3 B7 . In other words, given a path y in the support of MIEHM —H_y 1
which intersects B, we write itas y = y9 @D y1 ® y2 D y3 D ya, where w1 (resp., wq) is the first (resp., last) visit of d B4 \ R,
and w (resp., w3) is the first (resp., last) visit of 3B} \ R. Here fori =0, 1,2, 3, 4 the end-points of y; are w; and w; 1
with the convention that wg = —1 and ws = 1.

Let £}, ,,, be event that y; has a cut pointin B. By Observation 3.3, there exists C > 0 not depending on e* > x > 100
and w7, w3 € dBY such that

_3 _3
(™) b (Bl ) = (56™) s (Bl ) <€ @)

On the other hand, consider the measure
B} By
TTwy,wg = Mwl,wza(dw2) X Mw4,w30(dw3)
dBXNH dBXNH

on the pair (y1, )/3R). By [14, equation (2)] and [19], my,,w, (1 N )/3R =02) < x~10/3 uniformly in wy, ws. Combined
with (4.57), we get

(xe_s)_%uﬂill,l(E‘Y) < |x|—10/3/
9

B Nty o (dwn, dwa) < x5,
X

4+ X

It remains to prove the lower bound in (4.56). Given a realization of yp and y4, let W (yp, y4) be the set of realizations
of (y1, y3) such that

iNy=ysNy=4q, dist(y1 NAx,y3NA)>0.1x, and yiNys=0,

where A, is the annulus {z € B, : |z| > x/2}.

Let Vo4 = {(y0, ya) : dist(y0, y4) > 0.1, Im(w) > 0.1, and Im(w>) > 0.1}. By the half-plane variant of the separation
lemma, there exists ¢; > 0 such that 7wy, v, (W (Yo, y4)) > c1|x|’10/3 for all (yo, y4) € Vo 4 and x > 100. On the other
hand, let E, , be the event that y; @ y» @ y3 has a cut point in B. Then by a similar argument as how we argue the

Y1.Y3
positivity of ¢, in (3.10) in Section 4.3, there exists ¢, > 0 such that

_3
(xe™) mﬂu*}z,w}(E;m) >y (4.58)
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if dist(y; N Ay, 3N Ay) > 0.1x and ¢* > x > 100. Therefore
- _ B B
(xe %) 4/LHEI1,1(E‘Y) > cicax] 10/3/ M_Jlr,wl X Mw:,l({()/o’ v4) € V0,4})U(dw1’ dwy),
9B xdB

which is > |x| 7193 This gives the desired lower bound in (4.56). O

Appendix A: Minkowski content induces a measure

In this appendix, we discuss how to induce a measure from the Minkowski content of .A, and prove claims (1.13) and
(1.14) in Section 1.

Keeplng the same notation as 1n Sectlon 1, we first deﬁne D, as the union of the empty set and sets V' of the form (1.9)
with (zn, ki Jrl] replaced by (2,,, ] (2,1 , 00), or (—o0, 2,1] ki,K; e Zfori=1,...,d and then write D= Unez+D
We observe that D forms a semialgebra. We will use standard measure-theoretic results (see e.g. [6, Theorem A.1.1]) to
argue that v defined below can be uniquely extended to a random Borel measure jp-a.s.

Recall the definition of D in (1.10). For V € D, set v(V) := Conts(A, N'V) and for V e D \ D, we will define v(V)
as follows:

o IfVeD,,set

(V)= w(V)) (A.1)

jeJ

with V; € D, j € J afinite (if 0, e ¢ V) or countable (if V contains O or e) partition of V. However, in the latter case,
we restrict to partitions such that for any ¢ > 0, the number of cubes in J not contained in B(0, ¢) or B(e, ¢) is finite so
that for some € > 0,

Conty_, (Ujejavj') =0. (A.2)
o If
V €Dy \ Dy, (A3)

set v(V) similarly as in (A.1), but with V; € D,,.

In any of the cases, if the right side of (A.1) is infinite we also set v(V) to be infinite, although we expect Cont s(A) to
be p-a.s. finite by an argument similar to that in the proof of Theorem 1.3 at the end of Section 4.5. By Theorem 1.3 and
(A.2), and the fact that 4 is compact p-a.s., we have

Conts(UjesoV; N A) =0, p-as.

for any partition J as above. In light of this, and also recalling the definition of Minkowski content, one can argue that
v(V) is well-defined w-a.s., i.e. independent of the choice of partition. One can also check conditions (i) and (ii) in
Theorem A.1.1 of [6] are both satisfied. Hence v can be uniquely extended to a (random) o -finite compactly supported
Borel measure on R? wn-a.s. In fact, it is not difficult to see that v is p-a.s. supported on .A. Moreover, for all Borel sets
U,U’,

u[v(U)]:/UGC”t(z)dz and u[v(U)v(U //{; U/cht(z w)dzdw.

Restricted to a fixed V € D, by (1.8) and (1.12), one has u[v(U)] x Vol(U) and wlv(U)?] =< Vol(U)?, hence
wlv(U)?] < u[v(U)]? for all Borel U C V. We now claim that v is non-atomic on V: this follows by fixing an ar-
bitrary & > 0 and using a union bound and Chebyshev’s inequality to prove that for all §-sized squares in a bounded
region the probability that the v-mass of some square is larger than ¢ goes to zero as § — 0. Varying V, we see that v is
non-atomic on R¢.
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Appendix B: Brownian path decomposition

In this appendix we provide more details on the Brownian path decomposition in Section 2. Throughout this section we
assume d € {2, 3} and D C R? is such that 3 D, if nonempty, is a disjoint union of lines and circles (for d = 2) or planes
and spheres (for d = 3).

B.1. Brownian path measure from conditioning

Suppose D # R? and x, y € D. We first explain that uf y can be obtained from Brownian motion by a conditioning. Let
S:(y):={¢e R?: | — y| = ¢}. Choose ¢ > 0 small enough such that S,(y) C D and ¢ < |x — y|. Let ,uxD’m denote the
measure of a Brownian motion in R started from x stopped when it reaches S, (y), restricted to the event E x,y,e that the
Brownian motion reaches S, (y) before leaving D. Let G2(x) = —% log | x| for x € R? and G3(x) = 27T|x| for x € R3.

Lemma B.1. Suppose D # RY and x, y € D. Then uﬁy =lim,_,g Gd(e)u)ey’e

Proof. The probability measure Mf, y / ||u£ y|| is an example of a so-called conditioned Brownian motion in the sense
of Doob; see [4, Section 6]. In particular, using Doob-h transform, we see that MQ e/l ,U,Q y,ell weakly converge to
M)lc),y/HMQy |I. Now proving Lemma B.1 reduces to showing that |Iu£y || =limg—0 Gg(0, €) ||M£y,g |I. Let D, be the com-
ponent of D \ S, containing x. For fixed y and ¢, the function x > || ,u)? y,¢ |l 1s the unique harmonic function on D, with

boundary value 1 on S;(y) and 0 on 9 D. Since ||M£y |l =Gp(x,y), showing ||;L2y | =limg_q Ggl(s)lluf’y’S || is an easy
exercise in harmonic function, which we leave to the reader. O

B.2. First and last passage decompositions

Suppose x,y € DUAJD and S C D is a line or circle (for d = 2) or plane or sphere (for d = 3) suchthatx ¢ Sand y ¢ S.
Let D, (resp., Dy) denote the component of D \ § whose closure contains x (resp., y). We make the convention that

D, D, .
My = .y =0if Dy # Dy,

. eps D Dy Dy D
Lemma B.2 (First passage decomposition). MYy = px)y + fs[“x,; ® u{’y]o(dg“).

Proof. We first assume that D # R? and x, y € D. Choose ¢ > 0 small enough such that S;(y) N S = . Let MQ"},;; and
,ug Ve be defined in the same way as ,uQ y,¢- BY the strong Markov property of Brownian motion, we have that

WY ye =y Vﬁ/[uueauug]o(dz) (B.1)

Here we use the fact that |, gl 3 10 (d?) equals the measure of a Brownian motion started from x stopped when it reaches

S, restricted to the event that the path reaches S before leaving D; see (2. 7) Moreover, let ,LLxD Soy.e be the measure on

paths drawn from ,ux Ve ux V¢ stopped at hitting S. Then pLX S.y.e fs ,ux ¢ ||u§ v, cllo(d¢) by Bayes rule.

Now this case of Lemma B.2 follows from Lemma B.1 by multlplymg by G4(e) and taking the limit as ¢ — 0 on both
sides of equation (B.1).

We now assume that D # R?, x € D and y € 9D. Let n, be the inward unit normal at y into D. Then Lemma B.2
holds with y. =y + eny, in place of y. Sending ¢ — 0 after renormalization, we get the desired statement for y.

If D#RY, x € 9D and y € 3D, then Lemma B.2 holds with x, = x 4 en, in place of x. Again by sending & — 0, we
get the desired statement for x.

The statement for D = R? and x, y € R¢ can be obtained by taking the R — oo limit for the case D = {z € RY:|z| <
R}. O

Lemma B.3 (Last passage decomposition). ;.7 y= ul 5+ [slu? ) uﬁ;]o(d ).

Proof. Sw1tch1ng X, yin Lemma B.2 we get [,Ly .= My Y+ fS[H“v : ®ng, x]o(d{) Reversing time in this equation, we
have ux = ux Y+ fs[,ux ¢ ® ,u,g Yo (d¢). Note that ux V= ux Y, which is 0 if D, # D,. This gives Lemma B.3. [
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We now deduce the case when one of the end-points is on S, which is either a line or circle (for d = 2) or plane or
sphere (for d = 3).

LemmaB4. Ifz €S, then

P, Z/S[Mffc ®up Jods) and uP, =/S[u£; @uf;]o(do.

Proof. Assume D, # D, in Lemma B.2 so that /,LQ'} = 0. Sending y to z, we get the first identity. The second one is
given by the time reversal of the first one. ]

B.3. Proof path decompositions in Section 2

All of the path decomposition identities in Section 2 (namely, (2.10)—(2.16)) can be obtained by repeatedly applying
Lemmas B.2-B.4.

We start by proving (2.10)—(2.12). The first two equations follow from Lemmas B.2 and B.3, respectively. Note that
/LQQ = fs[r“xD,l;. ® ug’ﬁ]a(dgl) by Lemma B.4. Plugging this to (2.11) yields (2.12).

We now prove (2.13) and (2.14). First of all, by Lemma B.4 with D = R4, we have Myx,y = sz [/,LQIQ @ ug,ylo(de).
By Lemma B.2 we have MQIQ = fSl [Mf"{l ® M?l Cz]a(dg“l). This give (2.13). Again by Lemma B.4, we have u, y =
fSl (Lx,c, D uﬁ%y]o(dgl). By Lemma B.2, we have uﬁ%y = fsz [,u?l’;2 2 ,ugz,y]a(dg“z). This gives (2.14).

To prove (2D.15) and (2.16), first note that uf , = fs4[/‘g,c4 ® uf ,lo(d) by Lemana B.2. Since '“;?1/,;4 =
fS3 [M£D1,§3 ® /L§3(i{4]o(d§3) by Lemma B.3, we get (2.15). Similarly, we have ,u?hQ = f53 [MZI?{3 ® /Lgﬂ]o(dg) by

Lemma B.2, and /Lg’ﬁ = f54 [MQ,Q ® uﬁ"‘gz]a(dg) by Lemma B.3. This gives (2.16).

Appendix C: Some Poisson kernel estimates

In this appendix, we prove the Poisson kernel estimates (4.48) and (4.49) ((C.1) and (C.2) in this appendix) that are used
in the proof of Theorem 1.3.
Consider d = 2 and let D be the unit disk. Then there exists some C < oo such that for any y € 9D and |z| > 2,

[yl <c. C.1)

To see this, recall that uﬁ ; is the limit of %,uyDj_my’ . and that the Green’s function is a conformally invariant quantity.
Consider the conformal map that takes D to D¢, y to y, and O to z. As the norm of the derivative of this conformal map
at z is uniformly of order 1, (C.1) follows from (2.3).
We now consider d = 3 and still let D denote the unit ball. We claim the following bound: there exists C < 0o, such

that for any y € 9D and |z| > 2,

|12 ] < Clly.2- (C2)
To see this, we decompose both measure as follows, with D’ = B(1.5):

c D'\D c
ny = / uon” @ pPo (dx)
xedD’

and

Hy.z :/ M?x & wx ;0 (dx),
xedD’

and observe that || ,u)? ; Il < llttx 2|l Then the claim follows from the fact that there exists some C < oo such that

[ InPiPlown =c
xedD’
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and that

[ InPdewn=1.
x€dD’
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