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A B S T R A C T   

Molecular dynamics simulations have shown substantial promise in the design of organic photovoltaic cells 
(OPVC). Despite their potential, the utility of molecular dynamics simulations when designing an OPVC is often 
limited due to their considerable computational cost and their limited prediction accuracy. To address these 
challenges, we introduce a three-step multi-fidelity design framework that enables a designer to efficiently 
explore the space of admissible processing conditions, using coarse-grained molecular dynamics (CGMD) sim
ulations, to identify the optimal OPVC design. Using a novel spectral density based approach to reconstruct 
microstructures of variable size, the framework is able to sequentially search for the globally optimal micro
structure using a low-fidelity CGMD simulation with a smaller window size, followed by the optimization of the 
processing conditions using the high-fidelity simulation. The division in two steps and two fidelities enables the 
optimization of CGMD simulations at previously intractable lengths and timescales. We validate our results by 
demonstrating that the CGMD model predictions are consistent with physical experiments reported in the 
literature and corroborate that the computational complexity is reduced by one order of magnitude.   

1. Introduction 

Organic photovoltaic cells (OPVCs) have come a long way from 
having a power conversion efficiency (PCE) of 1% in 2014 [1] to 18.4% 
in 2021 [2]. While this is still less than the 27% that can be achieved 
with inorganic solar cells [3], OPVCs have additional properties that 
make them a competitive alternative (e.g., lighter weight, higher flexi
bility, lower cost, and environmentally friendly). Because of these ad
vantages, OPVCs are deemed a promising candidate for the next 
generation of solar cells [4]. In addition, the recent increasing trend of 
PCE achieved with OPVCs based on non-fullerene acceptors [5,6] is an 
indicator that perhaps there is still significant potential for improve
ment. However, to access this latent potential, novel design methods are 
required to explore the space of alternative OPVC compositions and 

processing conditions. In this paper, we are concerned with the use of 
molecular dynamics simulations to explore the PCE performance of 
OPVCs manufactured through spin coating. Within this process, we 
consider two processing conditions as our design variables, (i) material 
composition as the fraction of PCBM in the mixture of PCBM and P3HT, 
and (ii) annealing temperature. The main reasons we choose PCBM/ 
P3HT over other available organic molecules are, (i) the molecular dy
namics simulation for these molecules are mature [7,8]; and (ii) there 
are plenty of experimental results in literature that can be used for 
validation. The framework introduced in the paper can be applied to 
other molecular combinations. 

Viewing the optimization of OPVCs as a design problem enables the 
use of a plethora of methods, specifically interesting are those developed 
under the Materials Genome Initiative (MGI). The MGI provided a driver 
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for the scientific community to leverage computational resources to 
expedite the discovery of new materials at a fraction of the cost 
compared to traditional methods. These computational tools not only 
augment the generated knowledge with additional insights but also 
facilitate the identification of new materials with superior properties. 
One example where these computational tools have provided a notice
able impact is the elucidation of how processing conditions influence a 
material’s properties [9]. While the conceptual framework has been 
established, the lack of data and computational resources often inhibits 
its successful implementation. One approach to address this limitation is 
to leverage the microstructure information to construct a causal link 
between the processing conditions, the material’s structure, and its 
properties [10,11]. Not only are the microstructures indicative of a 
material’s properties [12–14], but it also provides physical insights [15] 
to further benefit the design process. This sequence of processing con
ditions, microstructure, and property is commonly referred to as the 
process-structure-property (PSP) link. 

In literature, the consideration of the microstructure in the design 
framework has been called microstructure sensitive design (MSD) [14]. 
The goal of MSD is to identify new materials that either satisfy a pre
specified target property or maximize the target property. The MSD 
framework has been successfully applied to design a wide variety of 
materials, including polymers [16], composites [17], metals [18], and 
alloys [19]. In a previous study [16], we introduced an MSD framework 
that relied on Spectral Density Function (SDF) to use microstructure 
information for the design of the active layer of an OPVC and maximize 
its PCE. The motivation for using SDF to characterize the microstructure 
is to reduce its dimensionality. In addition, SDF holds two major ad
vantages over other microstructural characterization techniques: (i) its 
ability to be approximated by a parametric function, and (ii) its fast 
microstructure reconstruction capability [20]. However, a limitation of 
including SDF in the design process is that its parameters need to be 
constrained to represent microstructures that can be manufactured from 
admissible processing conditions. While this can often be achieved by 
analyzing microstructure images obtained from imaging techniques (i. 
e., scanning tunneling microscopy), the acquisition of these images is 
typically too monetary intensive, and it can even be noisy because of the 
poor contrast in the rendered images. 

Here, we present a design framework that circumvents the need for 
expensive experimental images by simulating the influence of process
ing conditions on the active layer of an OPVC through coarse-grained 
molecular dynamics (CGMD) [21–23]. Compared to all-atom molecu
lar dynamic (AAMD) simulations, CGMD provides a significant 
computational advantage by lumping repeating groups of atoms into 
beads. However, even with this computational advantage, the maximum 
length scales of CGMD simulations (less than 60 nm [24–26]) are 
generally much smaller than physical experiments. For example, in a 
previous study [27], we explored the OPVC performance using CGMD to 
simulate 20 × 20 × 20 nm3 systems and found that our results were not 
consistent with experiments reported in the literature. The reason for 
this is that some physical phenomena were not accounted for as they 
manifest at larger length scales. In this manuscript, we built on these 
results and show that by decreasing the simulation time steps and 
increasing the total number of interaction sites in a 100 × 100 ×

100 nm3 system along with a variable cutoff scheme we can achieve 
CGMD predictions that are consistent with physical experiments. 

To address the computational burden of simulating larger systems, 
we introduce a three-step multi-fidelity design framework. Specifically, 
we leverage the insight that our structure to property model, uses the 
microstructure reproduced from SDF parameters as well as the material 
composition to provide the incident photon to converted electron (IPCE) 
ratio. Additionally, we introduce a novel technique that includes the 
SDF of a sample to reconstruct statistically equivalent microstructures of 
variable sizes. Consequently, we can first identify the optimal material 
composition by maximizing the IPCE with respect to the material 

composition and the range of admissible SDF parameters. Where the 
admissible range of the SDF parameters can be approximated from low- 
fidelity CGMD simulations (evaluation of 20 × 20 × 20 nm3 systems). 
Second, we identify the optimal annealing temperature by maximizing 
the PSP link using our high-fidelity CGMD simulations (evaluation of 
100 × 100 × 100 nm3 systems). Note that we achieved a considerable 
computational speedup as: (i) we optimized our high-fidelity CGMD 
model with respect to only one processing condition, and (ii) the CGMD 
simulations at one fixed composition and multiple annealing tempera
tures require considerably less time than performing similar number of 
simulations at both different compositions and annealing temperature. 
The novelty of the framework is three-fold: (i) we present large-scale 
(100 × 100 × 100 nm3) simulations whose performance predictions 
conform with experiments, (ii) we introduce a multi-fidelity design 
framework that allows us to explore the properties of an OPVC at length 
scales previously intractable with CGMD simulations, and (iii) we pro
pose a scheme for enhancing the resolution of SDF to reconstruct mi
crostructures of variable sizes. 

The remainder of the paper is organized as follows. First, we intro
duce microstructure characterization and reconstruction through SDF 
and elaborate on how this is used in the three-step multi-fidelity design 
framework (Section 2). Next, we elaborate on the developed CGMD 
simulations and the effect of increasing the interaction distance between 
particles (Section 3). Subsequently, we present the obtained results 
when using the introduced design framework and CGMD model to 
design an OPVC (Section 4). Finally, we conclude this paper by sum
marizing the presented contributions and delineating directions for 
future work (Section 5). 

2. SDF-based microstructure design framework 

In this section, we start by introducing an SDF-based approach to 
reduce the dimension of microstructure design representation based on 
images. Then we briefly talk about reconstructing microstructure of 
variable size using SDF. Lastly, we introduce the three-step multi-fidelity 
design framework in Section 2.4. 

2.1. Introduction to SDF 

Microstructure characterization and reconstruction (MCR) [20] is an 
essential step in the MSD framework as it reduces the dimensionality of 
the microstructures to facilitate data-efficient exploration of design al
ternatives. To characterize the microstructure of any material using SDF, 
a two-phase digital image (2D or 3D; grayscale or colored) representing 
a material’s fine-scale morphology is required. These images can be 
acquired through high-resolution imaging techniques (e.g., scanning 
electron microscopy), or simulation models (e.g., molecular dynamics). 
Typically, the pixel values of the acquired images range from 0 to 255, 
and they need to be binarized into a matrix X. The SDF is then computed 
as the square of the magnitude of its Fourier transform. 

ρ(κ) = |F(X) |
2
, (1)  

where F(⋅) represents the Fourier transform operator, and κ is a vector 
denoting frequency. If the image is isotropic (i.e., it has no directional 
dependence) then the SDF can be averaged radially over the frequency 
domain to retrieve a one-dimensional functional representation of a 
microstructure’s morphology. For more details on SDF for microstruc
ture characterization and reconstruction, we refer the reader to [20]. 
The advantage of converting a microstructure image into its frequency 
space is that the SDF can often be approximated by a function with a 
manageable number of variables. In some examples, the microstructure 
complexity can be reduced to as little as one [28] or two [16] parame
ters. The periodicity of the microstructure features dictates how many 
parameters are required to accurately approximate its SDF. It is worth 
noting that SDF has a one-to-one correlation with the statistical two- 
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point correlation function and therefore captures the same material 
features. Even though SDF cannot capture complex microstructure fea
tures that require three-point or higher correlations functions, it has 
proven to be a powerful tool for the design of new material systems 
[16,28,29]. 

The second aspect of MCR methods is their ability to reconstruct 
statistically equivalent microstructures. We consider the microstructure 
to be a signal which is manipulated using linear shift invariant system to 
produce the statistically equivalent microstructure (for more details the 
reader is referred to [30]). Compared to alternative tools (e.g., de
scriptors [31–33] or statistical correlation functions [34]), reconstruc
tion using the SDF is highly efficient. For example, a 400 × 400-pixel2 

image can be reconstructed in less than a second using its SDF. In 
contrast, descriptor-based methods can take minutes to hours (depend
ing upon the volume fraction). Efficient reconstruction is critical for 
material design as optimization typically requires many reconstructions. 

For visualization, an example of MCR of a two-dimensional micro
structure is presented in Fig. 1. Note that in the target image (Fig. 1A), 
there is a strong underlying spatial correlation between the two phases 
and is also observed in its corresponding SDF by the spike isolated at a 
specific range of frequencies (Fig. 1B). The SDF of this example can be 
approximated through a step function with only three parameters (the 
amplitude, start, and endpoint of the rectangular function). The 
approximated SDF can then be used to produce a statistically equivalent 
image. The reconstructed image (Fig. 1C) is statistically equivalent to 
the original image as it shares the same features as the target image. For 
example, the length of the convoluted channels can be observed to be 
identical to the original image. In this research, a double-peak SDF 
function is identified from the microstructure images obtained from 
CGMD simulations. More on this will be explained in Section 4.1. 

2.2. Microstructure enlargement by enhancing SDF resolution 

A benefit of using statistical methods such as SDF for material design 
is that the significant features of a microstructure can be captured from a 
smaller sample of a larger microstructure image. Given that the smaller 
sample is large enough to capture to material features. To elaborate, the 
details inside this smaller sample should include all features of the larger 
microstructure image. Otherwise, if there are long-range features which 
are not present in the small sample, then this will lead to an inaccurate 
characterization. As shown in Fig. 2, the SDF of a large microstructure 
and the smaller sample have the same approximated shape i.e., a step 
function, with the same width. Only the magnitudes differ and is 
inconsequential for reconstruction. Consequently, we observe how a 
smaller microstructure can be used for characterization and 
reconstruction. 

To reconstruct statistically equivalent microstructures of variable 
size, SDF is constrained by the sampling frequency. The sampling fre

quency depends on the number of samples, and that in turn depends on 
the number of pixels of an image. Taking examples from Fig. 2, the 
original image of the microstructure has 200 pixels in each direction, 
and the smaller one has only has 100 pixels in each direction. As a result, 
SDF has 100 frequency bins from original image, and 50 frequency bins 
from the smaller image. As per the Nyquist frequency limit, the 
maximum frequency for both is: fmax = 1

2Δ, where Δ is the physical 
distance represented by one pixel in the microstructure image. Since Δ is 
same for both images, fmax will also be the same. However, because the 
number of bins is different, each of these bins has a size of 3.33 × 10−6 

nm−1 and 6.67 ×10−6 nm−1, for the larger and smaller image respec
tively. Because of the difference in the two SDFs, if we were to recon
struct an image using the SDF from a smaller sample, we would only be 
able to reconstruct a microstructure of similar size i.e., 50 nm. 

To overcome this limitation, we propose an SDF frequency 
enhancing technique to reconstruct microstructure with variable size 
from the original sample image. Since the final size of the microstructure 
depends on the frequency-resolution of the SDF function, we propose a 
new technique to enhance it. Specifically, by duplicating the elements in 
each frequency bin multiple times to add the missing information. As 
seen in Fig. 3A, we repeat each element in a bin two times to extend the 
SDF to double its size. For the given example it means that we have 
divided the increment of 6.67e−6 nm−1 into two bins of 3.33e−6 nm−1, 
and thus doubled the number of total bins to 100. If we compare this 
new extended SDF with the original SDF of the entire image from 
Fig. 2A, we see that their SDF are very similar Fig. 3B. 

To demonstrate the efficacy of this approach, we present a 3D 
microstructure of the OPVC in Fig. 4. We start by taking a 20 nm CGMD 
simulation and characterize its microstructure using SDF. Then we 
extend the SDF by a factor of four and use it for reconstruction. The 
reconstructed microstructure is thus 20 × 4 = 80 nm. If we crop a 20 nm 
sample from the large microstructure and compare its SDF, we can 
observe that it looks identical to the original SDF of the 20 nm simula
tion. Hence in this section we validated the efficacy of using frequency 
enhancement to reconstruct microstructures of variable size from a 
single microstructure image. Note that a smaller reconstruction can al
ways be achieved by taking a smaller section from a larger 
reconstruction. 

A caveat with this approach is that we are extending the SDF curve 
by trying to add artificial information for the small frequency indices so 
there is some approximation of the SDF curve of the larger sample. Thus, 
these reconstructions cannot entirely replace the larger simulations. 
Another approach to extend the SDF could be to interpolate between the 
missing frequencies to get a smoother curve, but the authors believe that 
the result would only be slightly different. 

Fig. 1. Characterization and reconstruction of a microstructure through SDF. The target microstructure (A) has prominent spatial features that are represented 
by the SDF (B) through an approximate rectangular function. In addition, the SDF can be used to reconstruct statistically equivalent microstructures (C). 
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2.3. SDF-based design framework 

Under the framework of MSD [14], materials are viewed as a com
plex structural systems that can be optimized to achieve improved 
performance. In this section, we present an SDF based microstructure 
design framework (Fig. 2) that can be employed for the design of quasi- 
random microstructural systems considering its PSP relation. For the 
framework discussion that follows, we select OPVC as our material of 
interest. 

The key idea of the framework (Fig. 5) is to use SDF to reduce the 
dimensionality of the OPVC microstructures and enable inverse design 
through forward PSP prediction. The framework begins by fabricating a 
set of samples by changing the processing conditions such that the 
produced samples are representative for the space of admissible pro
cessing conditions. Next, microstructure details are captured by imaging 
techniques that enable the microstructure to be characterized by SDF. A 
crucial aspect of SDF is that it can often be parameterized by a handful of 
parameters (2 to 4 for certain materials). This allows us to link the 
microstructure to processing conditions (i.e., process-structure map
ping). Another benefit of SDF is that it enables us to efficiently recon
struct statistically equivalent representative volume elements (RVEs). 

To evaluate the performance of an RVE, a model is developed that 
accounts for structural features in addition to device physics and ma

terial properties. For OPVCs, the core performance indicator is IPCE. 
This can be achieved by using a computational tool that predicts the 
IPCE value for a given microstructure X [16]. This tool computes the 
influence of microstructure on known physical phenomenon of light 
conversion to establish the structure-property relationship that forms 
the basis for performance optimization. Depending on the size of the 
RVE and its resolution, the computational cost of the performance model 
could be considerable. For example, an RVE having 1000 pixels in each 
of the 3 dimensions can take up to 1 h to compute. To mitigate this cost, 
a surrogate model can be built and used for design optimization. 

Design optimization is performed with the pre-determined design 
variables: volume fraction and parameterized SDF variables. The output 
from the design optimization are the optimal microstructure parameters 
corresponding to the best IPCE value. As the optimal microstructure 
parameters are the SDF parameters, they can be mapped back to the 
processing parameters using the already established process to structure 
model. 

In the presented SDF based material design framework, the role of 
SDF is to leverage its characterization, parameterization, and recon
struction ability to enable Process-Structure and Structure-Property 
mapping. This in turn facilitates the design of materials with quasi- 
random microstructures. A key assumption of this framework is that 
the material microstructure can be sufficiently characterized by SDF. 

Fig. 2. Comparison of the SDF at different length scales of the same material. The SDF of the full microstructure (A) is represented by the blue function (B), and 
the SDF for the red inlay (A) is represented by the red function (B). (For interpretation of the references to color in this figure legend, the reader is referred to the web 
version of this article.) 

Fig. 3. SDF frequency resolution enhancement. (A) Duplicating values in each bin of SDF to increase the number of frequency bins by two. (B) Comparing the SDF 
of the original full image of microstructure with the enhanced SDF of the cropped image of microstructure. Note that x-axis here is only the index of frequency bin 
and not the frequency itself. 
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2.4. Three-step multi-fidelity inverse design scheme 

Based on the SDF-based design framework, we attempted to find the 

optimal processing conditions of a solar cell in a previous study [35]. 
However, using the high-fidelity simulations (i.e., 100 nm structures) 
directly, would be too computationally exhaustive. In this section, we 

Fig. 4. Visualization of using frequency 
enhancing to reconstruct statistically equivalent 
microstructure of variable size from a single 
observed image. Top: Starting from a small 20 ×

20 × 20 nm CGMD simulated microstructure, a 
large 80 × 80 × 80 nm is reconstructed using SDF 
frequency resolution enhancement. From the large 
reconstruction a smaller 20 × 20 × 20 nm sample is 
cropped for comparison. Bottom: SDF comparison of 
the original microstructure with cropped 
microstructure.   

Fig. 5. SDF-based design framework to find optimal processing conditions of any quasi-random material. The framework links processing conditions to a 
material’s performance by considering its microstructure morphology, and is facilitated by SDF to reduce the dimensional representation of these microstructures. 
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address this challenge by introducing a three-stage multi-fidelity design 
scheme that includes the use of low-fidelity simulations (i.e., 20 nm 
structures) to improve tractability as well as high-fidelity simulations to 
improve computational accuracy. 

The PSP linkage as presented in Fig. 6 is an acyclic multimodal 
design problem [36] that contains three models: (i) low-fidelity process 
to structure model {P, R, D}

T
= ψ l(T, VF) where P, R and D are respec

tively the SDF peak point, relative high difference of the first two peaks, 
and decay parameters (Section 4.1), (ii) high-fidelity process to structure 
model {P, R, D}

T
= ψh(T, VF), and (iii) structure to property model 

IPCE = ϕ(P,D,VF). Subsequently, by solving the optimization problem 

max
T,VF∈Ω

ϕ(ψh(T, VF), VF ), (2)  

for the domain {T, VF} ∈ [50, 170] × [0.25, 0.75] = Ω, a designer can 
identify the optimal processing settings. We infer this range by from 
literature; T usually varies between 50 ◦C and 170 ◦C in experiments. 
However, the range of VF in experiments is a bit narrow in the authors 
opinion, so a wider range is selected from 0.25 to 0.75 to search the 
unfamiliar design space. However, optimizing Equation (1) using 
evolutionary (e.g., genetic algorithm, simulated annealing, and particle 
swarm) or gradient-based methods (e.g., gradients descent, Newton’s 
methods, and sequential quadratic programming) is unpractical as they 
would require too many costly function evaluations. A computationally 
more efficient class of methods is Bayesian optimization, but for prob
lems of this dimension even Bayesian optimization requires dozens of 
function evaluations in the case of homoscedastic noise [37] and hun
dreds in the case of heteroscedastic noise [27]. In our problem, we need 
to consider noise as the process to structure model (i.e., the CGMD 
simulation model) that has randomized initial conditions that are 
evaluated over a finite length and timescale. 

To reduce the computational complexity, we make two observations: 
(i) the computational cost (core-hours) of the high-fidelity process to 
structure model is more than 12 (Table 1) times larger than the low- 
fidelity model and the structure to property model, and (ii) all simula
tions modes share the composition input VF. Leveraging this insight, we 
propose the following three-step multi-fidelity inverse design scheme:  

1. Identify the domain ω of intermediate model variables P, R, D ∈ ω (i. 
e., the range of the SDF peak parameter P and decay parameter D) 
through a small set of samples obtained from the low-fidelity struc
ture to property model ψ l(⋅).  

2. Identify the optimal composition VF* by optimizing the structure to 
property model ϕ(⋅) using the domain of intermediate model vari
ables ω, as identified in Step 0.  

3. Identify the optimal annealing temperature T* by optimizing the 
high-fidelity linked process to structure to property model ϕ(ψh(⋅), ⋅ )

over a reduced dimensional design space. 

Concerning the initial Step 0, we start by creating a design of ex
periments for the low-fidelity CGMD process to structure simulation 
ψ l(T, VF). Specifically, using an optimal Latin hypercube design [38] 
containing nine samples we uniformly cover the domain of processing 
settings Ω. By evaluating these samples using the low-fidelity CGMD 
process to structure simulation we can identify the range of the inter
mediate modeling variables as P, R, D ∈ ω⊂N × R2. Assuming that this 
range is representative for the intermediate modeling variables, we can 
identify the optimal composition VF* and structure {P*, R*, D*}

T (Step 1) 
as 

VF*, P*, R*, D* = argmax
VF∈[0.3,0.8]

P,R,D∈ω

ϕ(P, R, D, VF).

(3) 

With the optimal composition VF* known we need to identify the 
optimal annealing temperature T*. Originally, this would have been a 
costly procedure as it required the evaluation of the high-fidelity CGMD 
process to structure simulation at different levels of composition VF and 
annealing temperature T in the domain Ω. However, by identifying the 
optimal composition using Equation (2), we can simplify the problem 
into a one-dimensional optimization (Step 2) as 

T* = argmax
T∈[50,170]

ϕ(ψh(T, VF*), VF* ). (4) 

Optimizing Equation (4) will require fewer function evaluations than 
Equation (1) for two reasons: (i) the search space has been reduced from 
two to one dimension without changing the roughness of the objective 
function, and (ii) we only need to create one structure as an input to the 
high-fidelity CGMD structure to property simulation that we can eval
uate at different temperatures T. Although we have significantly 
reduced the complexity of the optimization problem, the computational 
cost for evaluating ψh(⋅) is still nontrivial, and so we use a set of nine 
high-fidelity processes to structure to property simulations, obtained 
from an optimal Latin hypercube design for T ∈ [50, 170], to train a 
Gaussian process model f̂ (⋅). Consequently, by substitution of f̂ (⋅) into 
Equation (4) we can find the optimal annealing temperature as 

Fig. 6. Three-step multi-fidelity optimization framework. The initialization of the optimization problem is to use the low-fidelity model to infer the range of 
intermediate structure parameters. Subsequently, in the next step, we find the optimal performance by maximizing the IPCE with respect to the volume fraction VF* 

and the intermediate modeling parameters {P, D}. Finally, the optimal annealing temperature T* is found by maximizing the entire PSP link using the high- 
fidelity model. 

Table 1 
Computational cost for individual CGMD simulations using low and high-fidelity 
approaches.   

Total wall time 
(hrs.) 

Number of CPUs 
(cores) 

Total core- 
hours 

Low fidelity (20 
nm) 

120 560 67,200 

High fidelity (100 
nm) 

300 2800 840,000  
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T* = argmax
T∈[50,170]

f̂ (T). (5) 

The validity of the three-step multi fidelity inverse design scheme 
introduced in this section depends on two implicit assumptions. First, by 
identifying the optimal structure (Step 1), we assume that all structures 
described by P, R, D ∈ ω can be synthesized through processing settings 
in the domain Ω. This decentralized approach greatly limits the 
computational cost but selecting a domain that is too small risks 
converging to a suboptimal design. In contrast, selecting a domain of 
intermediate modeling variables that is too large risks converging to a 
structure that cannot be synthesized from the admissible processing 
settings. Second, it is assumed that the domain of intermediate modeling 
parameters ω is independent of composition VF. Specifically, when 
solving Equation (2), we assume that for any value of the composition 
VF there exists a structure with any SDF parameters P, R, D in the domain 
ω. Despite these limitations, the introduced three-step multi-fidelity 
inverse design scheme can identify the processing settings associated 
with strong properties through a manageable number of function 
evaluations. 

3. CGMD simulations 

Due to the reduced number of total particles (coarse-grained inter
action sites) relative to AAMD, CGMD allows us to simulate larger sys
tems (~10–1000 nm each side) containing millions of beads (also known 
as superatom) for longer time scales (~1–10 μs) spanning millions of 
timesteps. Hence the investigation of morphological features based on 
different processing conditions such as the annealing temperature and 
volume fraction (weight ratio) is achievable using chemically informed 
CGMD simulations [7,8]. One can also investigate the trend in 
morphological evolution during the typical solvent evaporation and 
thermal annealing process to construct correlations between processing, 
structure, and performance. In this work, all the CGMD simulations are 
carried out using Gromacs molecular dynamics package [39], visualized 
using VMD [40], and post-processed in MATLAB. 

3.1. Multi-fidelity simulations 

Low-fidelity CGMD simulations are employed to simulate the blend 
morphology formation and evolution within a smaller length scale (~20 
nm each side). Organic semiconducting polymer Poly(3-hexyl- 
thiophene) (P3HT) in combination with phenyl-C61-butyric acid 
methyl ester (PCBM) are initially solvated in Chlorobenzene (CB) solu
tion. Finer-than-traditional CG beads and the corresponding interatomic 
interactions, as described by Martini force fields [41], are considered to 
model P3HT, PCBM, and CB molecules. While larger domains simulated 
for a longer time scale (high-fidelity) can describe the morphology 
comparable to experiments, performing these high-fidelity simulations 
would be arduous given the computational time that they require. 
Additionally, we believe that our low-fidelity simulations, as described 
in earlier efforts by Munshi et al. [21,42], can unravel the fundamental 
physical trends in the microstructure evolution driven by the intermo
lecular interactions at finite temperature. That is why we believe they 
are sufficient for finding the representative microstructure features to 
extract the underlying SDF shape (Section 2.4). 

3.2. Large scale high fidelity simulations 

While the low-fidelity CGMD simulations are an excellent choice to 
extract microstructural features and provide fundamental insights into 
the trends in overall exciton diffusion to charge transport process, these 
are seldom comparable to the experimental characterization. To address 
this challenge, high-fidelity CGMD simulations are employed to mimic 
the physical experiments of OPVC design. Akin to the low-fidelity 
approach, P3HT and PCBM are initially solvated in organic CB solu

tion. Following energy minimization and equilibration at constant 
temperature and pressure conditions (also referred to as the number of 
particles, pressure, and temperature equilibration), CB molecules are 
evaporated gradually from the system to simulate a typical solvent 
evaporation process. Finally, the 100 nm thick solvent-free P3HT: PCBM 
bulk heterojunction nanomorphology is heated to a specific temperature 
T (thermal annealing), and gradually cooled to room temperature (T =
25 ◦C). For all these simulations, the x and y-dimension are kept constant 
at 100 nm while the z-direction (thickness) is initialized at ~800 nm for 
the solvated ternary mixture. The final solvent-free and thermally 
annealed structure, in absence of the CB solvent molecules, reduce to the 
thickness of ~100 nm leading to simulation box volume of ~100 nm3. In 
contrast to the low-fidelity CGMD simulations, large-scale simulations 
consider large number of interaction site thus making the high-fidelity 
simulations highly sensitive to the interaction parameters between the 
CG beads. To stabilize the large-scale systems and accurately capture the 
dynamics during evaporation and annealing, we varied the Martini bead 
radius for the P3HT and PCBM molecules along with a subtle variation in 
the Lennard-Jones (LJ) cutoff distance implemented using Verlet 
scheme. While in our previous efforts for low-fidelity CGMD simulations 
[41], we found a LJ cutoff distance of 1.1 nm to achieve P3HT: PCBM 
system density in agreement with experiments, for the high-fidelity 
CGMD simulations a cutoff distance ~1.4 nm was found to be opti
mum. The increase in the total number of interaction sites and the cutoff 
distance account for the large difference between the overall computa
tional cost between the two variants of CGMD simulations. Finally, these 
large-scale high-fidelity simulations, in this work, are directly compared 
with experimental observations such as cross-sectional scanning 
tunneling microscope (X/STM) images to investigate microstructure 
evolution through solution processing techniques, such as spin coating, 
typically employed in experiments of OPVC design. 

3.3. Post-processing through Voronoi tessellation 

Both the low-fidelity and high-fidelity simulations output the final 
positions of all the coarse-grained beads inside the simulation box. This 
final state of the simulation can be visualized for inspection purposes but 
it cannot be processed through SDF or the structure to performance 
model (i.e., the IPCE simulation). To this end, we require a post- 
processing scheme to convert the vector of coarse-grained bead cen
ters into a binary matrix X. 

In the proposed scheme, the first step is to import the positioning 
information of all the beads in the form of cartesian coordinates of the 
center of all molecules (both phases i.e., P3HT and PCBM). Next, we 
initiate a three-dimensional square matrix X with a total of np elements 
in each dimension. Moreover, the element Xijk ∈ Z2, ijk = 1, ⋯, np at the 
ijkth index in X is a voxel for which we must assign a material phase. For 
this material structure, we set the size of each voxel equal to 1 Å3/voxel, 
this provides an adequate balance between the accuracy of representing 
the complexity of the microstructure and the computational complexity 
required to evaluate the IPCE value of the structure. Consequently, for 
the 100 × 100 × 100 nm3 CGMD simulation, we end up with a matrix X 
of size 1000 by 1000 by 1000 voxels. 

For visualization, we have shown a two-dimensional slice of a three- 
dimensional structure in Fig. 7A, where the black circles indicate the 
centers of the elements in X. Next, we place the center locations of the 
molecules obtained from the CGMD simulations in this structure, as 
visualized by the colored pentagrams. The color of these pentagrams is 
associated with the material phase of the CGMD response (i.e., PCBM vs 
P3HT). Subsequently, through the use of Voronoi tessellation [43], we 
can assign binary values to the empty elements in X based on the ma
terial phase of the nearest molecule. If both the P3HT and PCBM mol
ecules had the same size, then we could directly apply Voronoi 
tessellation as shown in Fig. 7A. However, as the molecules are different 
in size, we need to account for this by weighting the distance calculation 
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in the Voronoi tessellation according to the specific material phase. The 
selection of the weight in the Voronoi tessellation processes is guided by 
matching the volume fraction of the two materials in X with the volume 
fraction used as an input to the CGMD simulation. In Fig. 7B and 7C we 
have shown the scenario where the weight in the Voronoi tessellation is 
adjusted to increase and decrease the volume of material phase B, 
respectively. Observe how the boundary only changes at the interphase 
between the two different materials and remains constant between two 
materials of the same phase. 

4. Results and discussion 

In this section, we discuss the results obtained when we apply the 
design framework introduced in Section 2.3 to design an OPVC with 
optimal IPCE performance. First, we need to identify the range of SDF 
parameters estimated from a small number of low-fidelity CGMD sim
ulations (Section 4.1). Next, we identify the optimal microstructure 
morphology by optimizing the structure to property model with respect 
to the SDF parameters and volume fraction (Section 4.2). Subsequently, 
we optimize the property with respect to the processing conditions using 
the high-fidelity CGMD model (Section 4.3). Finally, we conclude this 
section by comparing the optimal processing conditions with experi
mental results reported in the literature (Section 4.4). 

4.1. Step 1: Inferring the range of SDF parameters 

In Section 2.3 it was assumed that the SDF functions could be char
acterized by a two-dimensional parametric function. This approximate 
SDF function was established by observing the similarity between the 
SDF of the microstructures obtained from the nine low-fidelity CGMD 
simulations, as documented in Table 2. Specifically, in Fig. 8A we have 
plotted all nine normalized SDF functions (i.e., the area under the plots 

has been normalized to equal one). Note that we can normalize the SDF 
function as the reconstruction depends on the relative frequency of 
material features and not the absolute frequency as discussed in Section 
2.2. We extracted the salient features of the nine curves to match them 
with the properties (IPCE values), using the following approximation 

ρ̂(κ, D, R, P) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0, κ = 0

1 −
κ − 1

3
, 0 < κ < P

Re(−D(κ−P)), P ≤ κ

(6)  

where D is the frequency of the second peak, R is the ratio between the 
first and second peak, and D is a variable that governs the decay of the 
SDF at higher frequencies. Note that the lower frequencies contain the 
largest degree of inconsistency when compared with the target structure 
in Fig. 5A. However, we believe that this noise influences the IPCE of the 
reconstructed microstructures only marginally. The reason that the low 
frequency has limited influence on the IPCE is that they are associated 
with features that have a long length scale and less samples, and hence 
are more prone to noise and are less consequential to the reconstructed 
microstructure morphology. It is for this reason that the exponential 
decay term of the parametrized SDF ρ(⋅) captures the most important 
features. In Fig. 8B we have plotted the SDF of one low-fidelity CGMD 
structure (blue function) and show that we can get a good fit with the 
approximate SDF (red dashed function). Note that in this plot we have 
normalized the plot to show its consistency with the experimental 
structure. Moreover, minimizing the mean squared error for each of the 
nine low-fidelity CGMD structures we can find the P, R and D parameters 
as shown in the fourth, fifth and sixth column of Table 2. Using these 
intermediate modeling parameters, we reconstructed the initial nine 
low-fidelity structures and simulated their IPCE. Subsequently, we 

Fig. 7. Voronoi Tessellation for CGMD postprocessing. Using equal weights (A) might result in a volume fraction that is inconsistent with the CGMD inputs. 
Consequently, the material phase A molecules (B) or phase B molecules (C) can be weighted to be consistent with the volume fraction used as the CGMD model input. 

Table 2 
Design of experiments used to explore the potential microstructures using the low-fidelity CGMD simulation model.   

Process Structure Property 

# VF T(◦C) P R D ϕ(ψ l(T,VF), VF) ϕ(P, R,D, VF) Relative error (%) 

1  0.375 50 5  0.522  0.217  0.3558  0.3649  2.56 
2  0.5625 65 4  0.337  0.244  0.3333  0.3379  1.38 
3  0.625 170 5  0.385  0.295  0.3133  0.3216  2.65 
4  0.25 140 4  1.245  0.224  0.3403  0.3481  2.29 
5  0.6875 125 3  1.332  0.321  0.2863  0.2909  1.61 
6  0.4375 155 4  0.675  0.213  0.3531  0.3584  1.50 
7  0.3125 95 4  0.344  0.259  0.3512  0.3563  1.45 
8  0.5 110 4  0.564  0.276  0.3446  0.3494  1.39 
9  0.75 80 4  0.271  0.402  0.2543  0.2591  1.89  
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calculated the relative error with respect to the IPCE values of the target 
microstructure responses as shown in the ninth column of Table 2. The 
maximum observed relative error is < 3% and as such we can conclude 
that the parametrized SDF provides an accurate approximation of the 
microstructures. 

4.2. Step 2: Structure-property optimization 

To find the optimal microstructure using Equation (3), we need to 
identify the range of intermediate modeling parameters ω. From the 
fourth, fifth and sixth column in Table 2 we can infer the range for the 
intermediate modeling parameters by expanding the design space from 
the original samples as P,R,D ∈ [3, 5] × [0.271, 1.332] × [0.213, 0.402] =

ω. Specifically, the second index of the peak frequency variable in the 
SDF is a natural number in the range P ∈ [3, 5], the exponential decay 
variable in the SDF is a real number in the range D ∈ [0.213,0.402], and 
the ratio between the first and second peak is a real number in the range 
R ∈ [0.271, 1.332]. Using the range of the intermediate modeling pa
rameters ω we can optimize Equation (3), to find the optimal micro
structure. Before optimization, we first need to increase the sample size 
and make it comparable to experiments. The typical thickness of spin 
coated OPVC is of 200 nm, so we use the SDF frequency enhancement 
(Section 2.2.2) to increase the size of the smaller samples 103-fold. 

While the SDF improves the efficiency of the microstructure recon
struction, the computational cost for evaluating the IPCE is still not 
trivial. Consequently, we use a surrogate-based optimization framework 
by training a Gaussian process model on a set of 30 IPCE function 
evaluations assigned through an optimal Latin hypercube design. Sub
sequently, using a multi-start sequential quadratic programming 
approach we find the optimal microstructure as {VF*, P*, R*, D*} =

{0.4, 5, 1.33, 0.213}
T, for which the Gaussian process model predicts an 

optimal IPCE value of 0.195. To validate these results, we reconstructed 
a new microstructure using the optimal microstructure parameters and 
find an optimal IPCE value of 0.189. Compared with the Gaussian pro
cess model prediction, we have a relative error of <0.4%, and thus we 
can conclude that the Gaussian process is sufficiently accurate to 
approximate the globally optimal microstructure. 

4.3. Step 3: Process-structure-property optimization 

Using the optimal volume fraction VF*, we can identify the remain
ing optimal processing condition by optimizing the high-fidelity CGMD 
simulations with respect to a reduced dimensional design space. Spe
cifically, we can use a surrogate model-based optimization approach by 
training a Gaussian process model on nine equally spaced annealing 
temperatures and the predicted IPCE values. It should be noted that this 

means we train a surrogate model to directly predict the IPCE value as a 
function of the processing conditions. In addition, to run the low-fidelity 
CGMD simulations we set the volume fraction at VF* = 0.4 as identified 
in Step 1. The resulting Gaussian process model predictions are shown in 
Fig. 9. The motivation for using a Gaussian process is that it enables us to 
account for the prediction uncertainty in the CGMD simulations. Spe
cifically, this can be observed in Fig. 9 from the nonzero prediction 
uncertainty (blue shaded regions) at the observed training samples. The 
advantage of Gaussian process over other machine learning methods is 
its Bayesian assumption on the space of potential functions that provides 
a statistically rigorous approach to avoid over fitting or underfitting the 
training data. 

From the response surface approximation shown in Fig. 9, we can 
observe that the globally optimal IPCE value is found at an annealing 
temperature of T* = 170 ◦C. In addition, the optimal IPCE value for the 
identified optimal processing conditions is IPCE* = 0.3953. It should be 
noted that the optimal IPCE value is higher than what was predicted 
with the low-fidelity model. This is likely a result of the difference in the 
size of the simulated structures (100 nm, and 200 nm), as thinner 
structures are expected to trap the light more effectively. Since we are 
interested in the trend rather than the exact value of IPCE for optimi
zation, it is less consequential. Nevertheless, the introduced three-step 
multi-fidelity design framework facilitates microstructure sensitive 
design using previously intractable models. Since the globally optimal 
IPCE was found at an already simulated annealing temperature we do 
not need further validation. Lastly, the SDF parameters (P* = 4, D* =

Fig. 8. Parametrization of the SDF of low-fidelity CGMD microstructures. The SDF of the nine microstructures obtained from low fidelity CGMD simulations (A) 
shows a remarkable consistency among the microstructures. Subsequently, this similarity can be captured through a parametric function that can be used to 
approximate the original SDFs (B). 

Fig. 9. Gaussian process model prediction for the IPCE as a function of 
temperature. The high-fidelity CGMD simulations used the optimal volume 
fraction VF* = 0.40 as identified in Step 1 of the introduced design framework. 
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0.36, R* = 0.33) of the optimal CGMD simulation are also well within 
the design space ω. This is evidence of the validity of step 1, where 
smaller CGMD simulations were used to extract the range of SDF 
parameters. 

4.4. Validation of results 

To validate the findings of the introduced three-step multi-fidelity 
design framework we compare the optimal processing conditions (i.e., 
T* and VF*) with those reported in the experimental literature. First, we 
note that the identified optimal volume fraction VF* = 0.4 is relatively 
similar to 0.8:1 PCBM:P3HT (0.38) loading as reported in [44]. Con
cerning the annealing temperature, comparison to literature is more 
difficult as reported values range from 140 to 160 ◦C [45,46]. While this 
matches relatively well with the optimal annealing temperature in this 
study (i.e., T = 170 ◦C, additional investigation is warranted. From a 
modeling perspective, this difference could come from three sources: (i) 
a systematic model bias because of the inherent assumptions in the 
CGMD model, (ii) the Voronoi tessellation approximation that repre
sents the PCBM and P3HT molecules as irregular polyhedral, or (iii) the 
inherent assumptions in the IPCE model. In contrast, we can also note 
from comparing the results presented in the seventh column of Table 2 
with the high-fidelity observations plotted in Fig. 9, that annealing 
temperature has only a small influence on the IPCE compared to the 
volume fraction. This could explain why multiple optimal values for the 
annealing temperature have been reported in the literature, as obser
vations would become more sensitive to experimental noise. Neverthe
less, the presented CGMD is highly consistent with the experimental 
observations and as such provides designers with a reliable OPVC design 
tool. 

To validate the efficiency of the three-step multi-fidelity design 
framework we compared the computational cost. In the presented study 
we used nine low-fidelity and nine high-fidelity simulations. Evaluating 
the low-fidelity simulations and the high-fidelity simulations required 
approximately 120 and 300 h, respectively. Comparing this with two 
hypothetical scenarios: (A) the same study using only high-fidelity 
simulations, and (B) using Bayesian optimization for stochastic func
tions [27] in conjunction with the high-fidelity model. 

(A) Doing high-fidelity simulations to identify the range of the in
termediate modeling parameters requires function evaluations 
for different values of VF and T. Evaluating the high-fidelity 
response for the same design of experiments would have taken 
approximately nine times more core hours as seen in Table1. 
While this would have improved the accuracy of the identified 
intermediate modeling parameters, its influence on the identified 
range would have been marginal. In addition, it would not have 
been enough to train an accurate surrogate model and find the 
optimal processing conditions directly.  

(B) Our previous study required 305 simulations at 46 unique volume 
fractions. If both length-scales have a similar response surface we 
can expect an equal number of function evaluations. Conse
quently, the expected computational time will be about 91,000 
(300x305) hours using low-fidelity simulations compared to the 
approximately 3780 (120x9 + 300x9) hours for this study. 

The substantial difference in cost not only provides practical vali
dation for the efficiency of the introduced approach but also shows how 
information about a material’s microstructure can be leveraged to 
expedite the design process. Note that in the above comparison we did 
not consider the cost of the IPCE model as its computational cost is 
marginal compared the CGMD simulations. 

5. Summary 

In this work, we presented a coarse-grained molecular dynamic 
(CGMD) based three-step multi-fidelity design framework for the design 
of an organic photovoltaic cell (OPVC) that has optimal performance 
with respect to acceptable processing conditions. The contributions of 
the presented work are: (i) simulating large-scale (100 × 100 × 100nm3) 
high-fidelity simulation whose performance predictions conform with 
experimental observations, (ii) we introduced a multi-fidelity design 
framework that enables design of an OPVC with respect to its processing 
conditions at a predictive fidelity that was previously intractable with 
CGMD simulations, and (iii) we used an SDF frequency-enhancement 
technique to reconstruct microstructures with variable sizes. The 
introduced design framework reduces the computational complexity by 
using low-fidelity CGMD simulations to gain insight into the potential 
microstructures that can be achieved from admissible processing con
ditions. Consequently, we leverage this insight to reduce the input 
dimensionality of the high-fidelity CGMD simulations by finding the 
optimal microstructure using the faster structure to performance model. 
Reducing the input dimensionality of the high-fidelity model facilitates 
the identification of the optimal processing conditions with significantly 
fewer costly high-fidelity CGMD function evaluations. 

The introduced design framework can be employed for other 
microstructure design applications when the following four assumptions 
are valid: (i) the process to structure model and the structure to per
formance model have shared design variables, i.e., volume fraction of 
the OPVC compositions (ii) the structure to performance model is much 
faster to evaluate than the process to structure model, (iii) the micro
structure features can be accurately characterized through their spectral 
density function (SDF), and (iv) the range of the SDF parameters used to 
characterize the microstructures are independent of the design variables 
shared by the Process-Structure and Structure-Property models. The 
authors believe that (iv) is the most limiting assumption which can be 
accounted for by establishing the underlying relationship between the 
parameters and design variables by performing more simulations in the 
next step of this study. 
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