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ABSTRACT 
The ease of smartphone communications has created an expectation 
of constant connectivity. While the adoption of virtual assistants 
has improved, their capabilities for handling proactive communi-
cation tasks remain underexplored. We present the design, imple-
mentation, and evaluation of a Contextual Auto-Response agent 
to communicate users’ situational awareness. The agent creates 
auto-responses by modeling availability using smartphone sensors 
and sharing contextual information on behalf of the user. In a two-
week study with 12 participants, we evaluated the perception of 
this agent and its impact on device usage behavior. Many partici-
pants found the agent useful for signaling unavailability, with some 
caveats. Participants also reported altering device and agent usage 
based on their understanding of its functions. Our fndings indicate 
the importance of transparency in proactive agent designs and the 
need for personalization to enable an enhanced and cooperative 
human-agent interaction. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in ubiq-
uitous and mobile computing. 
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1 INTRODUCTION 
Laila is in a meeting, their phone buzzes, and a new notifcation 
of the ffth text message on the phone fashes. The meeting is 
important, it will be rude to check the phone, but Laila also worries 
about the friend sending the messages feeling ignored. They wish 
they could quickly send a message of “busy in a meeting”. With 
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the prominence of communication through text messaging, this 
experience is well-known to many of us. Attending to the constant 
fow of messages during our daily tasks causes disruption [56] and 
impacts task completion and task performance negatively [3, 15, 47]. 
On the other hand, ignoring the notifcation might also lead to an 
undesirable outcome. Past studies have shown that people start to 
speculate when they do not receive a response within their expected 
time [60]. These speculations are often negative [24] (e.g., being 
upset or angry and feeling ignored) and are often further fueled by 
inaccurate availability indicators of messaging applications [39, 50]. 
To rectify the negative social experience caused by this, recipients 
often have to apologize and explain delays in responding [22, 28, 
54, 61]. 

Virtual assistants are growing in prominence in a variety of ar-
eas [55]. The ability and scope of these virtual agents have improved 
with language processing techniques to allow interaction through 
natural language in text (e.g., chatbots) or speech (e.g., voice assis-
tants like Amazon Alexa and Apple Siri). There is ongoing research 
to improve their utility and add more capabilities to voice assistants, 
as evident from recent publications on developing frameworks for 
managing a user’s calendar [13], supporting the elderly and dis-
abled with daily tasks [32, 59] and even content acquisition [44]. 
These works promote the potential for virtual assistants to manage 
communication for their users. In particular, a proactive agent de-
sign can help with not only managing interruptions but also with 
improving situational awareness in communication [48]. The agent 
can be designed to reduce disruptions if it can work autonomously 
without user intervention. However, a key challenge to the design 
of such an agent is detecting and communicating contextualized 
unavailability while maintaining user expectations of privacy. 

In this work, we build upon the prior literature to explore the 
design and implementation of a fully automated approach for gener-
ating and sending auto-responses as a means to improve situational 
and unavailability awareness. Our approach entails an evaluation 
of each new messaging session to predict the availability of the 
message recipient. If deemed unavailable, an auto-response is gen-
erated, which shares the predicted relevant recipient’s context, 
using a user attentiveness model. With the implementation of the 
messaging agent, we aim to achieve three goals (1) reducing users’ 
engagement with their devices when they are busy with other tasks; 
(2) improving situational awareness for users’ social contacts; and 
(3) maintaining users’ privacy through mutual awareness of the 
information shared through the agent. We present this agent’s de-
sign, implementation, and evaluation concerning these goals from 
the perspective of its users. 

In particular, we explore the following research questions: 
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• What are important considerations in designing an auto-
mated availability management agent to reduce device en-
gagement while maintaining user privacy? 

• What are users’ perceptions and interpretations of the auto-
responses generated from the information captured from 
sensor data? 

• In what ways does the presence of an availability managing 
agent afect user behavior? 

To answer these research questions, we developed and evaluated 
an availability management agent through an empirical two-week-
long study with 12 participants who used our messaging agent on 
their smartphones for the study period. Our fndings suggest that 
participants found the agent useful for communicating unavail-
ability when they could not get to their phone. Participants also 
reported altering their behavior based on their understanding of 
the agent’s design and function to appropriate it in their desired 
way. We also learned how inaccuracies in the agent’s behavior lead 
to a sense of loss of interaction control. This occurred when the 
information shared to message senders by the agent was considered 
either irrelevant or inappropriate by the message recipients. This 
also resulted in an increased efort by message recipients to explain 
the agent’s actions to their contacts. 

Overall, our work contributes to the feld of designing interac-
tive systems by (1) presenting a novel design of a fully automated 
messaging agent that learns from users messaging behavior to 
identify and share relevant context related to their unavailability 
state (Section 3); (2) by describing ways in which this agent can be 
useful (Section 6.1) and what factors afect its utility for its users 
(Section 6.2). (3) by providing insights on how presenting mid-level 
sensed information (Section 3.2) rather than the inferred state can 
be perceived by users and under what circumstances such messages 
can be efective or misinterpreted (Section 6.3); and (4) by empiri-
cally evaluating the role of the agent in both positive and negative 
users’ behavior changes (Section 6.4). 

2 BACKGROUND AND RELATED WORK 
Our research builds upon prior work in (1) Virtual assistants and 
technological behavior change; (2) Context-based designs and ex-
planations; (3) Availability management in messaging. This section 
explores how they support our work and how our work extends the 
existing research. We start by discussing prior work on availability 
management in mobile messaging and the gaps in research that 
our work targets. Next, we discuss the utility of virtual assistants 
in reducing distractions and the importance of utilizing sensed con-
textual information in terms of helping with agent tasks and being 
utilized for explanations of agent actions. 

2.1 Virtual assistants and technological 
behaviour change 

Virtual assistant technologies are an active area of research, as evi-
denced by the research publications presenting designs for various 
general applications. In particular, virtual assistant technologies 
have been explored and utilized in tasks such as smart-home au-
tomation for controlling appliances with voice or text commands for 
people with special needs [43], academic guidance for students [40], 
navigation [46] and cooking assistance [45]. Most of these studies 

either present a novel design for a virtual assistant to accomplish 
the outlined task or augment/extend their capabilities (e.g., confict 
resolution in case of multiple users [43]). More recent research 
has also looked at the use of virtual assistants for reducing distrac-
tions [21, 30]. Kimani et al. [30] designed and evaluated a virtual 
assistant, called Amber, as a conversational agent that allowed users 
to interact with the agent to schedule tasks and breaks. The agent 
also intervenes when it detects a user is spending more than a set 
time on social media. Similarly, persuasive systems [42] often uti-
lize virtual assistants to provide an interface to their users to make 
them aware of their activities and allow them to refect and fos-
ter change in behavior or attitudes [63]. These persuasive systems 
have been evaluated in health and physical activity [12] as well 
as for improving productivity through DPAs (Digital Productivity 
Systems) [63]. 

While researchers have evaluated virtual assistants for their role 
in behavior changes related to felds such as health and physical 
activity [12] and medicine adherence [4], we are mainly focusing 
on behavior changes related to the use of technology such as social 
media and any appropriation of technology to better suit individual 
needs [52]. The fndings of Kimani et al. [30] reported that partici-
pants found agent suggestions around breaks and refection useful 
and reported behavior changes in their routine with the use of the 
agent. Further, Grover et al. extended the work of Kimani et al. by 
introducing anthropomorphic features through a voice assistant 
and observed that this improved agent perception and its use for 
some participants [21]. Similarly, in persuasive agent designs, agent 
nudges have been observed to help with reducing time spent on 
social media [62]. In addition to self-behavior changes related to the 
use of technology, people have also been observed to appropriate 
technology to suit their needs better. For instance, in terms of com-
munication, Retore et al.’s fndings suggested that people tailor the 
way they use diferent controls on messaging applications (such as 
Slack and WhatsApp) depending on the context-of-use i.e., based on 
their situations and types of controls ofered. These fndings suggest 
that virtual assistants continue to show potential for improving 
the general well-being of their users. While virtual assistants can 
block notifcations or silence smartphones to reduce disruptions, 
there is a stronger sense of obligation to respond to incoming mes-
sages. Even if ignored, the lack of awareness of the recipient state 
can negatively afect social relations and often requires efort to 
repair these social situations (e.g., by apologizing and explaining 
delays [28, 61]). 

Our work augments this body of knowledge on virtual assistants 
by presenting and evaluating a novel design of an agent to manage 
user communication. By being cognizant of its user’s state, the vir-
tual assistant described in this work can act as a mediator between 
message senders and the owner of the assistant. Our work forms 
the frst step in realizing the potential of virtual assistants to act 
more like real assistants, which often also handle communication 
for their users where they communicate unavailability and share 
some context related to it. 

2.2 Context-based designs and explanations 
Sharing context or an explanation surrounding a prediction can 
boost users’ trust in the algorithmic predictions of systems [1, 58]. 
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Persuasive systems such as the ones discussed in Section 2.1 share 
context about the users’ activities to enable them to refect and 
adjust their behavior. For instance, information shared such as 
cycling data [38], sleep data [35], and physical activity [25] can 
bring about behavior change if they are relatable (via correlations 
with users’ understanding of their activities) and interpretable by 
their users, which in turn boosts users’ trust in the system [38]. 

Research in recommender systems has also reported the impor-
tance of personalized explanations along with recommendations 
through the use of artifcial intelligence and machine learning tech-
niques [17, 41]. For instance, the work by Baltrunas et al. explored 
the design and evaluation of a context-based mobile app that rec-
ommended applications for users to install on their phone based 
on their contexts, such as currently installed applications, time of 
day, weather, and location [5]. They used this information to gen-
erate both recommendations and explanations. For instance, the 
explanation for the recommendation could include the relevance 
of time of day and location on the recommendation. While the gen-
eral perception of these explanations was positive, their fndings 
indicated that using a more personalized approach will result in 
more acceptable recommendations and more relevant explanations. 

Our work explores an agent design with personalized explana-
tions. At the same time, we extend this prior research by exploring 
how personalized and context-aware explanations provided by a 
system on behalf of a user to others are perceived and utilized by 
the user, as opposed to the explanations provided on behalf of the 
system to the direct user of the system. This adds another layer of 
complexity to the agent’s perception and the information it shares, 
as now the agent represents its owner to their contacts and can 
potentially infuence their social interactions. 

2.3 Availability Management in 
Communication 

Most mobile messaging applications, including SMS (when using 
Rich Communication Services or RCS), have availability indicators 
such as online/ofine status, last-seen time, custom status, and 
read receipts. Although, how reliably they communicate unavail-
ability is questionable since they are inaccurate as indicators [50] 
and multiple publications have also highlighted privacy concerns 
stemming from their use to infer availability [11, 24, 50]. To reduce 
distractions for message recipients, multiple previous studies on 
interruption management have investigated techniques such as de-
ferring notifcations [49, 66] or silencing a user’s phone [53]. More 
recently, Apple announced the implementation of this in the form 
of Focus mode with the upcoming release of iOS 151. This mode 
(and associated profles) can either be turned on manually or set 
to turn on based on context (e.g., a fxed time and location). It can 
defer or silence notifcations based on their type when turned on. 
The iMessage app would also be able to share if the focus mode 
is on with contacts. Although, it is currently limited to only Ap-
ple devices, and further investigation is required to understand its 
efectiveness in improving situational awareness. 

However, just deferring notifcation or silencing the phone does 
not help with the situational awareness of the message recipient. 

1https://www.apple.com/newsroom/2021/06/ios-15-brings-powerful-new-features-
to-stay-connected-focus-explore-and-more/ 

Multiple recent works have looked at diferent ways of inform-
ing the availability of message recipients. Cho et al. investigated 
a manual status sharing approach for KakaoTalk2 messaging ap-
plication [10]. The proposed approach is proactive, i.e., the status 
is shared automatically with selected contacts on receiving a new 
message. While manual status sharing can provide more accurate 
and relevant status information, the reliance on users to set and 
update their status can lead to unreliable or outdated status infor-
mation [6, 8]. Pielot et al. instead proposed a method to share the 
attentiveness level of message recipients [50]. They predict this 
level using machine learning with features representing informa-
tion captured on a smartphone, such as ringer mode, screen status, 
or proximity. Their evaluation showed this automated approach to 
be accurate (71%) and perceived as less privacy-invasive in their 
user study. Wu et al. developed the IMStatus application to under-
stand further the perception of diferent receptivity statuses [64]. 
Their application shared either computed attentiveness, responsive-
ness, or interruptibility status. One of these statuses was randomly 
chosen and was further shown in one of three diferent ways, i.e., 
textually, numerically, or graphically. Their fndings suggested that 
participants in their study preferred an attentiveness or responsive-
ness status over interruptibility status, and in terms of presentation, 
they preferred textual descriptions over graphical or numerical. 
This design of a standalone application would require additional 
efort by message senders to check availability status. Further, a 
lack of mutual awareness between the two contact parties can have 
privacy implications since the recipient would not know who is 
checking their status. Finally, with both Pielot et al. and Wu et al., 
there is the issue of trust in the receptivity status since it would be 
not clear to message senders how this status was computed [1, 50]. 

Instead, our work proposes a fully automated design of an agent 
which can intercept communication from all major messaging ap-
plications on the user’s phone and send auto-responses within the 
same communication thread. Further, the agent sends these auto-
responses only when there is an attempt to start communication, 
and it predicts the recipient to be unavailable, limiting accessibility 
and enabling mutual awareness. Finally, auto-responses can also 
help improve situational awareness by including contextual infor-
mation from a user’s availability model, potentially supplementing 
trust in the unavailability status. 

3 DESIGN OF AUTOMATED RESPONSE 
AGENT 

The main design goals for the agent are to (1) reduce users’ engage-
ment with their devices when they are busy with other tasks; (2) 
improve situational awareness for users’ social contacts; (3) main-
tain users’ privacy through mutual awareness of user context. In 
this section, we present the design of the agent to achieve these 
goals. 

3.1 Fully automated agent design 
In order to reduce device engagement, the agent needs to act au-
tonomously without requiring user intervention. An automated 
agent design would allow users to focus on their ongoing tasks, 
thereby reducing distractions. Furthermore, as discussed previously, 
2https://www.kakaocorp.com/page/service/service/KakaoTalk?lang=en 
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users are inconsistent in updating their status, so the agent should 
also ensure consistency in sharing users’ status information and 
provide awareness to their social contacts. We designed a fully 
automated agent by modeling the users’ messaging behavior and 
using this model to detect and share unavailability-related contexts. 

3.1.1 Detecting and classifying messaging sessions. Similar to Avra-
hami et al. [2], to defne a new messaging session, we used 5 minutes 
threshold since the last message from the same contact. This helped 
distinguish new messaging sessions from ongoing conversations 
and focus only on new sessions in modeling attentiveness rather 
than all incoming messages. In addition to tracking session initi-
ation, the model also tracked when the user attended a message 
to generate class labels. We consider a session as attended if the 
user (1) removes the associated notifcation, (2) opens messaging 
application associated with the session, or (3) accesses the message 
on another device3 (e.g., WhatsApp Web). For a session to be clas-
sifed as “attended to”, one of these events had to happen within 
7.2 minutes from the time the message was received. The choice 
of 7.2 minutes threshold comes from prior literature on attentive-
ness modeling, representing the average median attend time as the 
threshold for classifying attentiveness [26, 50]. 

3.1.2 Sensors and features used to define context. We used 58 fea-
tures4 to create the user model. We derived the feature set from 
phone sensor data as well as phone usage data, based on previous 
works on using smartphone data to create user models [26, 49, 50]. 
We logged two main types of information, (1) time since an event 
features - where events were cases such as change of screen’s state 
(e.g., time since screen unlocked) or communication (e.g., time since 
phone was last answered); (2) current status features such as screen 
state (locked, unlocked, or covered), connectivity state (e.g., WiFi 
signal strength), or ringer mode (normal, silent, or vibrate). In ad-
dition to these, we also logged additional information such as (1) 
location, which the users semantically labeled as work, home, or 
other frequented locations; (2) level of background noise, using fre-
quent processing of background sound through the phone mic [19]; 
and (3) Calendar information to represents events with which the 
users might be engaged [28, 31]. 

3.1.3 Modeling. We used personalized modeling of attentiveness [27, 
50, 51] to predict when a user is not available to attend to their 
messages. Prior work has shown personalized models (1) more ac-
curately predict users’ attentiveness to their mobile messages [27]; 
(2) are more fexible in terms of the modeling process, optimization, 
and retraining of the model [26]; and (3) can better support users’ 
privacy by enabling modifcations to individual models based on 
comfort with specifc information used to model behavior without 
having to retrain the general model [26]. We used a tree boosting 
algorithm called XGBoost [9] for creating these individual mod-
els. We used binary logistic as the objective method. We scaled the 

3While we tried to detect web-interfaces of messaging application (e.g., WhatsApp 
Web), due to the nature of notifcations on Android, this detection was not always 
reliable. This led to some messages being falsely fagged as a new session when the 
participant used the web interface on another device. Two participants reported being 
afected by this. One participant reported being annoyed and described the agent as 
an “intruder in the conversation”. The other participant reported the event as rare and 
were not signifcantly afected by it.
4List of all features used in modeling is available at https://docs.google.com/ 
spreadsheets/d/1S59ZCWfAmVDA1Wuc0KXCZu4FMb4QVhvJUyqasAuwC4o/ 

positive class weight to the ratio of the positive and negative class 
instances in our data to deal with potential class imbalance. The 
rest of the parameters were set to their default (learning rate = 0.3, 
max depth = 6, minimum child weight = 1) as they usually performed 
the best when testing on a dataset from another study [49]. Based 
on Jain et al. [27], we retrained these personal models once a day 
using cumulative data samples collected in the preceding days. 

3.1.4 Detecting and sharing relevant context. For the design of the 
agent, rather than sharing a status type, we chose to use auto-
responses within the same thread of conversation to inform unavail-
ability. This allows the users to keep track of the agent’s behavior 
within the specifc context of a communication thread. A sam-
ple auto-response is shown in Figure 1. We distinguish each auto-
response from regular messages through the use of text “AUTO-
RESPONSE:” to signal to message senders that the message came 
from the agent. The base auto-response is a simple phrase “[NAME] 
may not be available to respond”. We further augment this base 
auto-response to include specifc context, which may help explain 
the unavailability prediction to the auto-response recipient. The 
motivation for this design comes from how a human assistant may 
communicate unavailability, for instance, by including information 
such as “they are in a meeting” or “they have left the ofce”. We 
illustrate this in Figure 1. The context shared in this case is the 
noisy background and the calendar information. 

Figure 1: Sample Auto-response with two types of informa-
tion being shared, device-state (noise level) and user-state 
(calendar event). 

The next design consideration was identifying what information 
is relevant to share to form these augmented auto-responses. Since 
the availability models can achieve high levels of accuracy in pre-
dicting attentiveness [2, 26], understanding and interpreting the 
learned model can help identify relevant features that are associ-
ated with unavailability. We used the tree explainer component of 
SHAP [37] that utilizes Shapley values to produce local interpreta-
tions of each messaging session to identify these factors. Figure 2 
visualizes an example of one such local interpretation for one of 
our participants. While these local interpretations may not link to 
causality, they still help identify patterns for each local prediction. 
We limited the number of features included in the auto-response to 
at most three to limit the amount of information that is shared and 
also reduce the cognitive load in understanding multiple items of 
information [58]. 
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Figure 2: The fgure shows a sample local interpretation 
for Participant P1 generated using SHAP waterfall visual-
ization. Here, the y-axis represents features and their en-
coded values, while the x-axis bars represent the push of a 
specifc feature towards a particular model output. The bars 
pointing towards the left or negative axis represent features 
pushing the model output towards unavailability. In con-
trast, the bars pointing to the right are pushing the model 
output towards available prediction. Based on this interpre-
tation, ‘Event_Name’, which signifes a calendar event, has 
the most signifcant push towards the unavailability state. 
At the same time, the high luminance and short time since 
the phone was last unlocked are pushing the model output 
towards the available state. 

3.2 Privacy Considerations 
Ensuring users’ privacy is one of the key aspects of our design de-
cisions. By design, the agent sends auto-responses only for (1) new 
incoming session initiations; (2) when the model predicts unavail-
ability; (3) contacts saved in the address book. This limits access 
to status information compared to typical online/ofine and atten-
tiveness [50, 64] indicators which constantly broadcast application 
usage status. Further, this enables mutual awareness and trans-
parency since the message recipient is aware that information was 
shared with their contact through an auto-response in the same 
thread of conversation [10]. This approach provides high trans-
parency between the social contacts of who has what contextual 
information about their availability instead of social contacts pas-
sively checking a user’s status on the application. 

As a design decision, we ensured that auto-response messages 
were neither too low level (e.g., detailed sensor data such as ac-
tual decibel noise levels or proximity readings), nor too high level 
(i.e., the agent is not making any inferences of the actual activity 
of the user). We call this mid-level sensor data. For instance, the 
agent might report that the user is in a ‘dark environment’ and 
‘silent environment’ rather than inferring an associated state (e.g., 
sleeping). Additionally, we aggregated some low-level context val-
ues into bundles or categories. For instance, the agent shares the 
application category instead of sharing the last application used 
(e.g., productivity and communication). Similarly, instead of sharing 
precise location coordinates, the agent shares only labeled semantic 
locations which follow a circular radius along a point of reference 
(GPS coordinate) that the user is willing to share. 

Further, the content of the message is not tracked or parsed by 
the agent. While the agent does use the contact name from the 
notifcation to identify new message sessions, it does not use this 
information for modeling availability. Finally, the identifcation of 
new sessions is local to the device, ensuring the privacy of both 
message content and contact information. While sensor data was 
sent to a remote server for modeling and prediction, as mobile 
devices become more capable of handling ML/AI tasks using neural 
co-processors, this processing can also be performed locally on the 
device, improving privacy even further. 

4 IMPLEMENTATION OF AUTO-RESPONSE 
AGENT AND MESSAGES 

We illustrate the design components of the application in Figure 3. 
The individual User, Interpretation, and Response Construction 
modules were deployed on a remote server, while sensor data col-
lection and session identifcation were performed locally on the 
user’s smartphone. The AWARE Framework was used as a library 
in our Android application [19] for sampling data from some sen-
sors, while for the rest, we added manual listeners using Android’s 
SensorManager class5. 

4.1 Supporting multiple applications 
One of our objectives for implementing the agent was to support 
multiple messaging applications. Approximately 36% of smartphone 
users have multiple messaging applications on their phones (not in-
cluding the preinstalled SMS application). People might use these ap-
plications either for diferent purposes (e.g., Slack for work-related 
discussions and WhatsApp for personal conversations [52]) or for 
interacting with diferent types of contacts [57]. Thus, the agent’s 
utility might be limited if it cannot support multiple applications. 
We used Android’s Notifcation Listener Service to intercept all 
notifcations on the phone. We leveraged Android’s Quick Reply 
feature, which allows users to send responses within the notif-
cation without launching the messaging application. Using either 
Notifcation Actions (introduced in Android API level 19) or Wear-
able Actions (on older <19 API level versions), we were able to use 
the Quick Reply feature to send auto-responses programmatically. 
This approach allowed our application to support all applications 
that supported this feature. Messaging and Social media applica-
tions which supported this feature at the time of the study included 
WhatsApp, Facebook Messenger (and Messenger Lite), Telegram, 
Signal, Instagram, Google Messages (and other SMS applications), 
and Slack. 

4.2 Generating auto-response messages 
Using the top features returned by the Interpretation module, we 
generate multiple auto-response patterns in the Response Con-
struction module. These are patterns since we generate the actual 
response on the user’s phone to include their name and gender 
preferences for an auto-response. We did not store any individual 
information on the application’s server-side. The response types, 
along with their description and an example, are listed in Table 1. 

5https://developer.android.com/guide/topics/sensors/sensors_overview 
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Figure 3: Agent System Design 

For each messaging session where the agent predicts the user 
as ‘unavailable’, it generates multiple auto-response types as listed 
in Table 1. The single feature auto-responses further includes the 
top feature, second-best feature, and the third-best feature auto-
responses to make a total of seven auto-response types. We con-
struct the weighted top-features ensemble auto-responses by using 
a simple heuristic approach as follows: From the list of features 
and weights returned by the Interpretation module, the Response 
construction module picks those features that pushed the model 
output towards an unavailability state. If the normalized sum of 
weights for the top 2 features makes up 80% of the overall weight 
(for the unavailability prediction), then those two features are used 
in the auto-response; otherwise, the top 3 features are used. Sup-
pose some constituents of an auto-response type are missing (e.g., 
no device-state features returned by the interpretation module), 
then the agent skips that auto-response type. After generating all 
auto-response types, the agent randomly picks one of them to send 
to the message sender. 

The Response construction module also included a rule-base. 
This rule-base defned rules for phrasing diferent feature-value 
pairs and combining multiple phrases to form coherent auto-responses. 
Additionally, the rule-base also defned a hierarchy of features based 
on the type of information at diferent levels, such as high level (e.g., 
user-state or device-state) or low level (e.g., connectivity or loca-
tion). This prevented the creation of multi-feature auto-responses, 
which included highly correlated features such as those shown in 
Figure 2. For example, only one of event_name or event_location 
features will be picked for an auto-response since they both rep-
resent a calendar event. Although, we would still consider them 
independent if they had a unique feature encoding defned, i.e., 
if event_name feature has a diferent auto-response phrase than 
event_location feature. 

4.3 Pilot run 
The research team carried out a month-long pilot run to (1) deter-
mine what controls to add for primary agent function; (2) fne-tune 
phrasing of auto-responses, especially multi-feature ones; and (3) 
detect and iron out any bugs in the application. The controls added 
based on the result of the pilot run included the ability to add a delay 
before sending an auto-response (default: 1 minute). The purpose 
of the delay value was to give the user a chance to respond when 
they were available contrary to the model prediction. This value 
was customizable and could range from 0 (instant auto-response) 
to 7 minutes (the threshold used for modeling). Another observa-
tion from the pilot run was the frequency of auto-responses for 
some contacts. These contacts with whom a user engages in con-
versation multiple times a day may get multiple auto-responses 
throughout the day. Multiple auto-responses in a short period can 
lead to annoyance and raise privacy concerns due to oversharing 
contextual data. Instead of limiting the number of auto-responses 
for a specifc contact, we added a contact interval setting to the 
application, preventing another auto-response from being sent to 
the same contact for the set amount of time (default: 2 hours). 

Regarding phrasing of auto-responses, we observed that some 
features, when chained together, resulted in redundant informa-
tion in an auto-response. For example, if the top 2 features are the 
“high number of unattended notifcations” and the “long time since 
screen unlocked”, the resultant multi-feature auto-response would 
be “Laila may not be available to respond. She has not been check-
ing her notifcations and has not been using her phone for a 
while”. In this example, these statements sound redundant when 
taken together as they directly relate to one another. To prevent this 
redundancy, we assigned a category to each auto-response feature 
based on the type of information it represented, i.e., whether it was 
related to a device-state information (charge level, ringer mode, etc.) 

1462



Auto-responses in messaging DIS ’22, June 13–17, 2022, Virtual Event, Australia 

Table 1: Auto-response types generated by the agent 

Sub-type Description Example 

No-context/Simple This response type did not share any additional context 
as part of the auto-response. 

Laila may not be available to respond at this time. 

Single-feature These response types use a single feature value from the 
Interpretation module. 

Laila may not be available to respond. Her phone is 
covered (in a bag or pocket). 

User & device en-
semble 

User-state information represents information about the 
activities or tasks of the user and their environment. In 
contrast, device-state information relegates information 
about the device (e.g., screen-state, ringer mode) [28]. 

Laila may not be available to respond. Her phone is 
covered (in a bag or pocket) and she has a scheduled 
calendar event. 

Weighted top-
features ensemble 

This response type combined responses from multiple 
top features returned by the Interpretation module to 
form a single cumulative auto-response. 

Clustered ensemble The third type of multi-feature auto-response included 
features from at least two of three dimensions of locality, 
time, and task information, comprising of top features as 
returned from the Interpretation module. 

Laila may not be available to respond. She has not been 
using her phone for a while and has a scheduled calen-
dar event and her phone is currently locked. 

Laila may not be available to respond. She is at work and 
has a scheduled calendar meeting and has not unlocked 
her phone for a while. 

or user-state information (current location, calendar information, 
etc.). We then augmented the agent rule-base to prevent a multi-
feature auto-response from including two features from the same 
category. The agent then picked the features with the higher weight 
from the Interpretation module to be included in the auto-response. 

5 USER STUDY 
We evaluated our approach to modeling and implementing the 
auto-response agent in a two-week user study with 12 participants. 
We recruited our participants through advertisements on the uni-
versity news web page, fyers around campus, and social media 
listings. They were briefed remotely about the description and 
requirements of the study. In the 15-minutes session, we also de-
scribed our Android application and answered any participants’ 
questions. Following this, we sent the participant a link to install 
the application and a web-based guide describing the functions and 
controls of the application. Week one of participant recruitment 
was dedicated to data collection to build an initial model. The agent 
generated and sent auto-responses during week two using the par-
ticipant’s personalized attentiveness model trained using week 1 
data. The application also sent daily questionnaires during week 
two. Participants were paid 30 USD for participating and complet-
ing the study. It is worth noting that the study took place between 
September to December 2020, when most organizations and uni-
versities were operating remotely due to the COVID-19 pandemic. 
These circumstances may have impacted our study results, as we 
will discuss later in this paper. 
Ethical Considerations. The Institutional review board (IRB) of 
the university approved the study. During the briefng, we disclosed 
all the data collected by the application and the permission the 
application needs to be able to function to the participants. This 
information was also made available through the study web-page6 

sent out in an email after the briefng. As mentioned in section 3.2, 

6https://people.cs.pitt.edu/~pranut/messaging_study/index.html 

the agent did not send any text message or contact information to 
the remote server. 

5.1 Application interface 
On the frst launch of the application, participants had to enter de-
tails such as name, gender, and age. Following this, the application 
presented the consent form describing the purpose of the study. The 
main screen had buttons to start and stop the background services 
and an options pane to customize aspects of the application. Upon 
hitting the ‘start’ button for the frst time, the application prompted 
the participants to label some locations of interest. They were in-
formed that these location labels would be used for prediction and 
could also be shared in auto-responses. 

The server kept track of when the application was started and 
stopped and alerted the participant if the application was stopped 
or crashed for more than 6 hours. Upon stopping the application, 
all data collection was ceased, and the agent stopped sending auto-
responses. At the end of the day, around 9:00 PM, the application 
generated a notifcation asking the participant to complete a daily 
questionnaire asking for their feedback on the use of the agent. 
This was also available within the application in case the partici-
pant accidentally dismissed the notifcation or wanted to take the 
questionnaire earlier in the day. Participants could also take the 
questionnaire multiple times a day, and only unevaluated auto-
responses were shown to them. All participants used the option 
to start the questionnaire from the application, sometimes even 
multiple times a day. 

After two weeks, participants were sent an end-of-study survey 
within the application, which consisted of general questions related 
to the overall perception of auto-responses. The survey and the 
daily questionnaire responses guided the semi-structured end-of-
study interview, which lasted about 45 minutes on average. 
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5.2 Participants 
We reached saturation in terms of new high-level fndings after 
around 12 interviews, and at that point, we stopped recruiting. 
In total, we recruited 14 participants. One participant could not 
run the application on their phone and had to withdraw after one 
week. After the briefng, another participant withdrew from the 
study due to being uncomfortable with sending auto-responses 
to their contacts. We discarded any collected data for these two 
participants and only presented the analysis results of the remaining 
12 participants. In terms of the demographics of our participants, 
six were in the age group 18-24, three in the group 24-34, two in the 
group 35-44, and one in the group 55-64—seven of our participants 
identifed as female, and fve identifed as male. 

5.3 Analysis 
The primary researcher remotely conducted the interviews with 
all participants, which were audio/video recorded. The recorded 
interviews were transcribed with the built-in transcription of the 
recording software and further fxed by the primary researcher. We 
performed inductive thematic analysis on interview transcripts [7] 
and used Nvivo software for creating and categorizing codes. The 
primary researcher developed the initial set of codes from half (six) 
of the interview transcripts, which were then improved upon and 
categorized into themes and sub-themes during multiple discussion 
sessions among the research team. Another researcher not part of 
this project’s research team coded one of the interview transcripts. 
We achieved a Kappa value of 0.813 after performing a reliability 
analysis. Given the high level of agreement, the primary researcher 
coded the remaining six interview transcripts. 

There were 105 initial codes such as “customizing: contact-blocking”, 
“perception of noise value”, and “usefulness for family”. Upon it-
erating and refning these nodes, some nodes were split and re-
categorized. For instance, we split the “perception of noise value” 
code into two parts: “perceived utility of noise value” and “inter-
pretation of noise value” categories. From these fnal set of nodes, 
we identifed 16 frst-level categories such as “interpretation”, “cus-
tomization”, and “agent accuracy”. Through rounds of discussion 
between the research team, we identifed four major themes: “vary-
ing preferences related to agent function”, “efect of misclassifca-
tions”, “understanding of the agent and appropriation”, and “utility 
of auto-response information type”. 

6 RESULTS 
During the two-week agent deployment, 310 auto-responses were 
sent (µ = 25.333, σ = 16.036) with a minimum of 6 for P2 and a 
maximum of 61 for P10. The most common auto-response type 
was the phone-usage (“Laila has not been using her phone for a 
while”), which was sent 86 times (27.74% of all auto-responses). 
We expected this since phone usage was in the top features for 
multiple personalized models similar to prior works [26, 27]. The 
overall accuracy was 70%, the false-positive rate was 0.21, and the 
false-negative rate was 0.55. We discuss these metrics in more detail 
in Section 7.1.1. 

Next, we discuss the major themes emerging from our inter-
view data. The overall response from our participants about the 
agent and auto-responses was positive, with participants noting 

less obligation and pressure to respond and to explain their delayed 
responses. While half of our participants reported less engagement 
with their phones, which was the agent’s goal, it was highly context-
dependent. Factors such as the message’s urgency, strength and 
nature of social relationships, and the format and content of auto-
response messages all played a role in defning how benefcial the 
agent was for the users. The type of information that the agent 
shared, in particular, was an important consideration, as our par-
ticipants noted that its misinterpretations could be consequential. 
Additionally, there were indications of behavior change related to 
device and agent usage arising from the understanding of the agent 
function and efort to fx mistakes made by the agent. We expand 
on each of these in this section. 

6.1 An auto-response agent can be a useful tool 
to communicate unavailability 

Multiple participants reported various perceived benefts of using 
the agent and auto-responses, as we detail below. 

6.1.1 Agent reduced pressure and obligation to respond. Overall, 
participants found the agent useful in reducing their attention to 
their phones. We observed an average of 5 minutes increase in 
time to attend to new incoming messages among our participants; 
i.e., in the frst week of study, when there were no auto-responses, 
they took an average of 18 minutes to attend to their messages. 
In contrast, in the second week, when the agent started sending 
auto-responses, they took an average of 23 minutes. P4 mentioned 
that they felt less pressure to check their phone and focused better 
on their tasks. P4: “It really put less pressure on me to have to check 
my phone and my messages all the time to just make sure that people 
knew I was okay and receiving them, it kind of took that of my plate, 
and I could be more focused on what I was doing in the moment and 
then at night or later in the day kind of check back to see if messages 
required more meaningful response from myself, but oftentimes I could 
just leave it at that, i.e., auto-response. So I really enjoyed it”. Indeed, 
our data confrmed that P4 took signifcantly more time to attend to 
incoming messages with the presence of the auto-response, from 8.5 
minutes in the frst week (no auto-responses) to 19 minutes in the 
second week (with auto-responses). Although, it could be related to 
their unique situation described in the next section. Nevertheless, 
they ascribed lower engagement to the use of the agent. 

6.1.2 Agent can help stay focused on important tasks. Beyond the 
general utility of the agent, we learned that there could be certain 
situations where auto-responses were particularly useful for some 
participants. For example, four of our participants felt that auto-
responses would be helpful while driving, P7: “A big bad habit I 
have is that when I’m at stoplights, I’ll check my phone. With the 
auto-responses, I did not do that”. Similarly, P4 mentioned being on 
a trip when auto-responses started (during the second week), P4: “I 
was in a unique position because when it started up the auto-responses, 
I was on a long 10-hour road trip. So it’s really helpful not to kind 
of have to worry about responding to people knowing that the app 
would respond for me, and it did”. 

Another participant (P11) brought up the usefulness of auto-
responses while studying, as messages can be distracting during 
that time, P11: “They were especially useful when studying because I 
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like to put my phone away and Yeah, I guess, like the biggest drive 
to pick up that phone is to make sure no one has contacted me”. 
Another unique situation brought up by P11 was when they were 
at a doctor’s appointment, P11: “One time it was useful was when 
I was in a doctor’s appointment. First thing in the morning on my 
birthday, and there were a bunch of people texting me because it was 
my birthday. And I was like, well, I’m at the doctor for an hour”. 

6.1.3 Agent reduced the need to explain unavailability. Six partici-
pants indicated that they had to provide fewer explanations when 
the agent sent an auto-response. P2 attributed this to an accurate 
representation of their unavailability state in auto-responses, P2: 
“Oh, because it was already laid out for me as to what was happen-
ing and why I wasn’t available during that time”. Similarly, P13 
described how they felt that agent explanations were sufcient to 
justify delays, P13: “Before I used that application and I was away 
from my phone. I would always get from the other party like where are 
you, what are you doing, how come you didn’t message me back. And 
then I would have to sit there and just, you know, lengthily explain 
what I was doing. That’s why I felt those auto-responses were helpful”. 

6.2 An auto-response agent is more useful in 
some situations 

We identifed multiple factors infuencing how participants felt 
about the agent and auto-responses in our analysis. 

6.2.1 Urgent vs Non-urgent messages. Our participants reported 
variations in the usefulness of auto-responses based on the ur-
gency of the messages. Out of the six participants who brought up 
urgent/time-sensitive incoming messages, three felt auto-responses 
were not helpful for urgent messages, while the other three felt 
they were. The participants who preferred auto-responses in urgent 
situations gave reasons such as stronger emotions linked to urgent 
messages and making the sender aware so that they can reach out 
to someone else, P9: “When it’s someone texting when it’s urgent or 
important, then I’d really want them to get an auto-response, just so 
they know what’s going on. I think that would be really useful because 
if they know that you’re not available or something, then they could 
reach out to someone else”. While participants who preferred not 
sending auto-responses in urgent situations felt that they needed to 
handle those situations themselves, P4: “usually those (urgent) mes-
sages in the nature of my work on campus are more pointed towards 
me and are more time-sensitive. I guess that’s the only reason”. This 
fnding falls in line with previous work that surveyed people on 
their perception of sharing contextual information, confrming that 
urgency matters and has varying implications on agent usefulness 
for diferent people [28]. 

6.2.2 Agent’s personality and its content representation. While most 
participants felt that the tone and framing of the auto-responses 
were fne, i.e., not too formal or casual, there was a mixed response 
as to whether they would like auto-responses to sound like them or 
take on an independent agent personality. Four of our participants 
felt that auto-responses sounding like them would improve their 
acceptance for their contacts, P10: “The person who gets those auto-
responses will believe that these responses are from me”. Further, seven 
of our participants also wanted to customize some aspect of the auto-
responses by adding a personal touch, P1: “Personalization messages 

are really big for me. I really like value using my own voice. And so 
I would defnitely want to see that”. Other participants preferred 
auto-responses not to sound like they would, to be distinctive from 
their own responses, and not confuse their contacts. P8 elaborated 
on this P8: “I had a friend who used voicemail with, "Hello, are you 
there?". It sounded like she was actually picking up, and that always 
drove me nuts because I would try and actually talk to her. I feel like 
if it (the agent) sounded more like me, it might get more responses 
unnecessarily”. 

6.2.3 Usefulness for diferent contact groups. Another avenue of 
varied response was the utility of auto-responses for diferent con-
tact groups. The qualitative design of the study allowed us to in-
quire about the perception of the agent for more distinctive contact 
groups, unlike previous survey-based studies, which were limited to 
two or three coarse groups [28, 31]. In addition, to close vs. distant 
groups, our participants noted the relevance of more fne groups 
such as higher-authority fgures (e.g., boss and advisor), family, 
friends, coworkers, and even personalized contact types (e.g., their 
doctors’ ofces, special-needs contact) as we discuss below. 

Four participants mentioned agent usefulness towards an inter-
esting contact group: a higher-authority group such as a boss, advi-
sor, or professor. P9 emphasized the usefulness of auto-responses 
for their boss, P9: “More important people like, say like a boss or 
someone that you always want to be more responsive to, you know, or 
keep them more in the loop”. 

In terms of close vs. distant contacts, our participants again had 
mixed perceptions of auto-response utility for these contact types. 
Some participants did not feel comfortable sending auto-responses 
to infrequent contacts, P1: “Basically there are two kinds of people 
who contact me: people whom I think of as close friends and people 
who are acquaintances, or maybe who I don’t know at all. And so for 
people whom I don’t know at all or not very well or like acquaintances, 
I defnitely don’t want auto-responses to go to them because I don’t 
feel the need to tell them anything about me until I’ve decided whether 
or not I want to engage”. In contrast, some participants specifcally 
found auto-responses useful for contacts they did not engage with 
frequently, such as distant family, P2: “I have a cousin that’s in 
[redacted] right now. It would have been really useful for her because 
there were times where I can’t always get to her, and I hear sometimes 
I’m just entirely too busy to respond to her”. 

Similarly, some participants felt that close contacts already knew 
about their availability and schedules, making the auto-responses 
less helpful, P8: “I think people whom I text very frequently, it was 
less useful. Like if people are already fairly aware of my schedule 
and (they) can kind of anticipate. It’s not necessarily providing any 
new information”. Two participants mentioned that while auto-
responses were less useful for frequent contacts in general, they 
were helpful for their families, P4: “All my family really liked it. 
I’d say my parents probably benefted the most from it while I was 
away on vacation. They enjoyed being able to "keep up with me" 
but know that I was safe and would respond at a later point. And 
then when we were driving it auto responded to my cousin whose 
house we were staying at, and she found that helpful as well”. On the 
other hand, personal situations also made auto-responses to close 
family members such as parents not useful for some participants, 
P2: “There might be people who just don’t want the auto-responses 
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to go to like my mom because she might actually need something at 
that point in time. She’s more of a person that I need to get to right 
away because of health issues”. 

There were also instances brought up by participants discussing 
contact types that are more specifc to them. For instance, P4 men-
tioned how auto-responses could be confusing to a special-needs 
person they interact with through messaging, P4: “One of the in-
dividuals has special needs so, with her, I have to be very direct and 
blunt with the messages. So I just didn’t want to confuse her”. Simi-
larly, P9 mentioned wanting auto-responses to their doctor’s ofce 
even if they are not on their contacts list to inform them of their 
unavailability. 

6.3 Perception and interpretation of 
information shared by the agent 

Our participants evaluated 263 auto-responses in the daily ques-
tionnaire. In terms of mean ratings for diferent categories listed in 
Table 1, we did not observe any signifcant diference concerning 
the usefulness and comfort of these auto-response types. Although, 
there were implications related to the content of the auto-responses, 
as we detail below. 

6.3.1 Is the reason convincing? Our participants discussed multiple 
factors as to what constituted a good auto-response. One of them 
is that the reason shared has to be convincing, P10: “It’s about what 
the information is, what the reason is, it could be very long, but [if] 
there is no specifc reason, or there is no convincing reason, then I 
don’t think the other person would be very friendly to you”. P8 had 
a similar opinion and elaborated using an example auto-response 
that the agent sent to their contact, P8: “The ambient noise one, I’m 
like, just playing music in my own house. I don’t think [it] makes 
me less likely to respond”. Similarly, P9 felt that silent environment 
(noise value) auto-response may not be indicative of unavailability 
in most cases, P9: “I feel like there’s a lot of cases where you’re in a 
silent environment, but you’re still available to respond. You’re just 
like, say, in your room just like reading a book or whatever, like you’re 
not necessarily you know focused on something very important or 
like, if you’re in the library studying, Well, I guess, in that case, then 
it [would] be diferent but yeah I think there’s just too many cases 
with that when that wouldn’t be a good response”. 

Most participants liked the auto-response sharing phone usage. 
P1 and P9 also noted the reduced privacy risk from sharing phone 
usage information compared to other user-state information such 
as location, calendar, and app usage. P1: “Because it doesn’t really tell 
you what I’m doing, it tells you what I’m not doing, and since what 
I’m not doing is relevant to their needs, then it makes a little more 
sense in terms of alignment to me”. P9 expressed a similar sentiment, 
P9: “I think that might be one of the best ones just because like you 
know it’s like general, It doesn’t give too much information, but it 
gives enough to infer to the other person that he is not using his phone 
so he’s probably just not available”. Similarly, ringer mode had a 
positive reception, P9: “I thought that was really useful because I 
feel like when my phone is on silent mode, I probably won’t want to 
respond, so I think that’s always a good time to send an auto-response”. 

6.3.2 Privacy implications of sharing app usage information. There 
was an overwhelmingly negative response to sharing app usage 

information in an auto-response even though the agent was sharing 
the category of application (e.g., productivity, communication, and 
entertainment app) rather than the exact name of the application 
last used. P1 and P12 mentioned that they were not comfortable 
sharing app usage due to the potential of sharing highly personal 
usage information. P1: “I basically almost never want them to know 
which apps I’m using on my phone because if I want to look at [inap-
propriate content]. That’s my own thing, not just good, but yeah, I def-
initely don’t love that.” Sharing app usage was not always perceived 
negatively. P10 pointed out a stark variation in their perception of 
sharing app usage based on the type of app category shared in the 
auto-response. One of those auto-responses shared that they were 
last using an educational app, whereas the other said they were 
last using an entertainment app, P10 (for education app): “I think 
this reason tells them that he’s working on some project or something, 
educational and should not be disturbed.” Whereas, when the agent 
shares ‘entertainment app’, P10 (entertainment app): “They might 
think like he’s ignoring me but he’s also using an entertainment app.” 

6.3.3 Speculative and misinterpreted context. P7 felt that in addition 
to being convincing, the auto-responses should also not leave room 
for speculation, P7: “I like the ones that are just a little bit shorter and 
clearish. I don’t want [the sender] reading too much into it”. As noted 
in Section 6.2.3, there was also some variation in preferences related 
to auto-response information concerning diferent contact groups. 
In general, while sharing that the user has a calendar event had 
a positive reception from most participants, P11 felt that sharing 
that they have a calendar event may lead to speculations and more 
questions, P11: “I thought the calendar one was kind of unnecessary. 
It just kind of makes it begs like oh, what is the event or like begs more 
questions than a simple like not able to respond”. P13 mentioned a 
similar issue with sharing ‘not at usual location’. The agent picks 
this auto-response when the user is in an unlabeled location that 
afects their availability, P13: “They want to know what’s going on 
and where am I, that’s what they’ll be thinking”. 

P5 pointed out the ambiguity of sharing light value, P5: “Oh, the 
low light one is kind of not useful. For me nor for them just because 
it could apply that my phone was just facing down”. P9 recalled 
that their contacts found the dark and silent environment auto-
responses ‘creepy’ and raised concern for them, P9: “A couple of 
people thought that some of the responses were overly specifc or like, 
you know, kind of creepy. I think they had mentioned the light level 
one and the silent environment one”. Similarly, for most participants, 
noise value auto-responses raised concerns about being misinter-
preted due to their potential locality inference. P2 pointed out an 
example of this. They had an auto-response sent saying that they 
were in a ‘noisy environment’ whereas they were in bed, sleeping. 
While discussing this auto-response, they recalled that it was prob-
ably due to their room’s loud air conditioning, which their phone’s 
mic might have picked up. So even though the information in the 
auto-response was technically correct, the auto-response itself was 
misconstrued by their contact, “P2: Didn’t think it was appropriate 
since it sounds like I was at a party and I wasn’t, and that one was 
to my dad. So he’s probably like, where is she?”. P7 and P11 raised 
similar concerns regarding noise value: P7: “When I think of a noisy 
environment. I think it’s like crowds, and if it’s going to coworkers 
and my parents, that’s not really the image I want to put forth”. P11: 
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“I feel like it gives the illusion that I’m in like it begs like where are 
they that’s noisy”. Prior survey-based studies which evaluated the 
comfort of sharing noise data did not report on the potential local-
ity inference arising from sharing noise value, making this fnding 
interesting [28, 31]. 

Another observation that P9 noted was related to potential long-
term efects or assumptions based on the information shared in 
the auto-response. For instance, the participant mentioned that an 
auto-response sharing ‘not responsive at this time of the day’ might 
prevent contacts from initiating the conversation at that time in 
the future, P9: “They just assume like yeah this, he doesn’t want to be 
disturbed this time of day and I’ll just hold of for later”. Although, 
P10 felt that this auto-response was particularly useful for them 
since there were times in the week when they did not respond to 
messages, P10: “I think this will clear up the fact that this is not a 
good time to text because anyway he won’t text you back”. 

6.4 Behavior change related to the agent and 
device usage 

We were interested in identifying how the agent as a whole and 
auto-responses infuence a change in how our participants were 
using their devices. Our fndings reveal both positive and negative 
aspects of using the agent to handle communication. 

6.4.1 Reduction in device engagement when the agent works as 
expected. As described in Section 3, the main goal in the design of 
the agent was to reduce device engagement by enabling the agent 
to handle incoming communication. Thus, understanding the efect 
of the agent and auto-responses on device engagement was one 
of our focuses for the evaluation. Overall, half of our participants 
reported reduced device engagement with the use of the agent, 
while the other half reported an increase. Most participants initially 
reported increased engagement with their device due to feelings of 
curiosity regarding the tool’s novel features. However, perceptions 
of engagement decreased in the latter part of the study, as indicated 
by the following quotes. P7: “At frst, whenever it frst started sending 
the auto-responses, I checked like "oh did it send an auto-response 
cool!". After that initial checking of messages, I stopped checking them 
as much because I felt like it could explain if I was available or not 
available”. P2 and P11 also felt that auto-responses would help 
them take a break from their device, P11: “At times I thought it was 
actually helpful to not feel the need to be connected to my phone 
because of that (auto) response. So I thought that was good”. 

6.4.2 Mistakes of the agent can increase users’ efort and decrease 
their sense of control. Mistakes by the agent, such as sending an 
auto-response when it was not needed, resulted in an increased 
efort by participants to provide explanations to repair a social 
situation, P11: “It would send a response, and then two seconds later, I 
would see it and have to explain that. That (it) was just a false alarm”. 
Reasons for misclassifcations. We computed the overall false-
positive rate (FPR) and false-negative rate (FNR) based on our logged 
data of (1) when a user received a message, (2) whether they at-
tended to it within the expected response threshold (7.2 minutes), 
and (3) whether the agent sent an auto-response. The computed 
FPR of 0.03 was quite low due to multiple factors such as sending 

auto-responses only for known contacts, auto-response delay set-
ting, contact interval setting, and contact blocking. Without these 
flters, the FPR would have been 0.21, which is still not very high 
and is comparable to the results of prior studies [26, 50]. The false-
negative rate was 0.55, which was much higher than FPR. However, 
even though the FPR was lower than FNR, our participants’ per-
ceptions of these misclassifcations difered. All of our participants 
reported experiencing false positives, whereas only four mentioned 
experiencing false negatives, with only P2 and P5 reporting a high 
frequency of missed opportunities to send auto-responses. This 
indicates that most participants were more sensitive to the agent 
responding when not needed than not responding when it should. 

What can be contributing to participants’ perception of false 
positives incidences is how unavailability is defned, i.e., how long 
of a delay in responding is acceptable to send an auto-response? As 
discussed in Section 3.1.1, we used a threshold of 7.2 minutes for 
labeling attentiveness based on prior works, which used the aver-
age median time in their respective datasets for evaluation [26, 50]. 
Multiple participants felt that not attending to a message within 7 
minutes does not warrant an auto-response, P8: “I’d say probably 
somewhere between 20 and 30 (minutes) is fast enough to not warrant 
an auto-response”. Another reason could be the particular circum-
stances of our study, which took place during the work-from-home 
and stay-at-home period due to the COVID-19 pandemic. Multiple 
participants reported unusually greater attention to their devices 
due to classes and work taking place remotely from home, making it 
harder for the agent to detect instances of unavailability (resulting 
in greater FNR as well), P8: “I think just because of the way my work 
in school is, I’m online most of the time, or, you know, I’m within 
ready access of my phone most of the time when I’m awake. And if 
I’m not, it’s like I’m on a certain kind of call or running or driving. I 
don’t think there were a lot of opportunities for it to send one where it 
didn’t”. 

Sharing irrelevant or unwanted context also resulted in partici-
pants putting in the efort to explain that context while also feeling 
more obligated to respond earlier than they would have. P13 de-
scribed a situation where the agent sent an auto-response that they 
were listening to music which caused them to respond immediately, 
explaining themselves, P13: “I was using an app, and I was playing 
music, and I saw an auto-response went out. I immediately got of 
the app and went into messenger. And I told my mom. I’m like, Hey, 
I’m available to talk to you. I’m just, you know, listening to music”. 
Similarly, P14 recalled when the agent sent an auto-response saying 
they were last using a communications app, making them respond 
quicker than they would have since the auto-response indicated 
they had been messaging recently. As mentioned in Section 3.1.4, 
our approach utilizes correlation with the availability state rather 
than causation. This can lead to sharing irrelevant context that the 
user or their contacts may not link to unavailability and may lead 
to increased efort and loss of control over the interaction. 

6.4.3 Uncertainty and lack of understanding of agent function nega-
tively afects its usage. As mentioned earlier, about half the partici-
pants reported increased device engagement due to the use of the 
agent. Unfamiliarity with how the agent functioned was a signif-
cant reason for this behavior change. Some participants reported 
checking their phones more often to prevent an auto-response from 
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going out. For instance, P11 suspected that not using their phone 
for a certain amount of time was a trigger for an auto-response, P11: 
“Sometimes I would check it even more frequently because I didn’t want 

7.1.1 Need for more cooperative human-agent interaction. As dis-
cussed in Section 6.4.2, mistakes made by the agent decreased users’ 
sense of control and increased the required efort to explain agent 
actions to their social contacts. These mistakes or misclassifcations, 
as reported by the participants, took three forms: (1) false positives 
- situations where the user was available to respond, but an auto-
response was still sent; (2) false negatives - situations where an 
auto-response was expected to be sent but was not; and (3) auto-
responses shared irrelevant information to explain users’ unavail-
ability. While the model’s intelligence can continually be improved 
as more data becomes available, as we explain below, there are also 
cases specifc to unforeseen circumstances such as the response 
from user’s contacts. Here, we argue that intelligent agents need 
to be designed more as human partners, and their design should 
support feedback from their users. 
Learning from the user. In addition to retraining the model daily, 
as mentioned in Section 4.3, to reduce potential false positives, we 
introduced a delay setting in the CAR application to allow users to 
set up a delay before the agent sends an auto-response; however, we 
restricted the maximum delay setting to be 7 minutes to conform 
to the threshold used for labeling (7.2 minutes). Nine participants 
adjusted this delay setting, with 6 participants changing the delay 
at least twice. The general reason given by the participants for 
increasing the delay was to give them a greater chance to respond if 
they were to become available. Feedback from contacts also afected 
how participants adjusted the delay setting. For instance, P7 reduced 
the delay as it caused their contact to misread the agent response 
as theirs, P7: “[My boyfriend] was just like, you know, I really don’t 
like it when there’s such a delay between the auto-responses. It makes 
me expect that you actually responded to my message”. 

These interactions with the agent can provide helpful context 
about user preferences to the agent [18]. The agent can link each 
user interaction within its setting as a learning opportunity about 
the user. The agent uses past messaging behavior to create an avail-
ability model for their users. We learned that in some cases, users 
might be interested in pushing an auto-response even when the 
agent predicts them to be available correctly. Providing adequate 
controls to users in such cases while also allowing the agent to 
learn the user-specifc context for future incidences can improve 
the human-agent interaction. This was also highly refected in 
users’ feedback about what context the agent should share. Most 
participants wanted to customize or add a personal touch to auto-
responses. Allowing users to link or change auto-response presen-
tations to specifc contexts can help with improving the perception 
of the agent while at the same time reducing ambiguity associated 
with specifc sensor values. For instance, a user can be allowed to 
change the term ‘noisy’ to another term more applicable to their 
context, such as ’busy’, as demonstrated in the case of P8, who 
described wanting to change the noise value phrasing, P8: “It wasn’t 
really telling them anything helpful about where I might be, um, 
maybe if the person knew like noisy environment equals busy. Maybe 
if I were like a construction worker or something, but I’m defnitely 
not. It was kind of unhelpful information in that context”. 

7.1.2 Intelligent Personal Assistants can teach their users about AI 
by being transparent. People typically appropriate technology to 

that auto-response to go through”. Similarly, P8 described checking 
their phone more often in anticipation of an important message 
that they did not want the agent to respond to. This was another 
example of increased use due to the belief that not using the phone 
will trigger an auto-response, P8: “I was checking more constantly 
because I was worried that it would send him (landlord) something, 
and I’d have to explain it. We don’t talk a lot. So I think it would be 
kind of weird”. 

On the other hand, P2’s experience with the agent auto-responses 
was quite the opposite. P2 reported issues where they expected the 
agent to auto-respond, but it did not. They explained that they 
would often go into messaging app to check if the agent sent an 
auto-response upon getting a message. If not, they would respond 
themselves, reducing the agent’s utility and increasing their device 
engagement, P2: “My engagement would have probably went down. I 
don’t want to engage with my phone as much. I was trying to practice 
that a little bit in terms by leaving my phone away from me for a bit, 
but then I will pick it back up If it was like fve minutes and I didn’t see 
anything (auto-response)”. This behavior projects the gap between 
understanding of the agent function and expectations. Since the 
agent learns from messaging behavior of its users, opening a mes-
sage within 5 minutes of arriving, P2 was inadvertently attending to 
it. This would cause the agent to prevent sending an auto-response 
(if the delay setting is greater than 5 minutes) while also learning 
that the user is available in that context. Some participants also 
tried to align the agent’s behavior based on their understanding 
of the agent, e.g., by turning of the app, P8: “I knew, I was going 
somewhere (and) the algorithm would notice that you know, doing 
something diferent, (or) at a diferent location and I didn’t want it to 
notice that. I didn’t want it to send auto-responses (at that location)”. 

The presence of the messaging agent also afected some partici-
pants’ contacts. For instance, P12 reported that their contact sent 
multiple messages upon getting an auto-response, P12: “A lot of 
times they said that when they messaged me like they weren’t sure if I 
got it or not. They messaged me almost three times the same message. 
I don’t think they were 100% if [I] got the message or if it went through. 
I think they felt like sometimes it was blocking them or something”. 
P5 had to stop their app because some of their contacts were trying 
to trigger agent response out of curiosity, P5: “I kind of had to stop it 
(app). Just because I know some people were starting to mess with the 
app and, like you know, purposely responding to stuf just to see what 
would happen. And like I think it can get a bit too abusive with it”. 

7 DISCUSSION 
Intelligent Personal Assistants or IPAs are designed to assist users 
in their tasks by utilizing contextual information available to them 
through sensors [16, 36]. We are starting to see IPAs take on more 
proactive tasks without requiring initiation by their users [65]. Our 
work on the availability management agent advances our under-
standing of facilitating awareness in mobile messaging through a 
virtual assistant. We present design implications from our fndings, 
followed by the limitations of this study and the direction of future 
work. 

7.1 Design Implications 
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suit their needs [52]. In this study, as discussed in Section 6.4.3, 
our participants tried to use their exposure to the agent to under-
stand how the agent was functioning and, in some cases, reverse 
engineer the behavior of the agent by altering their own behavior 
(e.g., turning of the agent when moving to a new location) or trial 
and error to decode the agents’ behavior some of which resulted in 
increased device engagement contrary to the purpose of the agent. 
This demonstrates a signifcant opportunity to design intelligent 
personal assistants as a medium to teach users about intelligent 
algorithms. Previous literature on agent design has emphasized the 
importance of making AI actions and machine learning predictions 
explainable as well as transparent to their users, which not only 
helps with improved system understanding [23] but can also help 
build trust in the system use [1]. Thus, for the design of the commu-
nication agent, it becomes essential to make the learned model open 
to the user and provide clarity towards agent actions and learning 
opportunities about the agent behavior. Users can interact with 
the agent to ask questions about the agents’ behavior in diferent 
contexts. Improved agent understanding and the addition of proper 
controls such as modifying or removing any learned context (e.g., 
location) from the model can help users make more meaningful 
appropriations of the agent and gain a higher level of awareness 
about intelligent agents. 

7.2 Limitations and Future work 
Our study was afected by the COVID-19 pandemic. As discussed 
earlier, our participants reported that they had higher than usual ac-
cess to their phones due to working from home during the pandemic. 
Increased access and quick attendance to notifcations limited the 
opportunities by the agent to auto-respond and could have afected 
the results of our study. Further, the agent operated in conjunction 
with the regular availability indicators in messaging applications. 
We did not ask our participants to disable these indicators since we 
wanted to support multiple messaging applications for this study. It 
would have required efort on the part of the participants to fnd and 
disable these indicators, which might not even be possible for all 
available applications. This could have afected our results as well. 
However, we did not receive any feedback from our participants on 
how auto-responses worked in combination with these indicators, 
which might be helpful to explore in the future. 

As discussed in Section 6.2.1 some participants preferred auto-
responses in urgent situations while others preferred to handle 
urgent situations themselves. Further, there might be other situa-
tions where the agent’s action could be undesired. For instance, P8 
recalled a situation, P8: “it’s also sort of unpredictable, what kinds of 
responses warrant an auto-response versus not. But, um, I was asking 
someone for a letter of reference, who I primarily contact through text, 
and that person responded to me saying, I’m going to need a little extra 
time one of my parents died. And that’s defnitely the kind of message 
where I would want to respond personally and have some time to think 
about it. And so if the app is doing anything with message content, 
I would say like maybe scan for the message being kind of serious”. 
While we developed a detection mechanism for the agent which 
prevented sampling of meta-messages such as reactions in Signal7 

7https://signal.org/en/ 

app, we did not parse message content to detect emoticons or end-
of-conversation behaviors [20] or messages such as “goodbye”, and 
“talk to you later” [34]. This understanding of conversation will help 
prevent agent actions in these situations, potentially improving 
agent utility. Although parsing text messages can have privacy 
implications, and further research is needed to understand the bal-
ance between getting more context from conversations and user 
expectations of their privacy. 

Finally, our participants used the agent for two weeks, within 
which the auto-responses were sent only for the second week. As 
noted in Section 6.4.1, users initially reported increased engagement 
due to curiosity about how the agent functioned. However, we 
might see more habituation and more considerable decreases in 
device utilization once users are comfortable with the agent. A more 
extended study can provide quantitative evidence regarding how 
benefcial the agent can be for its users. In addition to this, it would 
be interesting to see how users themselves and their contacts start 
sense-making of the information shared by the agent in the long 
term as these might further raise privacy concerns [33]. A long-
term study will also help us understand whether over-trust and 
over-reliance could be a potential issue for this agent type [14, 29]. 
Through personalization, as the agent gets better at its task, users 
may start to rely on it even more, potentially impacting how they 
utilize the agent and engage with their contacts. 

8 CONCLUSION 
In this work, we reported on the design, implementation, and eval-
uation of a messaging agent called CAR that uses context captured 
from its user’s smartphone to detect and communicate their un-
availability to message senders. This work contributes to the feld 
of designing interactive systems by describing the design of a proac-
tive agent and a unique approach to sharing mid-level sensor-based 
context through auto-responses. The results of the agent’s evalua-
tion through a two-week user study provided important insights 
into the value of such an agent to improve users’ experience in 
message-based communication and how personal and situational 
factors play a crucial role in the design of such agents. Notably, 
the results point towards the increasing importance of personaliza-
tion and improving cooperation between the user and the agent 
by improving user understanding of the agent’s actions while also 
improving the agent’s learning from the users’ actions and interac-
tions. This work forms the next step towards realizing the potential 
of virtual assistants to handle communication for their users efec-
tively. 
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