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ARTICLE INFO ABSTRACT
Keywords: We develop an efficient and convergent numerical method for solving the inverse problem of determining the
Coefficient inverse problem potential of nonlinear hyperbolic equations from lateral Cauchy data. In our numerical method we construct
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a sequence of linear Cauchy problems whose corresponding solutions converge to a function that can be used
to efficiently compute an approximate solution to the inverse problem of interest. The convergence analysis
is established by combining the contraction principle and Carleman estimates. We numerically solve the linear
Cauchy problems using a quasi-reversibility method. Numerical examples are presented to illustrate the efficiency
of the method.

1. Introduction

Let d > 2 be the spatial dimension. Let T be a positive number representing the final time. Let F : R xRxRxR? — R and p : R? » R be smooth
functions. Consider the following nonlinear hyperbolic equation

u (X, 1) = Au(x,t) + c(X)F(X,u,u,, Vu) (X,1) € RY x 0,7T),
u(x,0) = p(x) xeR?, 1.1
u(x,0) = 0 x€eR?.

Here, ¢ : RY — R is the unknown potential of the medium. The unique solvability of problem (1.1) is out of the scope of this paper. We consider it as
an assumption. For the completeness, we provide here a simple set of conditions on ¢, p and F that guarantee the well-posedness of (1.1). Consider
the case when p and ¢ are smooth and have compact support. If F does not depend on the first derivatives of w, |F(x,w)| < ¢;|w| + ¢, for all w e R
and x € R? for some positive constants ¢, and ¢,, then the unique solvability of problem (1.1) was established in [33]. We also refer the reader to
the approach based on Galerkin approximations and energy estimates in [9, Section 7.2] and [29] for the unique solvability of (1.1) for the case
when (1.1) is linear. Also in the linear case, we refer the reader to [6, Chapter 10] for some results on existence, uniqueness and regularity of the
wave equation. In this paper, we only focus on our approach for solving the following inverse problem.

Problem 1.1. Let Q be an open and bounded domain of RY with smooth boundary. Assume that F(x,p,0,Vp) #0 for all x € Q and that c(x) is
compactly supported in Q. Given the lateral Cauchy data

fx,D=ux,t) and g(x,t)=0,u(x,1) (1.2)
for all (x,1) € 0Q x [0, T], determine the potential ¢(x) in Q.

This problem belongs to the class of inverse problems for nonlinear partial differential equations (PDEs) which has received an increasing
attention in the recent years. Since many materials in real-world applications obey nonlinear laws, inverse problems for nonlinear PDEs arise from
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the question of how to image these materials and/or determine their physical parameters. However, results on inverse problems for nonlinear
models are quite limited when comparing with those on inverse problems for linear models. We refer to [11] for a result on a linearized inverse
scattering problem for nonlinear Schrodinger equations. A more recent work on the numerical solution to a (linear) inverse source problem for
nonlinear parabolic equations can be found in [30]. Due to the presence of the nonlinearity, the uniqueness of Problem 1.1 is still open. We consider
the uniqueness result as an assumption. We refer to [5,7,27,36] and references therein for the uniqueness and stability results and reconstruction
methods for coefficient inverse problems for linear hyperbolic equations. We also draw the reader’s attention to [37,38,12,28,40,8] and references
therein for some uniqueness and stability results for inverse problems for several types of nonlinear PDEs.

The conventional approaches to solve nonlinear inverse problems are based on optimization. That means, one introduces some mismatch func-
tionals and then finds their minimizers. The found minimizers are set to be the solutions to the nonlinear inverse problems. However, in reality, these
functionals might have multiple local minima. Finding the minimizers, that are close to the desired solutions, requests good initial guesses. Even
when good initial guesses are given, the local convergence does not always hold unless some additional conditions are imposed. We refer the reader
to [10] for a condition that guarantees the local convergence of the optimization method using Landweber iteration. Unlike this, in this paper, we
propose a new method to solve the nonlinear coefficient inverse problem for nonlinear PDEs, formulated in Problem 1.1, without requesting a good
initial guess. Our approach is to employ a suitable Carleman weight function to construct a contraction map. The fixed point of this map directly
provides an approximate solution to Problem 1.1. The contractional phenomenon is proved by using a Carleman estimate. Besides the proposed
method, there is a general framework to solve nonlinear inverse problems without requesting good initial guesses. It is named as convexification. See
[1,15-18,21,25,24,26,31] for several versions of the convexification method. These works have been developed since the convexification method
was originally introduced in [20]. Especially, the convexification was successfully tested with experimental data in [13,14,24,22] for the inverse
scattering problem in the frequency domain given only back scattering data. Although effective, the convexification method has a drawback. It is
time consuming. In contrast, due to the use of the contraction principle, our new method can quickly deliver a reliable solution to Problem 1.1. By
“quickly”, we mean that the convergence of our method is O(6%) for some 6 € (0, 1) and k is the number of iteration of our algorithm.

Our method in this paper to solve a (nonlinear) coefficient inverse problem for nonlinear hyperbolic equations can be considered as a serious
extension of the numerical method in [30], which studied an inverse source problem for parabolic equations. Unlike the convergence analysis
in [30] which was studied for noiseless data we consider in this paper the case when the data for the inverse problem has noise in it. We prove
that the stability of our method with respect to noise is Lipschitz. Moreover, the nonlinearity considered in this present paper is also more general
than that of the paper [30]. More precisely, the convergence analysis in [30] requires that the nonlinearity term in the parabolic equation has to
be independent of the partial derivatives of the function u. Therefore, the extended study in our paper involves more technical difficulties in the
convergence analysis of the numerical method. We also refer the reader to the publications [2-4] for similar approaches.

In our numerical method we first derive an approximate Cauchy problem for the inverse Problem 1.1. The derivation consists of eliminating
the coefficient ¢(x) from the hyperbolic equation and approximately transforming the resulting equation into the frequency domain using truncated
Fourier series with respect to a special basis, first introduced in [19]. After the first step, we obtain a system of quasi-linear elliptic equations for
the vector U consisting of Fourier coefficients. The main aim of the second step is to solve this system. Writing this system as the form U = ®(U) for
some map ®, we recursively define a sequence {U, };o as Uy, = ®({U,) where the initial term U, can be efficiently computed. The rigorous proof
of the convergence of the sequence {U, };5 to the fixed-point of ® is an important strength of this paper. This can be done due to the presence of
a Carleman weight function in the definition of ®. Besides the analysis proof, we prove the efficiency of the fixed-point method above by several
interesting numerical results.

The paper is organized as follows. In Section 2 we derive an approximate Cauchy problem for Problem 1.1. Section 3 is dedicated to the
construction of the computational algorithm and the convergence analysis of the method. We present numerical examples to illustrate the efficiency
of the method in Section 4. Section 5 is for some concluding remarks.

2. An approximate Cauchy problem for Problem 1.1

In this section we derive an approximate Cauchy problem for the inverse Problem 1.1. This Cauchy problem serves as an important part for
the numerical method studied in the next section. The idea of the derivation is to eliminate the potential c¢(x) from the nonlinear hyperbolic
problem (1.1) and then approximate the resulting equation using a special Fourier basis.

At the time ¢ =0, we read the hyperbolic equation in (1.1) as

u,;(X,0) = Au(x,0) + c(X) F (X, u(x, 0), 4,(x,0), Vu(x,0)) =0 2.1)

for all x € R?. Recall from the statement of Problem 1.1 that F(x, p(x),0, Vp(x)) # 0 for all x € Q. Since u(x,0) = p and u,(x,0) = 0, it follows from (2.1)
that
u;(x,0) — Ap(x)
cX)= —/————
F(x,p(x),0,Vp(x))
Plugging (2.2) into the hyperbolic equation in (1.1), we have

for all x e Q. (2.2)

(1 (%, 0) = Ap(x)) F(X, 1,4, Vut)
F(x, p(x),0,Vp(x))
Computing a function u, satisfying (2.3) and the boundary data (1.2), becomes the main aim of this paper. In fact, having the function « in hand,
we can directly compute the potential ¢ via (2.2). However, solving the differential equation (2.3) is not trivial due to the presence the complicated
(1 0)~Ap(x)) F .14 V1)
F(x,p(x),0,Vp(x)) _
{?,},> be an orthonormal basis of L?[0,T]. For each (x,1) € Qx [0, T], we approximate the wave function u(x, t) by truncating its Fourier series with
respect to {‘{’,,},,21 as

u, (X, 1) = Au(x,1) + for all (x,1) € 2% (0,T). (2.3)

nonlinear term

which involves a non local function u,(x,0). We propose to solve (2.3) in an approximation context. Let

o N

ux,0) =Y ()W, (0= Y u,X)P,(0) 2.4)

n=1 n=1
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where
T
un(x)z/u(x,t)‘Pn(t)dt n=1,2,...,N. (2.5)
0

The choice of the cut-off number N will be presented later in Section 4. Plugging the approximation (2.4) into (2.3), we have

N

N
D, (O (1) = Y Au, ()P, (1) +

n=1 n=1

SN 0, 0P (0) — Ap(x)
F(x, p(x),0, Vp(x))

N N N
xF(x, 3w, O, 0. Y 4,0, Y. Vu,,(x)‘l’n(t)> (2.6)
n=1 n=1

n=1

for all (x,1) e Qx(0,T).

Remark 2.1. From now on, we assume that (2.6) is valid with a suitable choice of N, presented later in Section 4. The analysis to prove (2.6) as
N — o is extremely challenging. It is out of the scope of this paper. Although the rigorous study of the asymptotic behavior of (2.6) as N large is
missing, we do not experience any difficulty in our numerical study. We refer the readers to [15,30,32,23,34,39,35] for the successful use of similar
approximations when the basis {¥,} is given in [19].

From now on, we replace the approximation “~” in (2.6) by the equality “=". For each m € {1,2, ..., N}, multiply ¥,,(¢) to both sides of (2.6) and
then integrate the resulting equation. We obtain
N
2 Sty (X) = Au,, (X) + F(X,uyp, Uy, ... uy, Vuy, -, Vuy), 2.7)

n=1
forallxe Q,me {1,2,..., N} where
T
Smn:/‘{’;’(t)‘{/m(t)dt 1<mn<N,
0

and
r SN u, ()P (0) — Ap(x)
FX,uq, Uy, ... in, Vg, =, Vupy) = n=1"n n
O uy,uy No Vi N) 0/ F(x, p(x),0, Vp(x))
N N N
n=1 n=1 o
Denote by U the vector (u,...,uy)" and S the matrix (sm,,)}]j: |- We rewrite (2.7) as
AU®X)-SUX)+Fx,UX),VUX) =0 forallxeQ. e

By (1.2) and (2.5), the Dirichlet and Neumann boundary conditions for the vector U are given by

’ N
Ux) =f(x) = (/f(x, t)‘I’n(t)dt>n=1,
o . for all x € 0Q. (2.9)
N
0,U() =g := / DY, (1) .

0

In order to compute an approximation of a solution to (2.3) satisfying (1.2), we solve (2.8)-(2.9). Then, we compute u(x,?) via (2.4). We solve
(2.8)—(2.9) by a new Carleman-based contraction principle.

In practice, the data f and g are measured. These two functions might contain noise. Hence, the boundary data f and g for the vector valued
function U in (2.9) are noisy, too. In this case, in order to study problem (2.8)-(2.9), we have to assume that the set of admissible solutions

H={VveH@" :V]jg=£,0,V]o=8}

is nonempty. Let f*, f*, g* and g* be the noiseless versions of f, f, g and g respectively. Since f* and g* contain no noise, without loss of the
generality, we can assume that

AU*(x) = SU*(x) + F(x,U*(x),VU*(x))=0 in Q,
U* =f* on 0Q, (2.10)
o,U" =g* on 0Q

has a unique solution U*. Since H is nonempty, so is the set

E={ec H'Q)", e|jq=f—1*,0,e[)o=g—g"}.
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Let 6 > 0 be the noise level. By noise level, we assume that

inf {llell s : € € E} <8. (2.11)

Assumption (2.11) implies that there exists an “error” vector valued function e satisfying

e|,o =f —f*,
o€l =8—g" (2.12)
llell grs ey < 26.

Remark 2.2. Since f — f* and g — g* are the traces of a vector valued function e € H*(Q)V as in (2.12), the noisy data is assumed to be smooth. This
condition is needed only for the proof of the convergence theorem (see Theorem 3.1). Our numerical study in Section 4 indicates that the numerical
method is able to provide reasonable reconstruction results for nonsmooth noisy data.

Remark 2.3. Since problem (2.8)—(2.9) is an overdetermined problem with noisy Cauchy data, it might not have a solution. However, our method
delivers a function that well approximates U*.

3. The Carleman-based contraction principle

In this section we present the computational algorithm for solving the inverse Problem 1.1 and the convergence analysis of the algorithm. Recall
that at the end of Section 2, we reduced Problem 1.1 to the problem of computing a vector valued function U satisfying (2.8)—(2.9). Let s > [d /2] +2
where [d/2] is the smallest integer that is greater than or equal to d /2. We have H*(Q) is continuously embedded into C2(Q). Assume that the set
of admissible solutions

T

T
H = {U e BOY : Ux = ( / f(x,t)‘P,,(t)dt)lv_l, and oUX) = ( / g(x,t)‘Pn(t)dt)N_lforallx e aQ}
0 0

is nonempty. Let x,, be a point in R¢ \ Q. Define r(x) = |x —x,|/b where b > max__5{|x —xo|}. Fix a regularization parameter ¢ > 0. For each 1> 1 and
f > 1, define the functional
Y
LipV @)= / T N[A = Sp + T V. VV)Pdx +elloll, g v G.1)
Q

Let @, ; : H — H be defined as follows
@, ;,(V)=argminJ, ;(V)(@)
@EH

The map @, ; is well-defined. In fact, the existence of the minimizer of J, 4(V) in H can be proved by the standard arguments in analysis. Since
H*(QY is compactly embedded into H2(Q), J, (V) is weakly lower semicontinuous in H. Due the presence of the regularization term ¢||V/ ||2X(Q) N>
J, p 1s coercive. Hence, J, 5(V) has a minimizer in the close and convex set H. The minimizer is unique because J, ;,(V) is strictly convex.

Motivated by the contraction principle, we recursively construct sequence {U, };»; as in Algorithm 1.

Algorithm 1 A computational algorithm for solving Problem 1.1.

1: Take any vector valued function U, € H.
2: Assume by induction that U,_, is known. Define U, = ®, ,(U,_,).

3: Set Uggyy = Upe = @™, ... ,uy"™) for some k* sufficiently large and

N
w1 = Y u™ (X)W, (1) for all(x,r) € Q% (0,7). (3.2

n=1
4: Due to (2.2) and (3.2), set
SN u P X)PY (0) — Ap(x)
F(x, p(x),0, Vp(x))

as the computed solution to Problem 1.1

OmP(x) = forallxeQ, &2

The following Carleman estimate plays important role to prove the convergence of the sequence {U, };»;. We refer the reader to Theorem 3.1
and Corollary 3.8 in [30] for its proof.

Lemma 3.1 (Carleman estimate). There exists a positive constant f, depending only on b, x,, Q and d such that for all function h € C2(Q) satisfying

h(x)=0,h(x)=0 forall x €0Q, (3.4)
the following estimate holds true

/ A AR)|? dx > CA / A0V dx + CA / A ) | h(x)|? dx (3.5)

Q Q Q

for all p > p, and A > A,. Here, Ay = Ay(b,Q,d, Xy, ) > 1 and C = C(b,Q,d,x,, p) > 1 are constants depending only on the listed parameters.
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3.1. The case when ||F||c1 is finite

If | Fll1 is finite, we have the following important theorem, which is the key ingredient for the convergence of the numerical method. The case
when ||F||1 = oo can be studied by using a cut-off function, see Subsection 3.2.

Theorem 3.1. Assume that ||F || is finite. Fix f = f, where f, is the number in Lemma 3.1. Let Ay = A(b,Q, d, X, p) be as in Lemma 3.1. For each 4 > A,
let {U}},», be the sequence recursively generated by Step 1 and Step 2 of Algorithm 1. Then,

/eurﬂ(x)(lUk U+ VU, = US| dx < %/eurﬁ(x)(lUk_l U+ VWU, - UHP)dx

Q Q

+ (2+ %) /e“”’<">(|e|2 +|Vel® + |Ae[)dx + %6(||e||2 U (3.6)

Hs(Q s (Q)N )

Q

where U* is the true solution to (2.10), e is the error function satisfying (2.12) and C is a constant depending only on N, b, Q, d, Xo, p and ||F||c1. In
particular, we fix A> A, such that 6 = % €(0,1) and A4*> — C > A. We have

/e“’ﬁ(")(IUk—U*|2+|V(Uk—U*)|2) dxge"/e“’”(")(on—U*|2+IV(UO—U*)IZ)dx
Q Q
3(1 _0k+1)
-0

Oe(1 — 6%)

24r8 (x) 2 2 2 2 )12
e (jef2 + Vel +|Ael?) dx + (el +IU I ) - B

Proof. Define

H, = {U e @V : U =0and 0,U(x) = 0for all x €02 }.
Fix k > 1. Since Uy is the minimizer of J, ;(U,_,) in H, by the variational principle, for all » € H,, we have

(" O[AU, - SU, + F(x,Uy_1, VU], A 5o +eUeh) sy =0. (3.8)
Since U* is the true solution to (2.10), we have

(e”’”(’“[AU* - SU*+Fx,U*, VU], Ah)LZ(Q)N + (U™ hY s v = (U™ 1) sy - (3.9)
Combining (3.8) and (3.9), we obtain

(e“’ﬂ(x)[A(Uk —U")=SWU, —U*)+ (FX,Uy_y, VU,_)) = Fx,U*,VU*))], Ah)LZ(Q)N +&(U, —U*, h) gsoyv = —(U*, 1) sy - (3.10)
Recall function e in (2.12). Considering the test function

h=U, -U*-e€H, (3.11)
for (3.10) we derive

(e”’ﬁ(")[A(h +e)—S(h+e)+(Fx,U,_,VU,_) - Fx,U*,VU"))], Ah)Lz(Q)N +e(h+eh)yson =—eU* h) s qyn .- (3.12)
It follows from (3.12) that

/ A O [| AR + AeAh — ShAh — SeAh + (FX,Uy_y, VU,_)) = F(x.U*, VU*)AR|dX + £{h + €, h) s v = —e(U* h) grsqyn - (3.13)

Q

Using the inequality |ab| < 84 + Z—Z and the Cauchy-Schwarz inequality we deduce from (3.13) that

/eﬂf"@mhﬁdxgc/e2*’”<">|Sh|2dx+c/e“"’<")(|e|2+|Ae|2)dx

Q Q Q
B
+C/eu’ WNF & Uy, VU ) = P& U VU)X + Celllell 7, o v + 1015 g0 (3:14)
Q
Since ||F||c1 < o0, we can find a number Cr such that
[F&, Uiy, VU _)) = Fx, U VUN> < Cp(lUy_y = U** + V(U —UHP) (3.15)

for all x € Q. Fix f > f, and consider C as a generic constant, depending on N, T, F, b, Q, d, X, and f. It implies from (3.11), (3.14) and (3.15) that

/ez’“ﬂ(")lAhlzdst/e“’ﬂ(")lh|2dx+C/ez’“ﬂ(")(le|2+|Ae|2)dx

+ c/ A OU_ U+ |VU,_, - US)Pdx + Ce(|le])? (3.16)

2
2 T

A‘(Q)N )
Q

243



D.-L. Nguyen, L.H. Nguyen and T. Truong Computers and Mathematics with Applications 128 (2022) 239-248

Since 4 is in H,,, the Carleman estimate (3.5) for A is valid. Thanks to (3.5) and (3.16) and the fact that A3 —C > A for A large enough, we have

/1/e””’<">(|h|2+|Vh(x)|2)dxgc/e2""<">(|Uk_l —U*2 4 |V(U,_, - U")|Pdx

Q Q
248 (x) 1012 2 2 12
+C/e (lel” + [Ae)dx + Ce(llell 3, g + 1U* 15 qn)- (317
Q
Recalling (3.11) and using the inequality (a + b)> > % — b%, we obtain from (3.17) that
% /e“’”<x>(|Uk —U* P+ V(U - U"P)dx < c/e”'”(”(lUk_l —U*P + V(U - UH))dx
Q Q
2478 (x) (1012 2 2 2 12
(€ d) [ IO 4 1V 4 1Al Iax 4 Cellelly, g + 10"y ) (B18)
Q
Dividing both sides of (3.18) by 1/2 we obtain (3.6).
Fix 4> 4, such that = C/A€(0,1) and 4> — C > A. Replacing k by k — 1 in (3.6) and multiplying the resulting equation by 8, we have
b * *
e/e“’ O(U,_ —U* > +|VU,_; - UHX)|*)dx
Q
502/e2“”<">(|uk_2 —U*P +|V(U,_, —U*)|2)dx+(29+92)/ez’“ﬂ(")(le|2 +|Vel? + |Ae[>)dx
Q Q
2 2 112
+0%e(llelly, g n +IU I g n)- (3:19)
Combining (3.6) and (3.19), we have
/eU’ﬂ@‘)qu —U*P + VU, - UHP)dx <62 / AU, — U + V(U — U)P)dx
Q Q
P
+Q2+30+ 92)/ 40 ((el” + [ Vel® + | Ael*)dx + 0e(1 + O)(llell, o w + 1U* 13, g n)-
Q

By induction, we obtain (3.7). [

Remark 3.1. Define the norm

1/2
IVl o =(/e“”’<‘)(|V|2+|VV|2)dx) forall v e H'(QV.
Ap
Q

A direct consequence of Theorem 3.1 and (3.7) is that if we fix p = g, and 4> A, such that #=C/4 € (0,1) and that A3 — C > 4, where C is the
constant in (3.6), then the sequence (U, },-; well-approximates the vector valued function U* with respect to the norm || - || ;1 @V~ The rate of the
> Ap

convergence is O(%) as k — oo. Due to (2.12) and (3.7), the error in computation is O(5 + \/Z U || sy~ )- We say that Algorithm is Lipschitz stable
with respect to noise.

Corollary 3.1. Fix 4 and f as in Remark 3.1 such that 6 € (0, 1). Define

S ()P (0) — Ap(x)
F(x, p(x),0, Vp(x))
In our approximation context in (2.6) and Remark 2.1, ¢* is the true solution to Problem 1.1. Then, due to (3.7) and (3.3), we have

c*(x)= forallx € Q.

ek ="y ) < COMNUG = U llg1 )+ €6+ VEIU i)

where C depends only on N, b, Q, d, Xy, f, 2 and ||F||c1.
3.2. The case when ||F||c1 = o0

In the case ||F||: is infinite, we need additional information about the true solution U*. Assume that we know a large number M such that
|U*(x)| + |VU*(x)| < M for all x € Q. Define a smooth cut off function y : Qx RY x RN*¢ R that satisfies

1 &1+ Ipl <M, _
27X EP)=4 ce(0,1) M<|&+|pl<2M, forallxeQ éeRY peRNX,
0 otherwise,

Define F = xF. Itis clear that U* is the solution to
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AU*(X)—SU*(X)+f’(x,U*(x),VU*(x))=0 x € Q,
U* =f* X €09, (3.20)
o, U* =g* X € 0Q.

Since F is smooth, it is locally bounded in C!. Hence, ||f’||cl is a finite number. We now can apply Algorithm 1 to solve (3.20) to compute U*.
4. Numerical study

In this section, we present important details of the implementation of Algorithm 1 and display some numerical results obtained by the algorithm
when the dimension d = 2. In our numerical study, the computational domain Q = (~1,1)> which is uniformly partitioned into a 64 x 64 meshgrid.
The final time T =2 which is long enough for the information of the target is reflected in the Cauchy data. The initial condition p(x) = 0.5 for all x.
The basis {¥,},, is chosen by doing the Gram-Schmidt process to the following basis of L2(0,T)

b= -T/2" T2, n=1,2,3,....

This basis was introduced in [19] and has been successfully used in [15,30,32,23,34,39,35] for inversion convexification type algorithms. We also
refer to [32] where the authors used this basis and obtained better numerical results compared with using trigonometric polynomials. In this paper
we choose N =20 for the number of terms in the truncated Fourier series with respect to the basis {¥,} - for all the involved functions. We observe
that for larger N the reconstruction results remain essentially the same.

For the Carleman weight function ¢2#”®, we choose

Ix — (0, 1.25)]

—

We also did the numerical study for larger values of these parameters such as A =5, = 15 and obtained similar reconstruction results. The regular-
ization parameter is chosen as € =7 x 10~ as a result of trial and error. Note that in the simulation, we used the H*(Q)" -norm for the regularization
term. However, in order to simplify calculations, we only included the L?>-norms of the second-order partial derivatives of U,. According to our
observation, this simplification did not affect the reconstructions, but helped reduce computation time.

=2, p=10, r(x)=

4.1. Data generation

To generate data for the inverse problem, we first approximate the governing initial value problem (1.1) by

u,(x,1) = Au(x, 1)+ cX)F(x,u,u;, Vu) (x,t) € G%(0,T),
u(x,0) = p(x) x€eGq, 4.1)
u,(x,0) = 0 xEeaq,

where G is the open square (—R;, R )2 with R, =4. This choice of R, ensures that at the final time ¢ = T', u(x, T) = p(x) for all x € R?\ G and therefore
the restriction onto Q of the solution u(x, t) to (4.1) coincides with that of the solution to the original problem (1.1) for ¢t <T. Problem (4.1) is then
solved using an explicit finite difference scheme as follows,

Up=u; =p,
=A2|A F Yty 2 G
Ujp = Uppr +eF (X g, == Vi )| + 205, —u;, XE

where u;(x) = u(x,1;), the interval [0,T] is uniformly discretized as 0 =#, <t < --- <t,5, =T with time step size At =1, —t,. After getting the solution,
we extract u(x, ;) and compute its normal derivative using finite differences for all j and x € 0Q to form the data £* and g* for the inverse problem.
Note that the vectors f* and g* are the discretized versions of their counterparts in the theory. We then add 5% of artificial noise to f* and g* to
obtain the noisy data f and g, i.e.

£=f" +0.05||f* [ ,rand(~1, 1)

where rand(-1, 1) is a unit vector consisting of normally distributed random numbers within the interval (-1, 1) and ||f*||, is the vector 2-norm of f*.
4.2. Numerical examples for F = v/|u| + |Vu|

We consider F = \/m + |Vu|. The test objects are: two disks of the same size, one has potential 2 and the other has potential 1; a kite-shaped
object with potential 2; a peanut-shaped object with potential 2.

It is natural to compute the initial solution U;, by solving the problem obtained by removing from (2.8)-(2.9) the nonlinear term F(x, U (x), VU (x)).
In other words, we compute the initial term U, solving for the Tikhonov regularized solution of the linear equation

AUX)-SUX)=0 xeQ,
U=t X € 0Q,
0,U=¢g X € 0Q.

We experience that this choice of U, helps reduce the computational time.
At the kth iteration, we compute the cost function

JU) = / A0 |AU, = SU, + F(x,U,, VU Pdx + € D ||D"Uk||2Lz(Q)N

o la|=2
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Fig. 1. Reconstruction of a potential supported in two disks.
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Fig. 2. Reconstruction of a potential with kite-shaped support.

to observe convergence of the method. The discretization of the cost function is done using finite difference approximations. We do not describe the
details of the discretization here since a similar discretization with more details can be found in [30]. We see that after about 10 iterations, the value
of the cost function starts to stabilize, and therefore we stopped the algorithm after 25 iterations. The pictures of the true target, the reconstruction
at the first and last iteration, along with the values of the cost functions throughout 25 iterations are shown in Fig. 1 - 3. From the pictures of

246



D.-L. Nguyen, L.H. Nguyen and T. Truong Computers and Mathematics with Applications 128 (2022) 239-248

1 2
3
05 115 25
2
0 L 15
1
0.5 05
0.5
0 0
05 0 05 1
(a) Target (b) Reconstruction at first iteration
2
) 15
1
; 0.5
0 -
0.5 0 05 1 15 20 25
(c) Reconstruction at 25th iteration (d) Cost function

Fig. 3. Reconstruction of a potential with peanut-shaped support.
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Fig. 4. Reconstructions with F = |u|? + |Vu|?.

the cost functions we can see that the proposed method converges quickly. These results also indicate that the proposed method is able to provide
reasonable and robust reconstructions of both the value and the support of several potentials.

4.3. Numerical examples for F = |u|* + |Vu|?

The numerical method is also tested with another function F which has a higher level of nonlinearity (F = |u|? + |Vu|?). We consider the same
test cases and parameters as in the case when F = v/|u| + |Vu|. We obtain similar results for both the behavior of the cost function and the quality
of the reconstructions. To avoid a repeat of several similar images we show only the reconstruction results at the 25th iterations in Fig. 4.

5. Concluding remarks

We have studied a nonlinear inverse problem of reconstructing the potential coefficient of nonlinear hyperbolic equation. Although this problem
is nonlinear, we solve it globally. That means we do not require a good initial guess. Our method consists of two main steps. In the first step, we
reduce this coefficient inverse problem to the problem of solving a system of quasi-linear PDEs with Cauchy boundary data. Solving this system is
the main goal of the second step. We define an operator ® such that the true solution to the inverse problem is the fixed point of ®. This fixed point
is computed by constructing a recursive sequence as in the proof of the classical contraction principle. We next exploit a Carleman estimate to prove
the convergence of this sequence. We obtain an exponential rate of convergence. Moreover, we have proved that the stability of our method with
respect to noise is of Lipschitz type. Numerical results are out of expectation.
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