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Abstract5

In this study, the seismic response of submerged slopes is evaluated using a coupled smoothed6

particle hydrodynamics (SPH) - discrete element method (DEM) technique. In this method,7

DEM particles represent the soil grains and the fluid domain is idealized using SPH. The inter-8

action forces between the two phases are estimated based on well-established semi-empirical9

equations. The submerged slope was created utilizing the coupled scheme and subjected to a10

variety of base excitations with various amplitudes and frequencies. The results suggest that the11

stronger input motion generally induces larger displacements and shear strains. Additionally,12

the frequency of the input motion can also have a significant impact on the level of deforma-13

tion the system experiences. It was observed that the soil strength and stiffness can severely14
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degrade due to pore pressure buildup, leading to excessive lateral deformations at input motion15

frequencies considerably lower than the initial fundamental frequency of the deposit. Contrary16

to the level parts of the model near the slope toe and crest, soil dilation close to the slope surface17

leads to a drop in the excess pore pressure and a temporary regain in soil strength and stiffness18

reflected by sharp acceleration spikes and asymmetrical shear stress-strain loops.19

1 INTRODUCTION20

Earthquake-induced damages on slopes and nearby structures can be catastrophic. Slope failure is21

occasionally accompanied by extensive deformations and landslides that potentially lead to sub-22

stantial financial and life losses. Seismic slope instability can be broadly categorized into inertial23

instability and weakening instability. In inertial instability, the soil maintains its shear strength24

during seismic loading and shear strain is produced due to development of dynamic shear stresses25

that temporarily exceed the available soil strength. A variety of techniques which are typically26

suited for dry soils can be used to evaluate this type of slope instability, including pseudo-static27

analysis, sliding block techniques (Newmark-type techniques), and stress-deformation approaches.28

Weakening instability occurs when the earthquake results in a significant loss of soil strength to a29

point where it cannot sustain the dynamic or even static shear stresses. This type of instability can30

be divided into the two main groups of flow failure and deformation failure (Kramer, 1996). In31

flow failure, the soil strength drops below the static shear stresses leading to sudden large deforma-32

tions. Deformation failure corresponds to a situation where the soil shearing resistance is weakened33

enough to be surpassed by the dynamic shear stresses in short time intervals, resulting in gradual34

accumulation of permanent deformation. One of the main sources of soil strength degradation is35
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the generation of pore pressure during seismic excitation. Due to their complex nature, centrifuge36

testing and numerical modeling are commonly used for the seismic response analysis of saturated37

slopes.38

Centrifuge modeling has been frequently used to study the complex response of various39

geotechnical systems and also as a validation tool for numerical simulations. While field data40

and case histories provide useful information, centrifuge testing enables the researchers to acquire41

deeper insight into the mechanisms leading to the observations. In this approach, a small-scale42

version of the prototype is constructed for use in the lab experiments. In order to have a similar43

state of stresses within the model and the original system, the g-level is artificially increased by44

applying a centrifugal force to the model. In addition, further adjustments are made, according45

to the scaling laws, to different model parameters such as fluid viscosity, input motion amplitude,46

input motion frequency and duration of excitation. Many researchers adopted this technique to47

study different phenomena concerning the seismic response of saturated slopes, such as lateral48

spreading and flow failure induced by void redistribution (e.g. Liu and Qiao (1984); Elgamal et al.49

(1989); Dobry and Liu (1992); Kokusho (1999); Olson and Stark (2003); Kamai and Boulanger50

(2010); Boulanger et al. (2014); Lu et al. (2019)).51

A range of numerical techniques are available for stability analysis of saturated slopes.52

Mesh-based continuum methods, such as the finite element method (FEM) and the finite difference53

method (FDM), generally use sophisticated constitutive models along with relatively large number54

of parameters to be able to capture complicated stress-strain soil behavior (e.g. Wakai and Ugai55

(2004); Malvick et al. (2006); Elgamal et al. (2009); Kamai and Boulanger (2013); Madabhushi56

et al. (2018); Boulanger et al. (2014); Boulanger and Montgomery (2016); Gu et al. (2021)). The57

material point method (MPM) is an Eulerian-Lagrangian technique, in which the material points,58
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representing the continuum media, move within a fixed background mesh. This method was devel-59

oped as an extension of FEM designed for large deformation problems such as landslides. However,60

this method still suffers from the need for a complex constitutive model to replicate the complicated61

soil response patterns. There have been some studies utilizing this method to simulate liquefaction-62

induced slope instability (e.g. Cuomo et al. (2019); Soga et al. (2016)). The smoothed particle63

hydrodynamics (SPH) is a meshless technique based on discretization of the computational do-64

main (fluid or solid) into individual particles and smoothing of different quantities using a kernel65

function. This method is also suitable for large strain simulations thanks to its Lagrangian frame-66

work. SPH was employed to analyze the slope response in the presence of pore water pressure (e.g.67

Chen and Qiu (2014); Zhang et al. (2019)).68

The discrete element method (DEM) is also a meshless technique developed by Cundall69

and Strack (1979). In this method, the soil is simulated as a collection of rigid particles (spheri-70

cal or irregular-shaped), interacting with each other at the contact points. DEM provides the most71

realistic representation of granular soil and, without the need for a complicated constitutive model72

or many simplifying assumption, is able to automatically capture the micro-scale mechanisms and73

inherently account for soil non-linearity, soil non-homogeneity, and possibility of large deforma-74

tions. This method has been utilized in various areas of geotechnical engineering (e.g. Zamani75

and El Shamy (2011); Dobry and NG (1992); Thornton (2000); Radjaı̈ and Dubois (2011); Sizkow76

and El Shamy (2021b)). Considering the advantages of DEM in simulating granular materials,77

several coupled algorithms incorporating different computational fluid dynamics (CFD) methods78

have been constructed to account for the presence of pore water between DEM particles. However,79

apart from few instances where different coupled CFD-DEM methods were used to study lateral80

spreading and shear localization in mildly sloping deposits (e.g., El Shamy et al. (2010); El Shamy81
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and Abdelhamid (2017); Sizkow and El Shamy (2021c); El Shamy and Sizkow (2021b)), to the82

best of authors knowledge, previous applications of DEM to slope stability problems involve rock83

materials or dry soil and no studies have been presented to model submerged slopes based on DEM.84

Two of the most common fluid coupling schemes involving DEM are continuum-discrete85

methods (e.g., El Shamy and Zeghal (2005); Gu et al. (2020); Zou et al. (2020)), and pore-scale86

techniques (e.g., Zhu et al. (1999); El Shamy and Abdelhamid (2014)). The first category employs87

a fixed coarse grid mesh and a continuum description of the fluid. This type of space discretization88

significantly reduces the simulation time, however at the same time, poses obvious limitations with89

respect to problem geometry and boundary conditions. The second group of coupled techniques90

model fluid at the pore scale. Although these methods benefit from a higher degree of accuracy, the91

computational costs are immense for practical applications with realistic particle sizes on typical92

desktop computers.93

As an intermediate approach in terms of efficiency and accuracy, a coupled SPH-DEM94

scheme has been proposed in recent years. In this method, the behavior of the fluid-particle mix-95

ture is simulated using the average forms of Navier–Stokes equations and the interphase interac-96

tion forces are calculated based on well-established semi-empirical formulas. Numerous instances97

of application of this technique to a variety of chemistry, physics and engineering topics can be98

found in the recent literature (e.g., Sun et al. (2013); Markauskas et al. (2018); Cleary (2015); Wu99

et al. (2016); El Shamy and Sizkow (2021a)). Compared to the fully continuum-based methods,100

apart from the inherent benefits of DEM, this coupled scheme is capable of successfully capturing101

complicated phenomena related to seismic response of saturated soils such as pore water pressure102

generation, degradation of soil strength and stiffness, deamplification of input motion in liquefied103

layers, and regain in soil strength due to dilative soil behavior without the need for a sophisticated104
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constitutive model or many simplifying assumptions (El Shamy and Sizkow, 2021a; Sizkow and105

El Shamy, 2021c; El Shamy and Sizkow, 2021b). The familiar trends captured by the coupled106

SPH-DEM method are, unlike the continuum-based techniques, direct results of micromechani-107

cal mechanisms such as the mutual interaction between the soil particles and fluid, local volumetric108

strain due to rearrangement of soil particles, and changes in the average number of contacts between109

soil particles. In addition, due to being fully particle-based, it is very suitable for simulating large110

deformations, which is vital in effective modeling of slope failure. Compared to the continuum-111

discrete techniques (in which the fluid domain is discretized into large fixed cells), it can handle112

much more complicated model geometries, as the SPH particles can be placed in different configu-113

rations to fit the model requirements. In addition, the presence of free-field conditions on the sides114

of the model requires movable boundary conditions that pose a big challenge for the fixed-mesh115

techniques. Finally, compared to the pore-scale methods such as LBM-DEM, it is computationally116

far less demanding while displaying comparable accuracy (Sizkow and El Shamy, 2021a). The117

main drawback of this technique is the fact that the fluid is assumed to be weakly compressible,118

which can be compensated for by using a large enough numerical speed of sound that limits the119

density fluctuations to very small values.120

The authors previously showed the capabilities of this technique in simulating several geotech-121

nical problems (El Shamy and Sizkow, 2021a; Sizkow and El Shamy, 2021c; El Shamy and Sizkow,122

2021b). In this study, the aforementioned SPH-DEM scheme was extended to analyze the seismic123

response of submerged slopes. A novel approach is presented herein for handling cases with free-124

field boundary conditions. The ability of the proposed scheme in simulating large-scale geotech-125

nical systems with more complicated geometries is demonstrated. In this study, the soil was rep-126

resented as an assembly of rigid spherical bodies with rolling friction installed between them to127
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compensate for their idealized shape and the fluid domain was created using SPH particles. Due to128

similarity of the model setup to plane-strain problems, only a thin slice of the model with periodic129

boundaries at the front and back faces was considered for the simulations to save computational130

time. Furthermore, the free-field conditions were directly applied to the lateral sides of the model131

to reduce the refection of the propagating waves. Input motions with different combinations of132

frequencies and amplitudes were applied to the submerged slope and the responses of the model133

to different base excitations were compared to discover the effects of input motion amplitude and134

frequency. In addition, various parameters contributing to the loss of soil strength and slope defor-135

mation such as volumetric strain, excess pore pressure, vertical drag force and coordination number136

are investigated.137

2 COUPLED SPH-DEM SCHEME138

In the proposed coupled scheme, SPH was employed to solve the equations of fluid motion. In139

SPH, the fluid domain is replaced by a set of discrete particles holding local fluid properties such140

as density and pressure (Monaghan, 1992). The average forms of continuity and momentum equa-141

tions were discretized through interpolation of various quantities over the influence domain of any142

given particle. The equation of state for weakly compressible fluid was utilized to evaluate the143

fluid pressure based on the local density. In addition, negligible density fluctuations were ensured144

by setting the numerical speed of sound to a proper value. Soil particles were modeled by rigid145

spherical particles in DEM with rolling friction between them to limit their unrealistic relative ro-146

tations. The coupling forces between the soil and fluid were also quantified using well-established147

semi-empirical relations, in which the interactions are calculated based on the local porosity and148
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relative velocities between the two phases. The DEM cycles were performed using the PFC3D149

software (Itasca, 2018) and the SPH part of the coupled scheme was implemented using a user-150

written Cython code and linked to the PFC3D environment. The fluid and solid phase equations151

were solved using explicit time integration schemes. A constant value was selected for the DEM152

timestep. The SPH timestep was assumed to be N times the DEM timestep, where N is an inte-153

ger. This means that N DEM computation cycles should be performed per one SPH cycle. The154

first step in a single SPH-DEM computational loop is to calculate the fluid particle properties such155

as porosity and pressure. The interaction forces are next obtained based on the latest positions156

and velocities of DEM particles, and the interpolated porosities at their locations. Then the SPH157

particle densities, velocities and positions are updated according to the variation rates of density158

and velocity computed from their pressure, superficial density and the coupling forces. Finally,159

the interaction forces are applied to the solid particles and N DEM cycles are performed to get the160

updated particle positions and velocities. The new positions and velocities are then sent as inputs161

to the SPH algorithm and the next loop begins. A brief description of the model components are162

provided in the following sections.163

Due to some major issues, it was not possible to conduct a one-to-one comparison with164

published centrifuge studies on the response of submerged slopes. Some of these difficulties were:165

1) The sand used in centrifuge tests is typically medium to fine sand. Replicating such sizes in166

DEM would require a massive number of particles that would render the simulation time impracti-167

cal. 2) The model setup in the centrifuge tests requires the lateral boundaries to be placed far away168

from the slope in order to represent the free-field conditions. Such large models would need a huge169

number of DEM particles to simulate and the computational costs would be immense. 3) In most170

centrifuge studies, the dynamic soil properties are not fully described which makes it very difficult171
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to create a relatively accurate numerical model of the real soil deposit. In view of these difficulties,172

a building block approach was adopted by the authors to validate the proposed coupled SPH-DEM173

model (Sizkow and El Shamy, 2021c; El Shamy and Sizkow, 2021a). The main coupling param-174

eters between the fluid and particles in this model stem from porosity calculation, averaged solid175

particle velocities and the resulting drag force. Therefore, a simulation was performed to examine176

the ability of the model to correctly predict the drag force on a few settling particles in a fluid177

column (El Shamy and Sizkow, 2021a). Since this system has a diluted concentration of particles,178

it presents an extreme in computing porosity and associated drag forces. It also includes the chal-179

lenge of large solid particle velocities. Additionally, another extreme situation in which flow in a180

dense stagnant arrangement of a porous medium was considered to examine the ability of the fluid181

code to accurately predict fluid velocities in such a dense packing (Sizkow and El Shamy, 2021c).182

More details on the coupled scheme, its implementation and various validation cases can be found183

in Sizkow and El Shamy (2021c) and El Shamy and Sizkow (2021a).184

2.1 Fluid phase185

The motion of solid-fluid mixture is described by the averaged forms of Navier-Stokes equations186

(Anderson and Jackson, 1967):187

∂(nρ f )

∂t
+∇.(nρ f u) = 0 (1)

∂(nρ f u)
∂t

+∇.(nρ f uu) = −∇P+∇.τττ+nρ f g− fint (2)

in which P is the fluid pressure, n is the porosity, τττ is the viscous stress tensor, g is the gravitational188

acceleration vector, ρ f is the fluid density, fint is the fluid-particle interaction force and u is the189
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fluid velocity.190

In SPH, the fluid domain is discretized into lumped masses carrying local fluid properties,191

and different quantities are interpolated using a kernel function (W ). The Wendland kernel function192

is employed in this study (Dehnen and Aly, 2012).193

Eqs. 1 and 2 can be rewritten in discrete form using SPH particle summation as:194

d(niρi)

dt
= ∑

j
m juij.∇iW (

∣∣rij
∣∣ ,h) (3)

dui
dt

= −∑
j

m j[
Pi

(niρi)2 +
Pj

(n jρ j)2 +Ri j(
W (
∣∣rij
∣∣ ,h)

W (∆p,h)
)4]∇iW (

∣∣rij
∣∣ ,h)+ΠΠΠi j +

fint

mi
+g (4)

where uij is the relative velocity vector, Pi is the fluid pressure, Ri j is the tensile instability term and195

ΠΠΠi j is the viscosity term (Morris et al., 1997; Monaghan, 2000).196

The fluid pressure is estimated using the equation of state for weakly compressible fluid.197

In order to model an almost incompressible fluid, the numerical speed of sound must be selected198

sufficiently large to limit the magnitude of density fluctuations to very small values.199

Two main types of boundary conditions are employed for the fluid in this study, namely200

periodic boundaries and no-slip no-penetration boundaries. Periodic boundaries represent a con-201

dition where the domain is repeated on both sides. Therefore, if a fluid particle exits the domain202

through one side, another particle with the same properties and velocity enters the domain from the203

opposite side. In addition, since the two sides are assumed to be adjacent, the spherical domain of204

each SPH particle near such boundaries will be completed by the particles on the other side. The205

method proposed by Adami et al. (2012) is used to implement no-slip no-penetration boundaries.206
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2.2 Solid phase207

In the linear contact model, the interaction of DEM particles is described by a set of normal and208

shear springs and dashpots. The relative particle movements produce normal and shear elastic209

forces in the springs, and the viscous behavior is provided by the dashpots. In granular systems, the210

energy dissipates through various micro-mechanical processes, such as contact adhesion, surface211

roughness and particle non-sphericity (Itasca, 2018). When the soil grains are idealized as spherical212

DEM particles, the effects of particle shape on the energy loss during relative rotation of particles,213

can be compensated for by addition of rolling friction between particles (Iwashita and Oda, 1998;214

Oda et al., 1982). In this study, the rolling resistance contact model is utilized which is similar to215

the linear contact model, but with the difference that the relative rotation of particles generates a216

moment that resists their motion and acts as a energy dissipation mechanism (Itasca, 2018).217

2.3 Fluid-solid interaction218

The force applied by the fluid on the DEM particle a can be resolved into the drag force (FD
a ) and219

pressure gradient force (FP
a ) (Markauskas et al., 2017):220

Fint
a = FD

a +FP
a (5)

The semi-empirical relation proposed by Ergun (1952) is used to estimate the fluid drag force based221

on the local porosity and the relative velocity between the two phases:222

FD
a =

βVa

1−na
(ūa−ua) (6)
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where ūa is the average local fluid velocity, ua is the solid particle velocity, Va is the solid particle223

volume, β is the interphase momentum exchange coefficient and na is the average local porosity. β224

can be obtained from two separate relations based on the local porosity (Ergun, 1952):225

β =


150 (1−na)

2

na

µ
d2

a
+1.75(1−na)

ρ

da
|ūa−ua| na ≤ 0.8

0.75Cd
na(1−na)

da
ρ |ūa−ua|n−2.65

a na > 0.8

(7)

in which µ is the fluid dynamic viscosity, da is the solid particle diameter and Cd is the drag coeffi-226

cient (Ergun, 1952).227

If the pressure gradient is only due to interaction between the solid particles and the fluid,228

the total fluid force can be rewritten as (Markauskas et al., 2017):229

Fint
a = FD

a +FP
a =

FD
a

na
−Vaρ f g (8)

The fluid particle i will also receive reaction forces from all DEM particles within its support230

domain. The total force is given by:231

fint
i =−mi

ρi
∑
a

W (|rai| ,h)
∑ j

m j
ρ j

W (
∣∣raj
∣∣ ,h)Fint

a (9)

For the kernel function used in this study, the influence domain of each particle is a sphere with a232

radius of 2h (h is the smoothing length). A schematic view of the SPH-DEM model is presented in233

Fig. 1.234
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3 Model Description235

A submerged slope was created using the proposed SPH-DEM approach. In order to downscale236

the model to a manageable size, a high gravitational field of 50g was employed and the model237

dimensions and input parameters were adjusted according to centrifuge scaling laws (Iai et al.,238

2005). The results presented in this study are in prototype units unless otherwise specified. Due239

to similarity of the model setup to a plane-strain problem, only a thin slice of the slope (with a240

thickness of 1.2 m) was modeled, and periodic boundary condition was applied to the front and back241

faces of the model. These boundaries represent a condition where the model is infinitely extended242

on both sides. The model had heights of 7 m and 4 m at the slope crest and toe, respectively.243

The slope had an angle of approximately 22 degrees and a width of 7.5 m. The total width of the244

model was selected to be 52.5 m to enable the implementation of free field conditions as explained245

later in this section. To create the soil deposit, first the number of required DEM particles with246

sizes ranging from 1.5 mm to 2.5 mm was calculated based on the desired porosity and the model247

dimensions. These particles were then generated in a larger space and released to settle under248

gravity to create a level deposit with a height of around 7 m (height of the slope crest). In the249

next step, a portion of the deposit was removed to create a slope with the targeted angle and width.250

Finally, the model was allowed to reach equilibrium. The porosity and saturated unit weight of251

the deposit were determined to be around 0.43 and 19 kN/m3, respectively. In addition, the soil252

friction angle was found to be around 30 degrees using a numerical drained triaxial test on a sample253

with the same properties and packing density. The static factor of safety against slope failure can254

be calculated based on the slope geometry and the soil properties. GeoStudio 2021 was used for the255

static stability analysis and the safety factor was found to be approximately 1.45. Since spherical256
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particles were used in the study, rolling friction was added between them to limit their excessive257

relative rotations and account for the irregular shape of the real soil grains.258

A fluid domain with a height of 7.5 m was created using SPH particles to fully cover the259

submerged slope. Periodic boundary conditions were also applied for the front and back faces of260

the fluid domain. The initial spacing and smoothing length (h) of the SPH particles were 4 mm and261

6 mm, respectively. These values were chosen carefully to produce a smooth porosity field without262

losing much information (Sizkow and El Shamy, 2021c). The bottom of the deposit was modeled263

by a rigid wall in DEM and by a no-slip, no-penetration boundary in SPH to simulate a bedrock.264

The input motions were later applied to the models through this base wall. In addition, due to the265

use of SPH, a free surface boundary condition is automatically applied at the top of the model.266

The lateral boundaries of the model needed special treatment to prevent the reflection of267

the propagating waves. The authors previously developed a free-field boundary condition for dry268

geotechnical systems in DEM (Sizkow and El Shamy, 2021b). However, due to various compli-269

cations caused by the pore pressure buildup, a different approach was chosen for the saturated270

deposits. This approach is based on the fact that the free-field condition can be practically assumed271

at points far enough from the surface structure. Therefore, if the lateral sides of the model are272

placed sufficiently far from the slope, the quantities measured within the free-field can be directly273

applied to them without causing much reflection. The lateral boundaries were implemented in sev-274

eral steps: (1) Two periodic saturated soil columns with the same properties as the main model275

(porosity, particle size, fluid viscosity and so on) and heights equal to the heights of the slope crest276

and toe (7 m and 4 m, respectively) were first created. (2) These free-field columns were then277

subjected to the same input motion that was going to be later introduced to the main model and the278

time histories of different average quantities were recorded for both phases at different heights such279
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as particle velocities, fluid velocities, fluid density and pressure. This step was done for each input280

motion separately. (3) Two thin boundary layers were selected at both sides of the main model and281

the fluid and soil particles within them were identified at different heights. (4) During the main282

simulation, the previously recorded quantities were directly applied to the soil and fluid particles283

inside these thin boundary layers at the corresponding heights in sync with the base excitation. A284

schematic of the main model along with the steps for implementing the lateral boundaries are pre-285

sented in Fig. 2. This method is only effective if the conditions at the lateral sides of the model are286

close to those of free-field. Therefore, a sensitivity analysis was needed in order to find the proper287

margins for both sides of the model. To this end, the model was extended on both sides in several288

steps, and simulations with the same input motion were performed. The results revealed that when289

the lateral boundaries were more than 19 m away from the slope crest and toe, the response re-290

mained almost unaffected. The margin for the final model was selected to be 22.5 m for both sides291

which is 3 times the width of the slope.292

A 3D view of the submerged slope is shown in Fig. 3. The centrifuge scaling laws dictate293

that the model dimensions must be reduced by a factor of 50 compared to the prototype while the294

fluid viscosity must be increased by the same factor (Iai et al., 2005). In addition, to compensate295

for relatively large particle sizes used in this study, a high prototype fluid viscosity of 0.02 Pa.s was296

used. Based on the model properties and using the Kozeny-Carmen equation (Carman, 1937) the297

initial permeability of the deposit is approximately 3 mm/s which is close to that of coarse sand. A298

summary of various parameters used in the performed simulations is presented in Table 1.299

Sinusoidal input accelerations with maximum amplitudes of 0.001g, 0.1g and 0.25g and300

various frequencies were introduced into the model through the base rock. The amplitude of the301

input accelerations linearly increases from zero to its peak in the first 3 seconds. Then it remains302
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at its maximum level for the next 4 seconds, and during the last second of loading (from 7 s to303

8 s) its amplitude linearly reduces to zero. Based on the scaling laws (Iai et al., 2005), the input304

frequencies and amplitudes in the model must be 50 times higher than the prototype while the305

shaking duration must be reduced by a factor of 50. Several parameters at different locations306

were monitored throughout the model during the base excitation, including average soil and fluid307

particle velocities, average excess pore pressure, packing porosity, average drag force, stress and308

strain tensors and coordination number.309

The maximum input accelerations of 0.1g and 0.25g were selected as moderate and severe310

seismic events, respectively. The simulations with maximum acceleration of 0.001g, due to low311

level of strains induced during them, were used to determine different dynamic properties of the312

deposit such as fundamental frequency, shear wave velocity and low strain shear modulus. Table 2313

shows the dynamic properties derived from these simulations. In addition, the free-field amplifi-314

cation factors at the crest side (height of 7 m) for various input motion frequencies are presented315

in Table 3. The results show that the maximum amplification of the input motion occurred at the316

frequency of 4 Hz which is close to the fundamental frequency of the slope crest (4.1 Hz). The317

amplification factors were also compared with the analytical expression for one dimensional wave318

propagation in elastic solids (Kramer, 1996). A relatively close agreement can be observed between319

the results. Note that in the analytical solution, the damping coefficient of the soil was assumed to320

be 0.05.321
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4 Response of Submerged Slope322

This section presents the results of the main simulations with the maximum input acceleration323

amplitudes of 0.1g and 0.25g, and frequencies of 1 Hz and 3 Hz. For the input motion of 0.1g-3324

Hz, although pore pressure buildup and degradation of soil stiffness and strength were observed,325

its impact was not so devastating that it would complicate the analysis of the response. Therefore,326

this simulation is studied in depth and a summary of the results for other simulations are provided327

at the end.328

Fig. 4 shows the contours of excess pore pressure ratio at different time instants during329

the 0.1g-3 Hz simulation. The value of 1 is generally considered as an indication of the onset of330

liquefaction where the effective stress is counterbalanced by the excess pore pressure. Gradual331

development of pore pressure inside the deposit can be seen from 3 s to 7 s. At 7 s, values close to332

one are reached at both sides of the slope near the ground surface signifying liquefaction of these333

layers, while deeper locations displayed much lower values. The situation in the middle directly334

below the slope, however, quite differs from the sides and the excess pore pressure is substantially335

lower in this area. It will be shown later that this is due to the dilative behavior of soil in that region.336

Dissipation of pore pressure can also be observed after the end of loading at 9 s and 10 s.337

Generation of pore pressure is a direct result of changes in pore space volumes. The con-338

tours of volumetric strain at various moments throughout the 0.1g-3 Hz simulation are presented339

in Fig. 5. Large negative volumetric strains are visible after the first 7 seconds at the side locations340

near the surface, suggesting contraction of pore spaces at these points that led to high pore pressure341

buildup. Deeper locations evidently experienced less volumetric strain and, consequently, less pore342

pressure. For the region below the slope, considerably smaller negative volumetric strains or even343
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positive values denoting dilation, were observed that explains the lower pore pressure in this area.344

Fig. 6 demonstrates the time histories of particle and fluid accelerations at different locations345

inside the deposit. At side locations close to the surface, the ground motion was initially amplified346

and then gradually decreased due to development of pore pressure after the first 3 seconds. Negative347

acceleration spikes can also be seen directly below the slope (locations 5, 10 and 11) indicating soil348

dilative behavior at these points (Elgamal et al., 2002). The decrease in the acceleration amplitude349

in the liquefied soil is due to the large drag forces arising from the excess pore pressure buildup,350

that separate particles from each other and lead to loss of interparticle contacts. It is also worth351

noting that the fluid and particle accelerations were virtually the same at various locations with a352

very small phase difference. This was expected due to the coupling forces between the two phases353

that leads to fluid phase closely following the motion of the solid phase.354

The contours of vertical drag force normalized by average particle weight, and coordination355

number at various points in time are presented in Figures 7 and 8. According to Fig. 7, the area356

with a normalized value of 1, progressively expanded during the base excitation starting from the357

surface at both sides of the slope, implying that the entire weight of particles was carried by the358

fluid and hence liquefaction. As a result, the drop in acceleration amplitude was more pronounced359

at these points. For deep layers, this ratio is around 0.4 originating mainly from the buoyancy force.360

At layers directly below the slope in contrast to the sides, the drag forces are considerably smaller361

because of the lower excess pore pressure. As the pore pressure vanished by the end of simulation,362

the drag forces reduced again to the buoyancy forces. At the start of the simulation the coordination363

number is clearly higher than the threshold value of 4, suggesting that the model is stable under364

the static loads (Edwards, 1998). However, during the seismic loading, the coordination number365

dropped below 4 in the shallow layers, especially on the sides where it reached values as low as366
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2.5. This was expected due to the large excess pore pressure and associated drag forces on both367

sides of the slope. Immediately below the slope, coordination numbers below 4 are visible denoting368

instability, however, the values are larger compared to the locations at both sides. It is also worth369

mentioning that the coordination number in almost the entire deposit increased again to values370

higher than 4 needed for stability after the loading ended (at 9 s and 10 s).371

Plots of cyclic shear stress-strain loops can be seen in Fig. 9. Degradation of soil strength372

and stiffness could be seen especially at the zones of high pore pressure. Contrary to the two sides373

of the slope where the stress-strain loops are symmetric, in the middle locations, much larger shear374

stresses were developed in one direction and the bottom part of the loops seems to be relatively flat.375

The reason is the dilative behavior at these points and the temporary gain in soil strength which is376

later examined. Large cyclic shear strains in the order of 0.25 to 0.5% developed near the surface377

(see locations 1, 16 and 17). Time histories of cyclic shear stress versus total shear strain are shown378

in Fig. 10. At the shallow depths on both sides, shear stress gradually reduced after the first few379

seconds of base excitation and shear strain started to accumulate. Much larger shear strains (higher380

than 12%) can be observed near the slope surface (locations 5, 6, 10 and 11). It can also be seen381

that the development of shear strain mainly occurred during intervals where the cyclic shear stress382

was negative (the acceleration was upslope).383

Fig. 11 shows the accumulation of maximum shear strain at the selected time instants. In384

order to obtain these contours, first, the strain-rate tensors were recorded at a large number of385

points close to the slope. Then the strain tensors were computed by integrating the strain-rate386

tensors. Finally, the principal strains and maximum shear strains were calculated by obtaining387

the eigenvalues of the strain matrix. According to this figure, the slope underwent the maximum388

shear strain of approximately 17.8% near its surface. In addition, formation of a circular zone389
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of high shear strain near the slope surface is obvious in this figure. The accumulation of shear390

strain near the slope is due to large dynamic shear stresses that briefly surpass the available soil391

strength and result in sliding of the particles. The contours of maximum shear stress normalized392

by the confining effective stress are provided in Fig. 12. The contours correspond to the time393

instants when the acceleration was in the upslope direction. The normalized maximum shear stress394

gradually increased, reaching values around 0.5 within a circular shape extending down to the395

slope toe. Fig. 13 demonstrates the displacement contours throughout the 0.1g-3 Hz simulation.396

The circular shape of the contours can again be noticed in this figure. The maximum displacement397

according to these contours was higher than 35 cm located close to the slope crest.398

To better understand the underlying mechanisms behind some of the trends observed in399

the response of the submerged slope, a few loading cycles were closely inspected to discover how400

different quantities are correlated. Fig. 14(a) shows the location of the measurement point at which401

various quantities were evaluated during a short time window and presented in Fig. 14(b to e). Point402

1 corresponds to a time when the velocity at the measurement point has just reached its maximum403

in the downslope direction and started accelerating upslope (Fig. 14(b and c)). At this instant, the404

excess pore pressure ratio near the slope surface is highest during the selected interval (Fig. 14(a)).405

Due to higher pore pressure, the soil exhibits lower strength and, therefore, the acceleration time406

history (Fig. 14(b)) becomes fairly flat moving toward point 2. However, at point 2, where the407

acceleration is still in the upslope direction, the pore pressure near the slope surface vanishes and408

the soil strength and stiffness are partly recovered. This leads to a small increase in the acceleration409

and higher inclination of the stress-strain loop after this point (Fig. 14(b and e)). Moving from410

point 2 to 3, where the velocity reduces in the upslope direction and the acceleration is downslope,411

the pore pressure is mostly negative near the slope surface and the soil strength and stiffness are412
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relatively high. As a result, the input acceleration is almost fully transmitted from the base to the413

slope surface and a negative spike is formed (Fig. 14(b)). From point 3 to 4, where the maximum414

velocity in the downslope direction is reached, the pore pressure builds up again and the condition415

becomes similar to point 1. The same cycle (points 1-4) is repeated for points 4-6.416

In order to investigate these cyclic oscillations in the pore pressure close to the slope surface,417

contours of cyclic volumetric strain during the same time interval are provided in Fig. 15. Note that418

the permanent part of the strain is eliminated to better elucidate the cyclic behavior. At point 1 when419

the velocity is maximum in the downslope direction, the cyclic volumetric strain is at its maximum420

negative level, indicating contraction of pore spaces and an increase in pore pressure near the slope421

surface. Between points 1 and 3, the acceleration is upslope, and the cyclic volumetric strain422

progressively shifts towards positive values, indicating dilation. During this stage, it first reaches423

almost zero at point 2 and then its maximum positive value at point 3. This dilative behavior leads to424

a decrease in pore pressure. From point 3 to point 5, where the acceleration is downslope, the trend425

is reversed. The cyclic volumetric strain first reduces to almost zero at point 4 and then reaches its426

maximum negative value at point 5, leading again to pore pressure buildup. This pattern is repeated427

throughout the simulation. It is also worth noting that the amplitude of the cyclic volumetric strain428

is much higher near the slope and the oscillations outside this area are not as significant. This429

periodic switching between contraction and dilation is due to effect of downslope component of430

the static shear stress.431

As mentioned earlier, several simulations were performed on the same deposit with several432

amplitudes and frequencies. Some of the main responses of the submerged slope to four base exci-433

tations are reported here. The contours of maximum pore pressure ratio and total volumetric strain434

are provided in Fig. 16. Note that the contours of maximum pore pressure ratio do not correspond435

21



to any specific time instant, but they illustrate the maximum values during the entire simulation.436

According to Fig. 16(a), the pore pressure buildup is slightly lower for the input motion of 0.1g-1437

Hz than 0.1g-3 Hz. Both simulations show small excess pore pressure in the middle area. The main438

difference is at the left side where the maximum excess pore pressure ratio is around 0.5 and 1.0 for439

the 0.1g-1 Hz and 0.1g-3 Hz simulations, respectively. The small pore pressure in this area for the440

input motion of 0.1g-1 Hz seems reasonable since the natural frequency of the free-field at the toe441

side is much higher than 1 Hz. These results can be confirmed by the contours of total volumetric442

strain in Fig. 16(b). The deposit experienced larger negative volumetric strains at the right side than443

its left during the 0.1g-1 Hz simulation, resulting in higher pore pressure close to the slope crest.444

For the input acceleration of 0.1g-3 Hz, the negative volumetric strain on both sides was consider-445

able, leading to liquefaction of the shallow layers. For both input motions in the region below the446

slope, the soil displayed much less contractive behavior and even areas of dilation can be seen. For447

the input motions with the acceleration amplitude of 0.25g, the situation is opposite. During the448

0.25g-1 Hz simulation, the excess pore pressure ratio of 1 was reached in the whole deposit while449

for the input motion of 0.25g-3 Hz, the zone below the slope exhibited much lower maximum val-450

ues (around 0.5). This could be explained by the fact that the shear modulus significantly reduces451

when the model is subjected to the stronger acceleration of 0.25g and, therefore, a lower frequency452

compared to the input acceleration of 0.1g, will have the most destructive effects. For the 0.25g453

input motions, according to Fig. 16(b), significant volume reduction is evident on both sides of the454

slope, generating large excess pore pressure even in the deep layers. In the area below the slope,455

however, the volumetric strain seems to be mostly positive indicating dilation. This might seem456

counterintuitive because of the large excess pore pressure in this area, especially during the 0.25g-1457

Hz simulation. The reason is that, although the net volumetric strain in the middle area is mostly458
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positive, the cyclic volumetric strain, as observed in Fig. 15, leads to oscillations of pore pressure459

with possibly large amplitudes.460

Fig. 17 shows the time histories of pore pressure ratio at four locations near the ground461

surface during the simulations. According to this figure, the average pore pressure progressively462

increased at locations 1 and 4 during the base excitation in all simulations. However, at locations463

2 and 3, the average excess pore pressure seems to stop increasing after the first few seconds at464

a noticeably lower level compared to the side locations. In addition, much larger oscillations of465

pore pressure are visible at locations 2 and 3, especially during the 0.25g-1 Hz simulation where it466

reached values higher than 1. These observations are consistent with the results of the centrifuge467

study conducted by Taboada-Urtuzuastegui et al. (2002) on a submerged slope subjected to base468

excitations with amplitudes of 0.2g and 0.25g, and frequency of 1 Hz. They observed that at469

locations below the slope, the excess pore pressure ratio underwent large oscillations and only470

temporarily reached the value of 1. However, at the side locations, the ratio of one was reached and471

maintained during dynamic loading without any significant drops.472

The time histories of average particle acceleration at the same four locations are provided473

in Fig. 18. Except for the 0.1g-1 Hz input motion, a gradual attenuation of particle acceleration is474

visible at the side locations (1 and 4). The most severe case corresponds to the 0.25g-1 Hz input475

motion at location 4, where the acceleration almost completely vanished after the first 4 seconds.476

At locations 2 and 3, again except for the 0.1g-1 Hz input motion, one-sided acceleration spikes due477

to soil dilation and a regain in soil stiffness can be observed. It is also worth noting that, contrary478

to the other cases in this study, the acceleration spikes occurred in the upslope direction during the479

0.25g-1 Hz simulation with magnitudes much larger than the input acceleration (as high as 0.4g).480

Acceleration spikes due to soil dilative behavior near the slope were also reported in the centrifuge481
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study conducted by Taboada-Urtuzuastegui et al. (2002).482

Fig. 19 shows the contours of total displacement and maximum shear strain for different483

input motions. Note that due to the large gap between the results of simulations with maximum484

acceleration amplitudes of 0.1g and 0.25g, different ranges were chosen in these plots for more485

clarity. The maximum displacement and shear strain as well as the extent of the noticeably de-486

formed area are higher for the input motion of 0.1g-3 Hz compared to 0.1g-1 Hz, but not by a487

large margin. This can be due to comparable amount of excess pore pressure generated inside the488

deposits and relatively close level of acceleration amplitudes near the slope for these two cases.489

The results, however, show substantially larger displacement and shear strains for the input motion490

of 0.25g-1 Hz compared to 0.25g-3 Hz. This can be explained by the higher pore pressure and491

inertial forces developed during the 0.25g-1 Hz simulation. In addition, the results of the 0.25g492

simulations, as expected, show considerably higher levels of deformation and shear strain than the493

0.1g simulations.494

The lateral displacement profiles at the selected locations are provided in Fig. 20. These495

plots were obtained by integrating the average particle velocities at different depths. According to496

this figure, at any given height, the lateral displacement was the highest at location 1 and the slope497

toe, while the slope crest experienced the lowest deformation. The maximum lateral displacement498

at the slope surface also corresponds to location 2 for all input motions. It is also worth mentioning499

that for the simulations with the input motion amplitude of 0.25g, the lateral spreading is notice-500

able even at deep locations and it almost linearly grows toward the slope surface. In case of the501

0.1g simulations, the pattern is quite different and the lateral deformation suddenly increases within502

the shallow layers while it is negligible near the base. In addition, the results are consistent with503

the displacement contours presented in Fig. 19(a). The deposit experienced much larger lateral504
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displacement during the 0.25g-1 Hz simulation compared to the 0.25g-3 Hz simulation (approx-505

imately 150 cm compared to 75 cm). The lateral deformations for the 0.1g-1 Hz and 0.1g-3 Hz506

simulations were fairly close at around 30 cm.507

Fig. 21 shows the deformed shapes of the slope at the end of simulations. The deposit was508

colored in brown and black vertical stripes to better visualize particle movements. For the 0.1g-509

1 Hz and 0.1g-3 Hz simulations, small ground settlement can be detected at the crest side. The510

stripes are also slightly inclined downslope near the slope surface but the overall shape of the slope511

is not significantly changed. The model experienced considerably larger settlement behind the crest512

during the 0.25g-3 Hz simulation. In addition, lateral spreading is more pronounced compared to513

the 0.1g simulations, even at deep locations. The largest lateral spreading and ground settlement514

occurred during 0.25g-1 Hz simulation and the slope became completely deformed by the end of515

simulation. The ground upheaval is also visible near the slope toe.516

5 Conclusions517

A three-dimensional Lagrangian-Lagrangian coupled scheme is presented herein to study the re-518

sponse of submerged slopes to seismic base excitations. In this approach, the soil is idealized by a519

collection of spherical DEM particles with rolling friction between them to approximate the effect520

of irregularly shaped particles, and the fluid phase is simulated using SPH, by lumping the domain521

into discrete particles. The fluid motion is described by average forms of Navier-Stokes equations,522

and well-known semi-empirical relations are employed to evaluate the interaction forces between523

the two phases. A combination of different amplitudes and frequencies were chosen for the input524

motions and their impact on the response of the model were investigated. The main conclusions525
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of this study can be summarized as follows: (1) As expected, the stronger acceleration amplitude526

resulted in more deformations. (2) The input motion frequency was also a governing factor in the527

severity of the outcome. (3) Liquefaction was marked by several response mechanisms, such as528

pore pressure buildup, vertical drag forces separating soil particles, low coordination numbers, and529

degradation of soil strength and stiffness especially in the shallow layers. (4) Dilative soil behavior530

close to the slope surface resulted in less pore pressure ratio compared to the level parts of the531

slope at the crest and toe. (5) The expansion of pore spaces near the slope surface led to a notice-532

able drop in the excess pore pressure and a temporary gain in soil strength and stiffness reflected533

by sharp acceleration spikes and asymmetrical shear stress-strain loops. (6) The shift in the natural534

frequency of the deposit during shaking as a result of pore pressure buildup and subsequent strength535

degradation, could lead to excessive lateral deformation.536

The presented coupled framework is capable of successfully capturing complicated phe-537

nomena related to seismic response of saturated soils such as pore water pressure generation, degra-538

dation of soil strength and stiffness, deamplification of input motion in liquefied layers, and regain539

in soil strength due to dilative soil behavior without the need for a sophisticated constitutive model540

or many simplifying assumptions. The presented coupled SPH-DEM model appears to be a promis-541

ing tool for scenario-based response analysis of geotechnical systems with far less computational542

demands compared to pore-scale models of the interstitial fluid.543

DATA AVAILABILITY544

Some or all data, models, or code generated or used during the study are available from the corre-545

sponding author by request.546

26



Acknowledgement547

This research was partially supported by the US Army Corps of Engineers Engineer Research548

and Development Center, grant number W9132V-13-C-0004 and the National Science Foundation549

award number CMMI-1728612. These supports are gratefully acknowledged.550

27



References551

Adami, S., Hu, X., and Adams, N. (2012). “A generalized wall boundary condition for smoothed552

particle hydrodynamics.” Journal of Computational Physics, 231(21), 7057–7075.553

Anderson, T. and Jackson, R. (1967). “Fluid mechanical description of fluidized beds. equations of554

motion.” Industrial & Engineering Chemistry Fundamentals, 6(4), 527–539.555

Boulanger, R., Kamai, R., and Ziotopoulou, K. (2014). “Liquefaction induced strength loss and556

deformation: simulation and design.” Bulletin of Earthquake Engineering, 12(3), 1107–1128.557

Boulanger, R. and Montgomery, J. (2016). “Nonlinear deformation analyses of an embankment558

dam on a spatially variable liquefiable deposit.” Soil Dynamics and Earthquake Engineering, 91,559

222–233.560

Carman, P. (1937). “Fluid flow through granular beds.” Trans. Inst. Chem. Eng., 15, 150–166.561

Chen, W. and Qiu, T. (2014). “Simulation of earthquake-induced slope deformation using sph562

method.” International Journal for Numerical and Analytical Methods in Geomechanics, 38(3),563

297–330.564

Cleary, P. (2015). “Prediction of coupled particle and fluid flows using DEM and SPH.” Minerals565

Engineering, 73, 85–99.566

Cundall, P. and Strack, O. (1979). “A discrete numerical model for granular assemblies.” geotech-567

nique, 29(1), 47–65.568

Cuomo, S., Ghasemi, P., Martinelli, M., and Calvello, M. (2019). “Simulation of liquefaction and569

28



retrogressive slope failure in loose coarse-grained material.” International Journal of Geome-570

chanics, 19(10), 04019116.571

Dehnen, W. and Aly, H. (2012). “Improving convergence in smoothed particle hydrodynamics sim-572

ulations without pairing instability.” Monthly Notices of the Royal Astronomical Society, 425(2),573

1068–1082.574

Dobry, R. and Liu, L. (1992). “Centrifuge modeling of soil liquefaction.” Proc., 10th World Conf.575

on Earthquake Engineering, 6801–6809.576

Dobry, R. and NG, T. (1992). “Discrete modelling of stress-strain behaviour of granular media at577

small and large strains.” Engineering computations.578

Edwards, S. (1998). “The equations of stress in a granular material.” Physica A: Statistical Me-579

chanics and its Applications, 249(1-4), 226–231.580

El Shamy, U. and Abdelhamid, Y. (2014). “Modeling granular soils liquefaction using coupled581

lattice Boltzmann method and discrete element method.” Soil Dynamics and Earthquake Engi-582

neering, 67, 119–132.583

El Shamy, U. and Abdelhamid, Y. (2017). “Some aspects of the impact of multidirectional shak-584

ing on liquefaction of level and sloping granular deposits.” Journal of Engineering Mechanics,585

143(1), C4016003.586

El Shamy, U. and Sizkow, S. (2021a). “Coupled smoothed particle hydrodynamics-discrete element587

method simulations of soil liquefaction and its mitigation using gravel drains.” Soil Dynamics588

and Earthquake Engineering, 140, 106460.589

29



El Shamy, U. and Sizkow, S. (2021b). “Coupled SPH-DEM simulations of liquefaction-induced590

flow failure.” Soil Dynamics and Earthquake Engineering, 144, 106683.591

El Shamy, U. and Zeghal, M. (2005). “Coupled continuum-discrete model for saturated granular592

soils.” Journal of engineering mechanics, 131(4), 413–426.593

El Shamy, U., Zeghal, M., Dobry, R., Thevanayagam, S., Elgamal, A., Abdoun, T., Medina, C.,594

Bethapudi, R., and Bennett, V. (2010). “Micromechanical aspects of liquefaction-induced lateral595

spreading.” International Journal of Geomechanics, 10(5), 190–201.596

Elgamal, A., Dobry, R., and Adalier, K. (1989). “Study of effect of clay layers on liquefaction of597

sand deposits using small-scale models.” Proceedings of 2nd US-Japan workshop on liquefac-598

tion, large ground deformation and their effects on lifelines, 233–245.599

Elgamal, A., Lu, J., and Forcellini, D. (2009). “Mitigation of liquefaction-induced lateral defor-600

mation in a sloping stratum: Three-dimensional numerical simulation.” Journal of geotechnical601

and geoenvironmental engineering, 135(11), 1672–1682.602

Elgamal, A., Yang, Z., and Parra, E. (2002). “Computational modeling of cyclic mobility and603

post-liquefaction site response.” Soil Dynamics and Earthquake Engineering, 22(4), 259–271.604

Ergun, S. (1952). “Fluid flow through packed columns.” Chem. Eng. Prog., 48, 89–94.605

Gu, D., Liu, H., Huang, D., Zhang, W., and Gao, X. (2020). “Development of a modeling method606

and parametric study of seepage-induced erosion in clayey gravel.” International Journal of Ge-607

omechanics, 20(12), 04020219.608

Gu, L., Wang, Z., Zhu, W., Jang, B., Ling, X., and Zhang, F. (2021). “Numerical analysis of609

30



earth embankments in liquefiable soil and ground improvement mitigation.” Soil Dynamics and610

Earthquake Engineering, 146, 106739.611

Iai, S., Tobita, T., and Nakahara, T. (2005). “Generalised scaling relations for dynamic centrifuge612

tests.” Geotechnique, 55(5), 355–362.613

Itasca (2018). “PFC3D (Particle Flow Code in 3 Dimensions), Version 6.0, Minneapolis: ICG.614

Iwashita, K. and Oda, M. (1998). “Rolling resistance at contacts in simulation of shear band615

development by DEM.” Journal of Engineering Mechanics, 124(3), 285–292.616

Kamai, R. and Boulanger, R. (2010). “Characterizing localization processes during liquefaction617

using inverse analyses of instrumentation arrays.” Meso-scale shear physics in earthquake and618

landslide mechanics, 219–238.619

Kamai, R. and Boulanger, R. (2013). “Simulations of a centrifuge test with lateral spreading and620

void redistribution effects.” Journal of geotechnical and geoenvironmental engineering, 139(8),621

1250–1261.622

Kokusho, T. (1999). “Water film in liquefied sand and its effect on lateral spread.” Journal of623

Geotechnical and Geoenvironmental Engineering, 125(10), 817–826.624

Kramer, S. (1996). Geotechnical Earthquake Engineering. Prentice Hall, Upper Saddle River, New625

Jersey.626

Liu, H. and Qiao, T. (1984). “Liquefaction potential of saturated sand deposits underlying founda-627

tion of structure.” Proceedings of the 8th World Conference on Earthquake Engineering, 21–28.628

31



Lu, J., Kamatchi, P., and Elgamal, A. (2019). “Using stone columns to mitigate lateral deformation629

in uniform and stratified liquefiable soil strata.” International Journal of Geomechanics, 19(5),630

04019026.631

Madabhushi, S., Haigh, S., and Madabhushi, G. (2018). “LEAP-GWU-2015: Centrifuge and632

numerical modelling of slope liquefaction at the University of Cambridge.” Soil Dynamics and633

Earthquake Engineering, 113, 671–681.634

Malvick, E., Kutter, B., Boulanger, R., and Kulasingam, R. (2006). “Shear localization due to635

liquefaction-induced void redistribution in a layered infinite slope.” Journal of geotechnical and636

geoenvironmental engineering, 132(10), 1293–1303.637

Markauskas, D., Kruggel-Emden, H., and Scherer, V. (2018). “Numerical analysis of wet plastic638

particle separation using a coupled DEM-SPH method.” Powder Technology, 325, 218–227.639

Markauskas, D., Kruggel-Emden, H., Sivanesapillai, R., and Steeb, H. (2017). “Comparative study640

on mesh-based and mesh-less coupled CFD-DEM methods to model particle-laden flow.” Pow-641

der Technology, 305, 78–88.642

Monaghan, J. (1992). “Smoothed particle hydrodynamics.” Annual Review of Astronomy and As-643

trophysics, 30(1), 543–574.644

Monaghan, J. (2000). “SPH without a tensile instability.” Journal of Computational Physics,645

159(2), 290–311.646

Morris, J., Fox, P., and Zhu, Y. (1997). “Modeling low Reynolds number incompressible flows647

using SPH.” Journal of Computational Physics, 136(1), 214–226.648

32



Oda, M., Konishi, J., and Nemat-Nasser, S. (1982). “Experimental micromechanical evaluation of649

strength of granular materials: effects of particle rolling.” Mechanics of Materials, 1(4), 269–650

283.651

Olson, S. and Stark, T. (2003). “Yield strength ratio and liquefaction analysis of slopes and em-652

bankments.” Journal of Geotechnical and Geoenvironmental Engineering, 129(8), 727–737.653

Radjaı̈, F. and Dubois, F. (2011). Discrete-Element Modeling of Granular Materials. Wiley-Iste.654

Sizkow, S. and El Shamy, U. (2021a). “A comparison between coupled SPH-DEM and LBM-DEM655

approaches for soil liquefaction.” IFCEE, 53–60.656

Sizkow, S. and El Shamy, U. (2021b). “Discrete element method simulations of the seismic re-657

sponse of flexible retaining walls.” Journal of Geotechnical and Geoenvironmental Engineering,658

147(2), 04020157.659

Sizkow, S. and El Shamy, U. (2021c). “SPH-DEM simulations of saturated granular soils liquefac-660

tion incorporating particles of irregular shape.” Computers and Geotechnics, 134, 104060.661

Soga, K., Alonso, E., Yerro, A., Kumar, K., and Bandara, S. (2016). “Trends in large-deformation662

analysis of landslide mass movements with particular emphasis on the material point method.”663
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Figure 17: Time histories of excess pore pressure ratio near the ground surface for the input motions
of a) 0.1g-1 Hz, b) 0.1g-3 Hz, c) 0.25g-1 Hz and d) 0.25g-3 Hz
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Figure 18: Time histories of average particle acceleration near the ground surface for the input
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Table 1: Simulations details in model units
Soil deposit

Particle size 1.5 mm to 2.5 mm
Normal stiffness 5.0×105 N/m
Shear stiffness 5.0×105 N/m
Normal critical damping ratio 0.1
Shear critical damping ratio 0.0
Friction coefficient 0.5
Rolling friction coefficient 0.2
Density 2650 kg/m3

Number of particles 350000
Viscous Fluid

Initial spacing 4 mm
Kernel radius 6 mm
Dynamic viscosity 1.0 Pa.s
Density 1000 kg/m3

Computation parameters
g-level 50
Time step for DEM 6×10−7 s
Time step for SPH 6×10−6 s
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Table 2: Properties of the soil deposit in prototype units
Unit weight (kN/m3) 19.0
Porosity 0.43
Fundamental frequency (crest-toe) (Hz) 4.1-7.2
Shear wave velocity (m/s) 114
Low strain shear modulus (MPa) 25.2
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Table 3: Free-field amplification factors obtained from DEM simulations and analytical expression
Input frequency Shear modulus Amplification factor Amplification factor

(Hz) (MPa) (DEM) (analytical)
3 25.1 2.6 2.47
4 23.6 11.2 12.1
5 25.1 3.2 2.75
6 25.2 1.7 1.46
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