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Abstract
We develop a linearized boundary control method for the inverse boundary
value problem of determining a potential in the acoustic wave equation from
the Neumann-to-Dirichlet map. When the linearization is at the zero poten-
tial, we derive a reconstruction formula based on the boundary control method
and prove that it is of Lipschitz-type stability. When the linearization is at a
nonzero potential, we prove that the problem is of Hölder-type stability in two
and higher dimensions. The proposed reconstruction formula is implemented
and evaluated using several numerical experiments to validate its feasibility.

Keywords: acoustic wave equation, inverse boundary value problem, Neumann-
to-Dirichlet map, boundary control method

(Some figures may appear in colour only in the online journal)

1. Introduction

The paper is concerned with the linearized inverse boundary value problem (IBVP) for the
acoustic wave equation with a potential. The goal is to derive stability estimates and reconstruc-
tion procedures to numerically compute a small perturbation of a known underlying potential,
given the Neumann-to-Dirichlet map on the boundary of the domain.

Formulation. Specifically, let T > 0 be a constant and Ω ⊂ R
n be a bounded open subset

with smooth boundary ∂Ω. Consider the following boundary value problem for the acoustic
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wave equation with potential:⎧⎪⎪⎨
⎪⎪⎩

�c,qu(t, x) = 0, in (0, 2T) × Ω

∂νu = f , on (0, 2T) × ∂Ω

u(0, x) = ∂tu(0, x)= 0 x ∈ Ω.

(1)

Here �c,q is a linear wave operator defined as

�c,qu(t, x) :=∂2
t u(t, x) − c2(x)Δu(t, x) + q(x)u(t, x);

c(x) ∈ C∞(Ω) is a smooth wave speed that is strictly positive, q(x) ∈ L∞(Ω) is a real-valued
function. We denote this solution by u f (t, x) when it is necessary to specify the Neumann data.

Given f ∈ C∞
c ((0, 2T) × ∂Ω), the well-posedness of this problem is ensured by the standard

theory for second order hyperbolic partial differential equations [20]. As a result, the following
Neumann-to-Dirichlet (ND) map is well defined:

Λc,q f := u f |(0,2T)×∂Ω. (2)

The IBVP concerns recovery of the wave speed c(x) and/or the potential q(x) from knowledge
of the ND map Λc,q, that is to invert the nonlinear map (c, q) �→ Λc,q.

Literature. The IBVP has been studied in the mathematical literature for a long time. The
first coefficient determination result for a multidimensional wave equation, given the ND map,
is by Rakesh and Symes [31]. They proved that a spatially varying potential is uniquely deter-
mined by the ND map in the case that c = 1. To our knowledge their method has never been
implemented computationally.

For variable c and q = 0, Belishev [3] proved that the leading order coefficient c is uniquely
determined using the boundary control (BC) method combined with Tataru’s unique continua-
tion result [37]. The method has since been extended to many wave equations. We mention [7]
for a generalization to Riemannian manifolds, and [23] for a result covering all symmetric time-
independent lower order perturbations of the wave operator. Non-symmetric, time-dependent
and matrix-valued lower order perturbations were recovered in [19, 24] and [25], respectively.
For a review of the method, we refer to [5, 21].

The BC method has been implemented numerically to reconstruct the wave speed in [4],
and subsequently in [6, 16, 30, 38]. The implementations [4, 6, 16] involve solving unsta-
ble control problems, whereas [30, 38] are based on solving stable control problems but with
target functions exhibiting exponential growth or decay. The exponential behaviour leads to
instability as well. On the other hand, the linearized approach introduced in the present paper
is stable. It should be mentioned that the BC method can be implemented in a stable way in
the one-dimensional case, see [22]. For an interesting application of a variant of the method in
the one-dimensional case, see [11] on detection of blockage in networks.

Under suitable geometric assumptions, it can be proven that the problem to recover the speed
of sound is Hölder stable [32, 33], even when the speed is given by an anisotropic Riemannian
metric. Moreover, a low-pass version of c can be recovered in a Lipschitz stable manner [27].
The problem to recover q is Hölder stable assuming, again, that the geometry is nice enough
[8, 28, 36]. To our knowledge, the method, based on using high frequency solutions to the
wave equation and yielding the latter three results, has not been implemented computationally.
Stability results applicable to general geometries have been proven using the BC method in [2],
with an abstract modulus continuity, and very recently in [12, 13], with a doubly logarithmic
modulus of continuity.
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Finally, let us mention that recently there has been a lot of activity related to recovery of
time-dependent coefficients in wave equations, see for example [1, 34], and the references
therein for up-to-date results. The first result in the time-dependent context was obtained in
[35].

Linearization. Throughout the paper, we will assume the wave speed c = c0(x) is known.
Here c0(x) ∈ C∞(Ω) is a smooth wave speed that is strictly positive. Then the IBVP only
concerns recovery of the potential q.

We will study the linearization of this problem by linearzing the map q �→ Λc0,q. Here, we
describe a formal way to derive the linearized IBVP. The rigorous proof is included in the
appendix, where we show the nonlinear map q �→ Λq is indeed Frechét differentiable and the
Frechét derivative agrees with the result of the formal process.

For the formal derivation, we write

q(x) = q0(x) + εq̇(x), u(t, x) = u0(t, x) + εu̇(t, x)

where q0 is a known background potential and u0 is the background solution. Insert these into
(1). Equating the O(1)-terms gives⎧⎪⎪⎨

⎪⎪⎩
�c0,q0u0(t, x) = 0, in (0, 2T) × Ω

∂νu0 = f , on (0, 2T) × ∂Ω

u0(0, x) = ∂tu0(0, x)= 0, x ∈ Ω.

(3)

Equating the O(ε)-terms gives⎧⎪⎪⎨
⎪⎪⎩

�c0,q0 u̇(t, x) = u0(t, x)q̇(x), in (0, 2T) × Ω

∂ν u̇ = 0, on (0, 2T) × ∂Ω

u̇(0, x) = ∂tu̇(0, x)= 0 x ∈ Ω.

(4)

Write the ND map Λq = Λq0 + εΛ̇q̇, where Λq0 is the ND map for the unperturbed boundary
value problem (3), and Λ̇q̇ is defined as

Λ̇q̇ : f �→ u̇|(0,2T)×∂Ω. (5)

Note that the unperturbed problem (3) can be explicitly solved to obtain u0 and Λq0 , since c0

and q0 are known. As before, we will write u̇ = u̇ f if it is necessary to specify the Neumann
data f . Then the linearized IBVP concerns recovery of the potential q̇ from Λ̇q̇.

Main results. The main contribution of this paper consists of several results regarding
reconstruction of q̇ based on the BC method. For constant c0 and q0 = 0, we derive a recon-
struction formula for q̇ in theorem 5, and prove that the reconstruction is of Lipschitz-type sta-
bility in theorem 7. For constant c0 and q0 �= 0, we derive a reconstruction formula in theorem
9, and prove that the reconstruction is of Hölder-type stability in theorem 10. The formula is
implemented and validated using numerical experiments, showing reliable reconstructions.

Paper structure. The paper is organized as follows. Section 2 reviews a few fundamental
concepts and results in the BC theory. Section 3 consists of an integral identity and a controlla-
bility result that are essential to the development of our method. Section 4 establishes stability
estimates and reconstruction formulae for the linearized IBVP, which are the central results of
the paper. Section 5 is devoted to numerical implementation of the reconstruction formulae as
well as numerical experiments to assess performance of the proposed reconstructions.
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2. Preliminaries

Introduce some notations: given a function u(t, x), we write u(t) = u(t, ·) for the spatial part as
a function of x. Introduce the time reversal operator R : L2([0, T] × ∂Ω) → L2([0, T] × ∂Ω),

Ru(t, ·) := u(T − t, ·), 0 < t < T; (6)

and the low-pass filter J : L2([0, 2T] × ∂Ω) → L2([0, T] × ∂Ω)

J f (t, ·) :=
1
2

∫ 2T−t

t
f (τ , ·) dτ , 0 < t < T. (7)

We write PT : L2((0, 2T) × ∂Ω) → L2((0, T) × ∂Ω) for the orthogonal projection via restric-
tion, that is, for a function f ∈ L2((0, 2T) × ∂Ω), PT f = f |(0,T) × ∂Ω is the restriction of f onto
(0, T) × ∂Ω. The adjoint operator P∗

T : L2((0, T) × ∂Ω) → L2((0, 2T) × ∂Ω) is the extension
by zero from (0, T) to (0, 2T). Let TD and TN be the Dirichlet and Neumann trace operators
respectively, that is,

TDu(t, ·) = u(t, ·)|∂Ω, TNu(t, ·) = ∂νu(t, ·)|∂Ω.

Introduce the connecting operator

K := JΛqP∗
T − RΛq,TRJP∗

T (8)

where Λq,T f :=PT(Λq f ). Then the following Blagoves̆c̆enskiı̆’s identity holds [9, 10, 15, 29].
Here, the weighted space L2(Ω, c−2

0 dx) is defined as

L2(Ω, c−2
0 dx) :=

{
u :

∫
Ω

|u(x)|2c−2
0 (x) dx < ∞

}
.

Proposition 1. Let u f , uh be the solutions of (1) with Neumann traces f , h ∈ L2((0, T)
× ∂Ω), respectively. Then

(u f (T), uh(T))L2(Ω,c−2
0 dx) = ( f , Kh)L2((0,T)×∂Ω) = (K f , h)L2((0,T)×∂Ω). (9)

We remark that the functions f , h ∈ L2((0, T) × ∂Ω) in this proposition need to be extended
as zero from (0, T) to (0, 2T) when solving the boundary value problem (1). Similar convention
will be applied henceforth for imposed Neumann data.

Proof. We first prove this for f , h ∈ C∞
c ((0, T) × ∂Ω). Define

I(t, s) := (u f (t), uh(s))L2(Ω,c−2
0 dx).

We compute

(∂2
t − ∂2

s )I(t, s)

= ((Δ+ qc−2
0 )u f (t), uh(s))L2(Ω) − (u f (t), (Δ+ qc−2

0 )uh(s))L2(Ω)

= ( f (t),ΛqP∗
Th(s))L2(∂Ω) − (ΛqP∗

T f (t), h(s))L2(∂Ω), (10)

where the last equality follows from integration by parts. On the other hand, I(0, s) =
∂tI(0, s) = 0 since u f (0, x) = ∂tu f (0, x) = 0. Solve the inhomogeneous 1D wave equation (10)

4



Inverse Problems 38 (2022) 114001 L Oksanen et al

together with these initial conditions to obtain

I(T, T) =
1
2

∫ T

0

∫ 2T−t

t

[
( f (t),ΛqP∗

Th(σ))L2(∂Ω)− (ΛqP∗
T f (t), h(σ))L2(∂Ω)

]
dσdt

=

∫ T

0

[(
f (t),

1
2

∫ 2T−t

t
ΛqP∗

Th(σ) dσ

)
L2(∂Ω)

−
(
ΛqP∗

T f (t),
1
2

∫ 2T−t

t
h(σ) dσ

)
L2(∂Ω)

]
dt

= ( f , JΛqP∗
Th)L2((0,T)×∂Ω) − (PT(Λq f ), JP∗

Th)L2((0,T)×∂Ω).

Using the relations PT(Λq f ) = Λq,T f and Λ∗
q,T = RΛq,T R in L2((0, T) × ∂Ω), we have

I(T, T) = ( f , JΛqP∗
Th)L2((0,T)×∂Ω) − (Λq,T f , JP∗

Th)L2((0,T)×∂Ω)

= ( f , JΛqP∗
Th)L2((0,T)×∂Ω) − ( f , RΛq,T RJP∗

Th)L2((0,T)×∂Ω)

= ( f , Kh)L2((0,T)×∂Ω)

For general f , h ∈ L2((0, T) × ∂Ω), simply notice that K is a continuous operator and that
compactly supported smooth functions are dense in L2. The proof is completed. �

Corollary 2. Suppose f , h ∈ C∞
c ((0, T] × ∂Ω). Then

(c2
0Δu f (T) − qu f (T), uh(T))L2(Ω,c−2

0 dx) = (∂2
t f , Kh)L2((0,T)×∂Ω) = (K∂2

t f , h)L2((0,T)×∂Ω). (11)

Proof. Replacing f by ∂2
t f in (9), we get

(u∂2
t f (T), uh(T))L2(Ω,c−2

0 dx) = (∂2
t f , Kh)L2((0,T)×∂Ω) = (K∂2

t f , h)L2((0,T)×∂Ω).

As both u∂2
t f and ∂2

t u f satisfy (1) with f replaced by ∂2
t f , they must be equal thanks to the

well-posedness of the boundary value problem. We conclude

u∂2
t f = ∂2

t u f = c2
0Δu f − qu f .

�
Recall that we write Λq = Λq0 + εΛ̇q̇ in the linearization setting. Accordingly, we write

K = K0 + εK̇. Here K0 is the connecting operator for the background medium:

K0 := JΛq0P∗
T − RΛq0,T RJP∗

T . (12)

K0 can be explicitly computed since Λc,q0 is known. K̇ is the resulting perturbation in the
connecting operator:

K̇ := JΛ̇q̇P∗
T − RΛ̇q̇,T RJP∗

T . (13)

K̇ can be explicitly computed once Λ̇q̇ is given.

3. Integral identity and controllability

First, we derive an integral identity that is essential to the development of the reconstruction
procedure. We write Λ̇ for Λ̇q̇ when there is no risk of confusion.

Proposition 3. Let λ ∈ R be a real number. If f , h ∈ C∞
c ((0, T] × ∂Ω) satisfy

5
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[Δ− q0c−2
0 + λc−2

0 ]u f
0(T) = [Δ− q0c−2

0 + λc−2
0 ]uh

0(T) = 0 in Ω, (14)

then the following identity holds:

−(q̇c−2
0 u f

0(T), uh
0(T))L2(Ω) = (∂2

t f + λ f , K̇h)L2((0,T)×∂Ω) + (Λ̇ f (T), h(T))L2(∂Ω) (15)

Proof. For f , h ∈ C∞
c ((0, T) × ∂Ω), we will make use of (9) and (11) to obtain some identi-

ties. First, let ε = 0 in (9) to obtain

(u f
0(T), uh

0(T))L2(Ω,c−2
0 dx) = ( f , K0h)L2((0,T)×∂Ω) = (K0 f , h)L2((0,T)×∂Ω).

Next, differentiate (9) in ε and let ε = 0 to get

( f , K̇h)L2((0,T)×∂Ω) = (K̇ f , h)L2((0,T)×∂Ω)

= (u̇ f (T), uh
0(T))L2(Ω,c−2

0 dx) + (u f
0(T), u̇h(T))L2(Ω,c−2

0 dx). (16)

Similarly, let ε = 0 in (11) we obtain

(c2
0Δu f

0(T) − qu f
0(T), uh

0(T))L2(Ω,c−2
0 dx) = (∂2

t f , K0h)L2((0,T)×∂Ω)

= (K0∂
2
t f , h)L2((0,T)×∂Ω).

Next, differentiating (11) in ε and let ε = 0, we obtain

(∂2
t f , K̇h)L2((0,T)×∂Ω)

= (K̇∂2
t f , h)L2((0,T)×∂Ω) = (c2

0Δu̇ f (T) − q̇u f
0(T) − q0u̇ f (T), uh

0(T))L2(Ω,c−2
0 dx)

+ (c2
0Δu f

0(T) − q0u f
0(T), u̇h(T))L2(Ω,c−2

0 dx)

= (Δu̇ f (T), uh
0(T))L2(Ω) − (q0c−2

0 u̇ f (T), uh
0(T))L2(Ω)︸ ︷︷ ︸

:= I1

− (q̇c−2
0 u f

0(T), uh
0(T))L2(Ω)

+ (Δu f
0(T), u̇h(T))L2(Ω) − (q0c−2

0 u f
0(T), u̇h(T))L2(Ω)︸ ︷︷ ︸

:= I2

(17)

where L2(Ω) = L2(Ω, dx) is the L2-space equipped with the usual Lebesgue measure.
For I1, we integrate the first term by parts and use the fact that ∂ν u̇ = 0 and u̇ f |(0,2T)×∂Ω = Λ̇ f

to get

I1 = (Δu̇ f (T), uh
0(T))L2(Ω) − (q0c−2

0 u̇ f (T), uh
0(T))L2(Ω)

= (u̇ f (T),Δuh
0(T))L2(Ω) − (Λ̇ f (T), ∂νuh

0(T))L2(∂Ω) − (q0c−2
0 u̇ f (T), uh

0(T))L2(Ω)

= (u̇ f (T), [Δ− q0c−2
0 ]uh

0(T))L2(Ω) − (Λ̇ f (T), h(T))L2(∂Ω).

On the other hand, combing the terms in I2 we have

I2 = ([Δ− q0c−2
0 ]u f

0(T), u̇h(T))L2(Ω).

Insert these expressions for I1 and I2 into (17), then add (16) multiplied by λ ∈ R to get

6
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(∂2
t f + λ f , K̇h)L2((0,T)×∂Ω) + (Λ̇ f (T), h(T))L2(∂Ω)

= (u̇ f (T), [Δ− q0c−2
0 + λc−2

0 ]uh
0(T))L2(Ω) − (q̇c−2

0 u f
0(T), uh

0(T))L2(Ω)

+ ([Δ− q0c−2
0 + λc−2

0 ]u f
0(T), u̇h(T))L2(Ω). (18)

If [Δ− q0c−2
0 + λc−2

0 ]u f
0(T) = [Δ− q0c−2

0 + λc−2
0 ]uh

0(T) = 0 in Ω, the first term and last
term on the right-hand side vanish, resulting in (15). �

Next, we establish a BC estimate. Given a strictly positive c0 ∈ C∞(Ω), we will write
g := c−2

0 dx2 for the Riemannian metric associated to c0, and denote by SΩ the unit sphere
bundle over the closure Ω of Ω.

Proposition 4. Let c0 ∈ C∞(Ω) be strictly positive and q0 ∈ C∞(Ω). Suppose that all
maximal3 geodesics on (Ω, g) have length strictly less than some fixed T > 0. Then for any
φ ∈ C∞(Ω) there is f ∈ C∞

c ((0, T] × ∂Ω) such that

u f
0(T) = φ in Ω, (19)

where u0 is the solution of (3). Moreover, there is C > 0, independent of φ, such that

‖ f ‖H2((0,T)×∂Ω) � C‖φ‖H4(Ω). (20)

Proof. There is small δ > 0 such that the maximal geodesics have length less than
T∗ :=T − 2δ. We extend c0 and q0 smoothly to R

n. Then there is a compact domain K with
smooth boundary such that Ω is contained in the interior of K and that the extended tensor
g = c−2

0 dx gives a Riemannian metric on K. Let x ∈ Ω and let ξ ∈ SxΩ, that is, ξ is a unit vec-
tor with respect to g at x. Write γx,ξ : [a, b] → Ω for the maximal geodesic with the initial data
(x, ξ). Then b < T∗. We extend γx,ξ as the maximal geodesic in K and write γx,ξ : [â, b̂] →K.

Then there are t j > b such that t j → b and γx,ξ(t j) /∈ Ω. If b̂ < T∗ we extend γx,ξ to [â, T∗] by

setting γx,ξ(t) = γx,ξ(b̂) for t > b̂. Then the function

ρ(x, ξ) := max{d(γx,ξ(t),Ω) : t ∈ [0, T∗]}

satisfies ρ(x, ξ) > 0. Let us show that ρ is continuous. It follows from the smoothness of the
geodesic flow and the triangle inequality that the function

SΩ× [0, T∗] × Ω 
 (x, ξ, t, y) �→ d(γx,ξ(t), y)

is uniformly continuous. By lemma 12 in the appendix, the function

SΩ× [0, T∗] 
 (x, ξ, t) �→ d(γx,ξ(t),Ω),

is uniformly continuous, and so is ρ.
We have shown that the continuous function ρ is strictly positive on the compact set SΩ.

Thus there is an open set ω0 such that ω0 ⊂ K\Ω and that all geodesics γx,ξ with (x, ξ) ∈ SΩ
intersect ω0 in time T∗.

We choose η ∈ C∞
c (0, T) taking values in [0, 1] and satisfying η = 1 on [δ, T − δ], and

χ ∈ C∞
c (K\Ω) satisfying χ = 1 on ω0. Finally, we extend φ (the extension will be denoted

3 For a maximal geodesic γ : [a, b] →Ω there may exists t ∈ (a, b) such that γ(t) ∈ ∂Ω. The geodesics are maximal
on the closed set Ω.

7
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by φ again) so that φ ∈ C∞
c (K). Now [18, theorem 5.1] implies that there is Y ∈ C∞((0, T)

× (K\Ω)) and v ∈ C∞((0, T) ×K) such that⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

�c0,q0v = ηχY in (0, T) × intK

v|x∈∂K = 0,

v|t=T = φ, ∂tv|t=T = 0,

v|t=0 = 0, ∂tv|t=0 = 0.

(21)

We extend v to (0, 2T) ×K by solving⎧⎪⎪⎨
⎪⎪⎩

�c0,q0v = 0 in (T, 2T) × intK

v|x∈∂K = 0,

v|t=T = φ, ∂tv|t=T = 0,

and set f = ∂νv|x∈∂Ω. As η(t) = 0 when t is close to zero and as v satisfies vanishing initial
conditions at t = 0, also f (t, x) = 0 for t near zero.

It remains to show estimate (20). The extension of φ can be chosen so that

‖φ‖H4(K) � C‖φ‖H4(Ω).

By [18, theorem 5.1] there is a map

G : H4(K) → H3(K) × H2(K), G(φ) = (Y|t=0, ∂tY|t=0), (22)

and Y satisfies {�c0,q0Y = 0 in (0, T) × intK

Y|x∈∂K = 0.

As continuity of (22) is not explicitly stated in [18], we will show the continuity for the
convenience of the reader.

Due to the closed graph theorem it is enough to show that if φ j → φ in H4(K) and G(φ j) →
(Y0, Y1) in H3(K) × H2(K) then G(φ) = (Y0, Y1). We define v j and Y j by⎧⎪⎪⎨

⎪⎪⎩
�c0,q0v j = ηχY j, in (0, T) × intK

v j|x∈∂K = 0,

v j|t=0 = 0, ∂tv j|t=0 = 0,

⎧⎪⎪⎨
⎪⎪⎩

�c0,q0Y j = 0 in (0, T) × intK

Y j|x∈∂K = 0,

(Y j|t=0, ∂tY j|t=0) = F(φ j),

Then v j → v and Y j → Y where v and Y solve⎧⎪⎪⎨
⎪⎪⎩

�c0,q0v = ηχY in (0, T) × intK

v|x∈∂K = 0,

v|t=0 = 0, ∂tv|t=0 = 0,

⎧⎪⎪⎨
⎪⎪⎩

�c0,q0Y = 0, in (0, T) × intK

Y|x∈∂K = 0,

(Y|t=0, ∂tY|t=0) = (Y0, Y1),

and also

v j|t=T = lim
j
v j|t=T = lim

j
φ j = φ, ∂tv|t=T = lim

j
∂tv j|t=T = 0.

8
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But the control given by [18, theorem 5.1] for φ is characterized by the following system⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

�c0,q0v = ηχY in (0, T) × intK

v|x∈∂K = 0,

v|t=0 = φ, ∂tu|t=0 = 0,

v|t=T = 0, ∂tu|t=T = 0,

{�c0,q0Y = 0 in (0, T) × intK

Y|x∈∂K = 0,

see [14]. Hence the control Y that we obtained as the limit coincides with that given by [18,
theorem 5.1], and G(φ) = (Y0, Y1).

By [18, theorem 5.1] the initial data G(φ) satisfies suitable compatibility conditions so that
Y ∈ H3((0, T) ×K). Moreover, solving (21) from the initial data at t = 0, while discarding the
constant at t = T, gives

‖v‖H4((0,T)×K) � C‖Y‖H3((0,T)×K) � C‖G‖(φ)H3(K)×H2(K) � C‖φ‖H4(K).

�
Remark. Solvability of an equation like (19) is a central question in the BC theory. There are
other results which ensure the solvability in other function spaces. For example, if we define

W0 : L2((0, T) × ∂Ω) → L2(Ω, c−2
0 dx), W0 f = u f (T).

This clearly is a bounded linear operator. Moreover, if T > 0 is large enough, the range Ran(W0)
is dense in L2(Ω) by Tataru’s unique continuation [37]. If we further assume that the continuous
observability condition [27] holds for the background wave solution, then W0 is surjective, that
is, Ran(W0) = L2(Ω). This ensures the existence of solutions f , h ∈ L2((0, T) × ∂Ω) for the
equation (23). However, such L2-regularity is insufficient for our purpose, as we need ∂2

t f to
exist, see (24).

4. Stability and reconstruction

We will make use of propositions 3 and 4 to derive stability estimate and reconstruction for-
mulae for q̇, on the premise that the wave speed is constant. Without loss of generality, we take
c0 = 1. The discussion is separate for vanishing and non-vanishing background potentials q0.

4.1. Case 1: c0 = 1 and q0 = 0

We take λ � 0 and dimension n � 1, then the equation (14) for u f
0(T) and uh

0(T) becomes the
Helmholtz equation

(Δ+ λ)u f
0(T) = (Δ+ λ)uh

0(T) = 0 in Ω.

A class of Helmholtz solutions are the plane waves ei
√
λθ·x where θ ∈ S

n−1 is an arbitrary
unit vector. Moreover, proposition 4 ensures the existence of f , h ∈ C∞

c ((0, T] × ∂Ω) such that

u f
0(T) = uh

0(T) = ei
√
λθ·x. (23)

Theorem 5. Suppose c0 = 1 and q0 = 0. Then the Fourier transform ˆ̇q of q̇ can be recon-
structed as follows:

ˆ̇q(2
√
λθ) = −(∂2

t f + λ f , K̇h)L2((0,T)×∂Ω) − (Λ̇ f (T), h(T))L2(∂Ω) (24)

9
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where f , h ∈ C∞
c ((0, T] × ∂Ω) are solutions to (23).

Proof. The formula is obtained by inserting u f
0(T) = uh

0(T) = ei
√
λθ·x into (15). As λ � 0 and

θ are arbitrary, it recovers the Fourier transform of q̇ everywhere. �

Remark 6. An explicit procedure to solve for f and h from (23) is explained in section 5.1.

Next, we show that the reconstruction above has Lipschitz-type stability. As the inverse
problem is linear, it suffices to bound q̇ using continuous functions of Λ̇.

Theorem 7. Suppose c0 = 1 and q0 = 0. There exists a constant C > 0, independent of λ,
such that∣∣∣ˆ̇q(

√
2λθ)

∣∣∣ � C(2 + λ)λ4
(
‖K̇‖L2((0,T)×∂Ω)→L2((0,T)×∂Ω)+ ‖Λ̇‖H2((0,T)×∂Ω)→H3((0,T)×∂Ω)

)
Here K̇ is viewed as a linear function of Λ̇ as is defined in (13).

Proof. For a bounded linear operator T : X →Y between two Hilbert spaces X and Y , we
write ‖T‖X→Y for the operator norm of T. Let f , h ∈ C∞

c ((0, T] × ∂Ω) be solutions of (23)
obtained from proposition 4. We employ (24) to estimate:∣∣∣F [q̇](

√
2λθ)

∣∣∣ � ‖∂2
t f + λ f ‖L2((0,T)×∂Ω)‖h‖L2((0,T)×∂Ω)‖K̇‖L2((0,T)×∂Ω)→L2((0,T)×∂Ω)

+ ‖Λ̇ f (T)‖L2(∂Ω)‖h(T)‖L2(∂Ω)

� (1 + λ)‖ f ‖H2((0,T)×∂Ω)‖h‖L2((0,T)×∂Ω)‖K̇‖L2((0,T)×∂Ω)→L2((0,T)×∂Ω)

+ ‖Λ̇ f ‖H1((0,T)×∂Ω)‖h‖H1((0,T)×∂Ω)

by the continuity of the trace operator.
It remains to estimate ‖Λ̇ f ‖H1((0,T)×∂Ω). For this purpose, we extend f ∈ H2((0, T) × ∂Ω)

to a function F ∈ H2+ 3
2 ((0, T) × Ω) so that ∂νF|(0,T)×∂Ω = f and F(t, x) = 0 for x ∈ Ω and t

close to 0 (recall that f (t, x) = 0 for t near 0). Such F can be chosen to fulfill

‖F‖
H3+ 1

2 ((0,T)×Ω)
� C‖ f ‖H2((0,T)×∂Ω)

Set v :=F − u0 where u0 is the solution of (3), then v satisfies⎧⎪⎪⎨
⎪⎪⎩

�c0,q0v =�c0,q0 F, in (0, 2T) × Ω

∂νv = 0, on (0, 2T) × ∂Ω

v|t=0 = ∂tv|t=0 = 0, x ∈ Ω.

The regularity estimate for the wave equation [20] implies

‖v‖
H2+ 1

2 ((0,T)×Ω)
� C‖�c0,q0F‖

H1+ 1
2 ((0,T)×Ω)

� C‖F‖
H3+ 1

2 ((0,T)×Ω)

We conclude u0 ∈ H2+ 1
2 ((0, T) × Ω) and q̇u0 ∈ H2+ 1

2 ((0, T) × Ω). The same regularity esti-
mate for the wave equation applied to (4) implies

10
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‖u̇‖
H3+ 1

2 ((0,T)×Ω)
� C‖q̇u0‖

H2+ 1
2 ((0,T)×Ω)

� C‖u0‖
H2+ 1

2 ((0,T)×Ω)

These inequalities together with the trace estimate yield

‖Λ̇ f ‖H3((0,T)×∂Ω) � C‖u̇‖
H3+ 1

2 ((0,T)×Ω)
� C‖ f ‖H2((0,T)×∂Ω)

where the constant C > 0 is independent of f . Hence Λ̇ : H2((0, T) × ∂Ω) → H3((0, T) × ∂Ω)
is a bounded linear operator.

Finally, we can complete the stability estimate:∣∣∣F [q̇](
√

2λθ)
∣∣∣

� (1 + λ)‖ f ‖H2((0,T)×∂Ω)‖h‖H1((0,T)×∂Ω)‖K̇‖L2((0,T)×∂Ω)→L2((0,T)×∂Ω)

+ ‖Λ̇ f ‖H3((0,T)×∂Ω)‖h‖H1((0,T)×∂Ω)

� (1 + λ)‖ f ‖H2((0,T)×∂Ω)‖h‖H1((0,T)×∂Ω)‖K̇‖L2((0,T)×∂Ω)→L2((0,T)×∂Ω)

+ ‖ f ‖H2((0,T)×∂Ω)‖Λ̇‖H2((0,T)×∂Ω)→H3((0,T)×∂Ω)‖h‖H1((0,T)×∂Ω)

� Cλ

(
‖K̇‖L2((0,T)×∂Ω)→L2((0,T)×∂Ω) + ‖Λ̇‖H2((0,T)×∂Ω)→H3((0,T)×∂Ω)

)
where the constant Cλ satisfies (see (20))

Cλ := (2 + λ)‖ f ‖H2((0,T)×∂Ω)‖h‖H1((0,T)×∂Ω)

� C(2 + λ)‖ei
√
λθ·x‖2

H4(Ω) � C(2 + λ)λ4.

for some constant C > 0 independent of λ. �

4.2. Case 2: c0 = 1 and q0 �= 0

Let λ � 0 again, then the equations for u f
0(T) and uh

0(T) become the perturbed Helmholtz
equation

[Δ+ λ− q0]u f
0(T) = [Δ+ λ− q0]uh

0(T) = 0 in Ω.

A class of solutions are total waves of the form

φ(x) = ei
√
λθ·x + r(x;λ) (25)

with θ ∈ S
n−1 and the scattered wave r(x; λ) satisfying

‖r‖Hs(Rn) = O
(
λ

s−1
2

)
asλ→∞ (26)

for any s � 0. Indeed, r is the unique outgoing solution to (37), see lemma 13 in the appendix
for the construction and property of r.

One dimension. In one dimension (1D), θ = ±1. Let us take θ = 1. Insert u f
0(T) =

uh
0(T) = φ into (15) to get

− ˆ̇q(2
√
λ) − 2(q̇ei

√
λθ·x, r)L2(Ω) − (q̇r, r)L2(Ω)

= (∂2
t f + λ f , K̇h)L2((0,T)×∂Ω) + (Λ̇ f (T), h(T))L2(∂Ω) (27)

11
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In the high-frequency regime, one may neglect the small terms to get an approximate recon-
struction of ˆ̇q.

Proposition 8. Suppose c0 = 1 and q0 ∈ C∞(Ω) is not identically zero. For a constant
M > 0, denote QM := {q̇ ∈ L∞(Ω) : ‖q̇‖L∞(Ω) � M}. Then the Fourier transform ˆ̇q of q̇ ∈ QM

satisfies

ˆ̇q(2
√
λθ) = −(∂2

t f + λ f , K̇h)L2((0,T)×∂Ω)

− (Λ̇ f (T), h(T))L2(∂Ω) + O
(
λ− 1

2

)
asλ→∞ (28)

where f , h ∈ C∞
c ((0, T] × ∂Ω) satisfies u f

0(T) = uh
0(T) = φ (see (26)), and O(λ− 1

2 ) is a con-

stant that decays on the order of λ− 1
2 . Moreover, the following approximate stability estimate

holds: ∣∣∣ˆ̇q(
√

2λθ)
∣∣∣ � C(2 + λ)λ4

(
‖K̇‖L2((0,T)×∂Ω)→L2((0,T)×∂Ω)

+ ‖Λ̇‖H2((0,T)×∂Ω)→H3((0,T)×∂Ω)

)
+ O

(
λ− 1

2

)
.

Proof. The standard estimates

|(q̇ei
√
λθ·x, r)L2(Ω)| � CM‖r‖L2(Ω), |(q̇r, r)L2(Ω)| � CM‖r‖2

L2(Ω).

show that the last two terms on the left-hand side of (27) decay like O(λ− 1
2 ) as λ→∞ accord-

ing to (26). The approximate reconstruction follows. The approximate stability estimate can
be proved in the same way as in the proof of theorem 7. The only difference is the addition of
the error term O(λ− 1

2 ). �
Two and higher dimensions. In dimension n � 2, more freedom is available in choosing

the wave vectors. Let θ,ω ∈ R
n be two vectors such that θ⊥ω. We take the following solutions:

φ(x) :=φ0(x) + r1(x;λ), φ0(x) := ei(kθ+lω)·x

ψ(x) :=ψ0(x) + r2(x;λ), ψ0(x) := ei(kθ−lω)·x

where r1, r2 satisfy (26). Choose k2 + l2 = λ so that (Δ+ λ)φ0 = (Δ+ λ)ψ0 = 0.
Proposition 4 asserts that there are f , h ∈ C∞

c ((0, T] × ∂Ω) such that

u f
0(T) = φ = φ0 + r1, uh

0(T) = ψ = ψ0 + r2. (29)

Theorem 9. Suppose c0 = 1, q0 ∈ C∞(Ω) and q0 is not identically zero. Then the Fourier
transform ˆ̇q can be reconstructed as follows:

ˆ̇q(2kθ) = − lim
l→∞

[
(∂2

t f + (k2 + l2) f , K̇h)L2((0,T)×∂Ω) + (Λ̇ f (T), h(T))L2(∂Ω)

]
.

where f , h ∈ C∞
c ((0, T] × ∂Ω) are solutions to (29), respectively.

Proof. Inserting u f
0(T) = φ and uh

0(T) = ψ into (15) gives

− ˆ̇q(2kθ) − (q̇ei(kθ+lω)·x, r2)L2(Ω) − (q̇ei(kθ−lω)·x, r1)L2(Ω) − (q̇r1, r2)L2(Ω)

= (∂2
t f + (k2 + l2) f , K̇h)L2((0,T)×∂Ω) + (Λ̇ f (T), h(T))L2(∂Ω) (30)

12
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If we fix k and let l →∞, then λ→∞ and ‖r1‖L2(Ω), ‖r2‖L2(Ω) → 0 due to its decay property
(26). We obtain the reconstruction formula for any k � 0 and any θ ∈ S

n−1. Note that f and h
depend on l. �

We can also obtain a Hölder-type stability estimate for ‖q̇‖H−s(Rn), where s > 0 is an arbi-
trary real number and H−s(Rn) is the L2-based Sobolev space of order −s over Rn.

Theorem 10. Suppose c0 = 1, q0 ∈ C∞(Ω) and q0 is not identically zero. For any s > 0,
there exists a constant C > 0 such that

‖q̇‖H−s(Rn) � C
(
‖K̇‖L2((0,T)×∂Ω)→L2((0,T)×∂Ω)+ ‖Λ̇‖H2((0,T)×∂Ω)→H3((0,T)×∂Ω)

) 2s
11(n+2s)

.

Proof. Write ξ := 2kθ and

δ :=
(
‖K̇‖L2((0,T)×∂Ω)→L2((0,T)×∂Ω) + ‖Λ̇‖H2((0,T)×∂Ω)→H3((0,T)×∂Ω)

)
.

Let ρ > 0 be a sufficiently large number that is to be determined. We decompose

‖q̇‖2
H−s(Rn) =

∫
|ξ|�ρ

|ˆ̇q(ξ)|2
(1 + |ξ|2)s

dξ +
∫
|ξ|>ρ

|ˆ̇q(ξ)|2
(1 + |ξ|2)s

dξ.

For the integral over high frequencies, we have∫
|ξ|>ρ

|ˆ̇q(ξ)|2
(1 + |ξ|2)s

dξ � 1
(1 + ρ2)s

∫
|ξ|>ρ

|ˆ̇q(ξ)|2 dξ �
‖q̇‖2

L2(Rn)

(1 + ρ2)s
� C

1
ρ2s

.

For the integral over low frequencies, it is easy to see that:∫
|ξ|�ρ

|ˆ̇q(ξ)|2
(1 + |ξ|2)s

dξ �
∫
|ξ|�ρ

|ˆ̇q(ξ)|2 dξ � Cρn‖ˆ̇q‖2
L∞(B(0,ρ)).

The norm ‖ˆ̇q‖L∞(B(0,ρ)) can be estimated using (30). Indeed, for |ξ| � ρ, we have

|ˆ̇q(ξ)| � |(∂2
t f + (k2 + l2) f , K̇h)L2((0,T)×∂Ω) + (Λ̇ f (T), h(T))L2(∂Ω)|+

C√
λ

� C(2 + λ)‖φ‖H4(Ω)‖ψ‖H4(Ω)δ +
C√
λ

� C(2 + λ)
(
‖φ0‖H4(Ω) + ‖r1‖H4(Ω)

)(
‖ψ0‖H4(Ω) + ‖r2‖H4(Ω)

)
δ +

C√
λ

� C(2 + λ)
(
λ2 + λ

3
2

)2
δ +

C√
λ

where the first inequality is a consequence of the L2-resolvent estimate for r1, r2, the second
inequality follows from the proof of proposition 7, and the last inequality utilizes the resolvent
estimate for higher-order derivatives of r1, r2. Utilizing the relation λ = k2 + l2, we conclude

13
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‖ˆ̇q‖2
L∞(B(0,ρ)) � C

[
(2 + λ)2λ6(1 +

√
λ)4δ2 +

1
λ

]
� C

[
(ρ2 + l2)10δ +

1
l2

]
provided ρ > 0 is sufficiently large. Combining these estimates, we see that

‖q̇‖2
H−s(Rn) � C

[
ρn(ρ2 + l2)10δ2 +

ρn

l2
+

1
ρ2s

]
.

Choosing l = ρn+2s and ρ = δ−
2

21(n+2s) yields

‖q̇‖2
H−s(Rn) � Cδ

4s
11(n+2s)

as long as δ is sufficiently small. �

5. Numerical experiments

This section is devoted to numerical implementation and validation of the reconstruction for-
mula (24) in one dimension (1D) when c0 = 1 and q0 = 0.

5.1. Computing boundary controls with time reversal

A crucial step of the BC method is solving the equations (23) or (29) for the boundary controls
f and h. For our purpose, a highly accurate numerical solver is needed due to the appearance
of ∂2

t f in (24), where the second-order temporal differentiation tends to amplify the numerical
error in f . When the spatial dimension n is odd with c0 = 1 and q0 = 0, such scheme can be
obtained using time reversal. Indeed, for a prescribed φ on Ω, one can construct an extension,
named φ̃, such that φ̃ = φ in Ω and φ̃ is supported in a neighborhood of Ω. Let v be the solution
of the following backward initial value problem⎧⎪⎪⎨

⎪⎪⎩
�1,0v(t, x) = 0, in (0, T) × R

n

v(T) = φ̃, in R
n

∂tv(T) = 0, in R
n.

If T > 0 is sufficiently large and n is odd, we would have v(0) = ∂tv(0) = 0 by the Huygen’s
principle. This implies

u f−∂νv
0 (T) = u f

0(T) − v(T) = 0 in Ω.

As a result, we can take f = ∂νv|[0,T]×∂Ω. Note that v can be explictly expressed using the
Kirchhoff’s formula [20], thus ∂2

t f = ∂ν∂
2
t v|[0,T]×∂Ω can be analytically computed.

We will demonstrate the numerical implementations in dimension n = 1 with Ω = [a, b].
In this case, D’Alembert’s formula gives

v(t, x) =
1
2

[φ̃(x + t − T) + φ̃(x + T − t)].

Therefore,

∂2
t f = ∂ν∂

2
t v|[0,T]×∂Ω = ±1

2
[φ̃′′′(x + t − T) + φ̃′′′(x + T − t)]|x=a,b

14
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where we take + when x = b and − when x = a. We choose the following extension:

φ̃ :=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

φ x ∈ [a, b],

φ · exp

{
1 − 1

1 − (x − a)2p

}
x ∈ (a − 1, a),

φ · exp

{
1 − 1

1 − (x − b)2p

}
x ∈ (b, b + 1),

0 x /∈ (a − 1, b + 1),

where p � 1 is a positive integer. It is easy to see that φ̃ is C2p−1 at x = a, b and is C∞ at other
points. We take p � 2 to guarantee the existence of the second derivative of f .

5.2. Numerical experiments

The computational setup is as follows: Ω = [−1, 1], c0 = 1, q0 = 0, and T = 5. The forward
problem (4) is solved using the second order central difference scheme on a temporal-spatial
grid of size 24 999 × 501 to obtain the linearized ND map (5). Then various φ = u f

0(T) are
inserted into (24) to recover the Fourier transform of q̇ at 2kθ, where f and h are computed using
the time reversal method as is explained at the beginning of this section. The basis functions
for the prescribed Helmholtz solution φ in our experiments are

1, sin
(π

2
x
)

, cos
(π

2
x
)

, . . . , sin

(
Nπ

2
x

)
, cos

(
Nπ

2
x

)

with N = 10. They correspond to Helmholtz solutions with k = 0, π
2 , . . . , Nπ

2 .
Experiment 1. The first experiment aims to reconstruct the following smooth q̇ using the

formula (24):

q̇ = sin(πx) + 2 cos(2πx) + 4 sin(4πx) − 3.

The graph of q̇ is shown in figure 1. The measurement Λ̇q̇ is added with 0%, 1%, and 5% of
Gaussian noise, respectively. The reconstructions and the corresponding errors are illustrated
in figure 2. Notice that the reconstruction error with 5% noise is relatively larger, as can be
expected. When multiple measurements are available, we can repeat the reconstruction several
times and then take the average. This strategy effectively reduces the error, since the inverse
problem is linear and the Gaussian noise has zero mean, see figure 3.

Experiment 2. The second experiment tests reconstruction of a discontinuous q̇. We choose
q̇ to be the Heaviside function

H(x) =

{
1 x � 0,

0 x < 0.

The Fourier series of H(x) on Ω = [−1, 1] is

H(x) =
1
2
+

∞∑
n=1

2
(2n − 1)π

sin((2n − 1)πx).
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Figure 1. Ground truth q̇ = sin(πx) + 2 cos(2πx) + 4 sin(4πx) − 3.

Figure 2. Left: reconstructed q̇ with 0%, 1%, 5% Gaussian noise and the ground truth.
Right: the corresponding error between the reconstruction and the ground truth. The
relative L2-errors are 0.1%, 2.5%, and 23.9% respectively.

With the choice of the finite computational basis, we can only expect to reconstruct the follow-
ing orthogonal projection:

HN(x) :=
1
2
+

� N
2 �∑

n=1

2
(2n − 1)π

sin((2n − 1)πx),

see figure 4 for the graph of H(x) and HN(x). The reconstruction formula (24) is implemented
with 0%, 1%, and 5% of Gaussian noise added to Λ̇q̇, respectively. The reconstructions and
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Figure 3. Left: reconstructed q̇ under 1, 7, 14, 21 times repetition with 5% Gaussian
noise and the ground truth. Right: the corresponding error between the reconstruc-
tion and the ground truth. The relative L2-errors are 23.9%, 9.4%, 5.5%, and 4.0%
respectively.

Figure 4. Ground truth q̇ = H(x) and its projection HN(x).

corresponding errors with a single measurement are illustrated in figure 5. The averaged recon-
struction with 5% of Gaussian noise and multiple repeated measurements are illustrated in
figure 6.

Experiment 3. This experiment aims to test the reconstruction in the case c0 = 1 and a
small q0 �= 0. We choose

q0 =
1

10
sin(πx),

17



Inverse Problems 38 (2022) 114001 L Oksanen et al

Figure 5. Left: reconstructed q̇ with 0%, 1%, 5% Gaussian noise and the projection
of the ground truth. Right: the corresponding error between the reconstruction and
the projection of the ground truth. The relative L2-errors are 0.6%, 6.2%, and 33.8%,
respectively.

Figure 6. Left: reconstructed q̇ under 1, 7, 14, 21 times repetition with 5% Gaussian
noise and the projection of the ground truth. Right: the corresponding error between the
reconstruction and the projection of the ground truth. The relative L2-errors are 33.8%,
7.2%, 6.9%, and 6.1% respectively.

and q̇ to be the same Heaviside function as in experiment 2, see figure 7. We attempt to recon-
struct an approximate q̇ based on (27) by neglecting the terms involving r. A computational
challenge is that we cannot find explicit form of ∂2

t f when q0 �= 0. Instead, we make use of the
smallness of q0 to approximately construct ∂2

t f as if q0 = 0. In the meanwhile, the operator K̇
and Λ̇q̇ are still implemented using the exact q0 and q̇. The reconstructions and corresponding
errors with a single measurement under 0%, 1%, and 5% of Gaussian noise are illustrated in
figure 8. The averaged reconstruction with 5% of Gaussian noise and multiple repeated mea-
surements are illustrated in figure 9. This experiment confirms that approximate reconstruction
using (27) remains possible for q0 �= 0 as long as it is small.

18
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Figure 7. Left: q0 = 1
10 sin(πx). Right: ground truth q̇ = H(x) and its projection HN(x).

Figure 8. Left: reconstructed q̇ with 0%, 1%, 5% Gaussian noise and the projection
of the ground truth. Right: the corresponding error between the reconstruction and
the projection of the ground truth. The relative L2-errors are 5.8%, 8.9%, and 24.2%,
respectively.

Experiment 4. In this experiment, we apply the reconstruction formula (24) to measurement
from the non-linear IBVP. Specifically, we choose c0 = 1 and the potential

q = q0 + εq̇ + ε2q̈

where ε > 0 is a small number, the background potential q0 = 0, and the perturbations

q̇ = sin(πx) + 2 cos(2πx) + 4 sin(4πx) − 3, q̈ = 20 cos(20πx).

We apply the reconstruction formula (24), with Λ̇q̇ f replaced by Λq f − Λq0 f (where Λq f and
Λq0 f are computed by solving the boundary value problem (1)), and then add q0 to the recon-
struction to obtain an approximation of q. The rationale is that, when ε is small, we have the
following approximation

Λq − Λq0 ≈ εΛ̇q̇ = Λ̇εq̇.
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Figure 9. Left: reconstructed q̇ under 1, 7, 14, 21 times repetition with 5% Gaussian
noise and the projection of the ground truth. Right: the corresponding error between the
reconstruction and the projection of the ground truth. The relative L2-errors are 24.2%,
9.38%, 9.87% and 9.93%, respectively.

Therefore, the resulting reconstruction from (24) is approximately εq̇, and adding q0 to it
yields a linear approximation of q. We choose ε = 0.1. The ground truth is illustrated in
figure 10.

Adding noise is a bit delicate in this experiment. The noise to be added is additive and
proportional to the magnitude of the signal. We tested two ways of adding noise: (1) adding
noise to the difference (Λq − Λq0 ) f ; (2) adding noises to Λq f and Λq0 f respectively, then sub-
tract to find the difference. The resulting numerical performances are different, and it turns out
the former introduces much less error than the latter. This is because the numerical values in
the discretization of (Λq − Λq0 ) f are much smaller, hence the proportional noise is relatively
small. In contrast, the numerical values in the discretization of Λq f and Λq0 f are larger, hence
the proportional noise is relatively large. Comparison of the reconstruction errors are shown
in figures 11 and 12. Note that the noise added in figure 12 (0.1% and 0.5%) is only a tenth of
that in figure 11 (1% and 5%).
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Figure 10. Ground truth q = q0 + εq̇ + ε2q̈, where q̇ = sin(πx) + 2 cos(2πx) +
4 sin(4πx) − 3, q̈ = 20 cos(20πx), ε = 0.02.

Appendix A

In the appendices, we collect a few results that are used in the main text. First, we provide the
rigorous justification for the formal linearization process in the introduction to derive (3)–(5).
Recall that c0 ∈ C∞(Ω).

For f ∈ L2((0, 2T) × ∂Ω), the solution u = u f of the boundary value problem (1) satisfies
u ∈ C([0, 2T]; H5/6−ε(Ω)) for any ε > 0 with the norm estimate [26]

‖u‖C([0,2T];H5/6−ε(Ω)) � C‖ f ‖L2((0,2T)×∂Ω) (31)

where ‖u f‖C([0,2T];H5/6−ε(Ω)) := ess sup0�t�2T‖u(t)‖H5/6−ε(Ω). As a result, the ND map
Λq : L2((0, 2T) × ∂Ω) → L2((0, 2T) × ∂Ω) is a bounded linear operator.

Denote byL(L2((0, 2T) × ∂Ω), L2((0, 2T) × ∂Ω)) the Banach space of bounded linear oper-
ators over L2((0, 2T) × ∂Ω). The IBVP aims to invert the following nonlinear map

F : q ∈ L∞(Ω) �→ Λq ∈ L(L2((0, 2T) × ∂Ω), L2((0, 2T) × ∂Ω))

Suppose q = q0 + q̇ with q0 ∈ C∞(Ω). Define a linear operator (which will turn out to be the
Frechét differentiation of F ):

dF : q̇ ∈ L∞(Ω) �→ Λ̇q̇ ∈ L(L2((0, 2T) × ∂Ω), L2((0, 2T) × ∂Ω)).

where Λ̇q̇ is the operator defined in (5).

Proposition 11. The nonlinear map F is Frechét differentiable at a fixed q0 ∈ C∞(Ω), and
the Frechét derivative along q̇ ∈ L∞(Ω) is Λ̇q̇.

Proof. It suffices to show that as ‖q̇‖L∞(Ω) → 0, we have

‖F (q) −F (q0) − dF (q̇)‖L(L2((0,2T)×∂Ω),L2((0,2T)×∂Ω)) = O(‖q̇‖2
L∞(Ω))
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Figure 11. Left: reconstructed q with 0%, 1%, 5% Gaussian noise added to Λq − Λq0
and the ground truth. Right: the corresponding error between the reconstruction and the
ground truth. The relative L2-errors are 19.9%, 20.4%, and 23.5%, respectively.

Figure 12. Left: reconstructed q with 0%, 0.1%, 0.5% Gaussian noise added to Λq and
Λq0 independently, and the ground truth. Right: the corresponding error between the
reconstruction and the ground truth. The relative L2-errors are 19.9%, 28.1%, and 86.2%,
respectively.

(or equivalently, ‖Λq − Λq0 − Λ̇q̇‖L(L2((0,2T)×∂Ω),L2((0,2T)×∂Ω)) = O(‖q̇‖2
L∞(Ω))) to justify that dF

is indeed the Frechét differentiation of F . To this end, we will prove for any f ∈ L2((0, 2T) ×
∂Ω) that �

‖Λq f − Λq0 f − Λ̇q̇ f ‖L2((0,2T)×∂Ω) � C‖q̇‖2
L∞‖ f ‖L2((0,2T)×∂Ω) (32)

for some constant C > 0 that is independent of f . For ease of notation, we will denote all the
constants independent of f by C.
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We continue to denote the solutions of (1) and (3) by u and u0, respectively. Write u =
u0 + δu. Then δu satisfies δu|[0,2T]×∂Ω = Λq f − Λq0 f and⎧⎪⎪⎨

⎪⎪⎩
�c0,q0δu(t, x) =−uq̇, in (0, 2T) × Ω

∂νδu = 0, on (0, 2T) × ∂Ω

δu(0, x) = ∂tδu(0, x)= 0 x ∈ Ω.

(33)

Using the regularity estimate for the wave equation [20] and the trace theorem, we obtain

‖δu‖H1((0,2T)×Ω) � C‖uq̇‖L2((0,2T)×Ω) � C‖u‖L2((0,2T)×Ω)‖q̇‖L∞(Ω). (34)

Next, set w := δu − u̇, then w|[0,2T]×∂Ω = Λq f − Λq0 f − Λ̇q̇ f , and w satisfies⎧⎪⎪⎨
⎪⎪⎩

�c0,q0w(t, x) =−q̇δu, in (0, 2T) × Ω

∂νw = 0, on (0, 2T) × ∂Ω

w(0, x) = ∂tw(0, x)= 0 x ∈ Ω.

(35)

Applying the regularity estimate for the wave equation again yields

‖Λq f − Λq0 f − Λq̇ f ‖L2((0,2T)×∂Ω) � ‖w‖H1((0,2T)×Ω)

� C‖q̇δu‖L2((0,2T)×Ω)

� ‖q̇‖L∞(Ω)‖δu‖L2((0,2T)×Ω). (36)

Combining the estimates (31), (34) and (36) yields the desired estimate (32).

Appendix B

We present a lemma regarding uniform continuity of min/max functions, which is used in the
proof of proposition 4.

Lemma 12. Let X, Y be compact metric spaces and suppose that f : X × Y → R is uniformly
continuous. Then the function F : X →R

F(x) := min{ f (x, y) : y ∈ Y}

is uniformly continuous. The same is true if min is replaced by max.

Proof. Let ε > 0 and let x, x′ ∈ X. We may assume without loss of generality that F(x) �
F(x′). Let y, y′ ∈ Y be such that F(x) = f (x, y) and F(x′) = f (x′, y′), then

|F(x) − F(x′)| = f (x, y) − f (x′, y′) � f (x, y′) − f (x′, y′)

Due to uniform continuity there is δ > 0 such that

| f (x, y′) − f (x′, y′)| < ε

whenever d(x, x′) < δ. The proof when ‘min’ is replaced by ‘max’ is similar. �
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Appendix C

We construct a Helmholtz solution of the form (25), with r satisfying the asymptotic condition
(26).

Lemma 13. Let λ � 0. The perturbed Helmholtz equation (Δ+ λ− q0)φ = 0 admits solu-
tions of the form

φ(x) = ei
√
λθ·x + r(x;λ)

for any θ ∈ S
n−1, with ‖r‖Hs(Rn) = O(λ

s−1
2 ) as λ→∞ for any s � 0.

Proof. If φ(x) = ei
√
λθ·x + r(x;λ) solves the perturbed Helmholtz equation and θ ∈ S

n−1,
then r has to satisfy

(Δ+ λ− q0)r = q0ei
√
λθ·x in Ω. (37)

Such r can be constructed as follows. Let R(λ) := (Δ+ λ− q0)−1 be the outgoing resolvent of
the perturbed Helmholtz operator. For any compactly supported smooth function χ ∈ C∞

c (Rn),
the following L2-resolvent estimate holds [17, theorem 3.1]:

‖χR(λ)χ‖L2(Rn)→L2(Rn) � C√
λ

(38)

where C > 0 is a constant independent of λ. In particular, we choose χ ∈ C∞
c (Rn) such that

χ = 1 on Ω and set r :=χR(λ)χ(q0ei
√
λθ·x), then r satisfies (37), r is compactly supported, and

‖r‖L2(Rn) � C√
λ
. (39)

This proves the claim when s = 0.
We proceed by induction. Suppose it has been proved that r is compactly supported and sat-

isfies ‖r‖Hs(Rn) = O(λ
s−1

2 ) as λ→∞ for some integer s � 0. Let Ω1, Ω2 be two open sets such
that Ω ⊂ suppχ ⊂ Ω1 ⊂ Ω1 ⊂ Ω2. We apply the interior regularity estimate [20, section 6.3,
theorem 2] to the equation (Δ− q0)r = q0ei

√
λθ·x − λr to obtain

‖r‖Hs+2(Rn) = ‖r‖Hs+2(Ω1) � C
(
‖q0ei

√
λθ·x − λr‖Hs(Ω2) + ‖r‖Hs(Ω2)

)
� C

(
1 + λ‖r‖Hs(Rn) + ‖r‖Hs(Rn)

)
� C

(
1 + λ

s+1
2

)
.

This completes the inductive step, hence the claim holds for all even integers s. The general
claim is a consequence of interpolation. �
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