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ABSTRACT

In this work, we present a method for detecting anomalous chem-

ical sensors using contrastive learning-based framework. In many

practical systems, an array of multiple chemical sensors are used.

Some of the sensors may malfunction due to sensor drift and chem-

ical poisoning. In standard contrastive learning, the aim is to learn

representations that will have maximum agreement among data sam-

ples of the same concept while having a minimal agreement with

data samples from other concepts. In this work, we adapt stan-

dard contrastive learning to learning useful representations for out-

of-distribution sample detection. Furthermore, we compare the pro-

posed framework with the cosine similarity measure and a novel sim-

ilarity measure based on the �1 norm. Our experimental results show

that our approach achieves higher AUC scores (93.6%) than baseline

methods (90.1%).

Index Terms— anomaly detection, deep learning, contrastive

learning, sensor signal processing, chemical sensors

1. INTRODUCTION

Chemical sensory technology provides cheap and mobile solutions

to detecting and identifying different gas analytes. Chemical sensors

are widely used in ammonia, methane, and Volatile Organic Com-

pound (VOC) detection, which are known to be carcinogenic and

main contributors to the greenhouse effect [1, 2, 3, 4, 5, 6, 7, 8].

One of the main challenges facing chemical sensors technology is

the fact that sensor responses vary greatly due to process variations

and in-field degradation, which is dubbed as sensor drift. Sensor

drift can arise due to internal factors which result in a low-frequency

change in a sensor response, and due to external reasons such as

changes in humidity and temperature. This makes detecting anoma-

lous behavior in the sensory system crucial for reliable gas identifi-

cation and concentration estimation [9, 10, 11, 12, 13, 14]. In this

work, we focus on detecting anomalies in sensor behavior due to

external factors in a system consisting of multiple sensors. In [12],

the authors propose an online method to detect anomalous changes

in wireless sensor measurements by fitting piecewise linear models

for the time-series data, and comparing them with reference signals.

If the absolute differences are larger than a threshold, they declare

anomaly. However, with large sensor-to-sensor variation, such con-

sensus methods may fail to identify the failing sensors and introduce

unnecessary uncertainty into the decision-making process.

This work is being supported in part by NSF grants 1739396 (UIC) and

1739451 (ASU). Badawi’s work is also partially supported by NSF grant

1934915.

Deep learning architectures such as recurrent neural networks

(RNN) and temporal convolution neural networks (TCNN) have

been quite popular in learning tasks involving time-series data and

anomaly detection [14]. In [15], the authors propose using deep

autoencoders to detect sudden changes in a sensor time series in

wireless sensor networks. One type of learning, namely contrastive

learning, has proven effective in learning pretext tasks that are useful

when there is not enough labelled data [16, 17, 18]. In standard con-

trastive learning, the objective is to learn representations that will

have maximum agreement among data samples of the same concept,

while having a minimal agreement with data samples from other

concepts. Many frameworks have been recently developed such

as unsupervised non-parametric Instance discrimination (InstDisc)

[16], Momentum Contrast (MoCo) [17], and Simple Contrastive

Learning (SimCLR) [18]. In InstDisc, the authors try to maximize

the contrast between individual instances across the entire data set.

In SimCLR, the authors sample a subset of data points and duplicate

each data point by applying an augmentation transform. The objec-

tive therein is to maximize the similarity between the data points

of each pair against the remaining data points. Unlike previous

methods, SimCLR is simple to implement as it avoids the usage

of memory banks used in other paradigms. Furthermore, SimCLR

achieves state-of-the-art results on ImageNet with a linear classifier.

Motivated by these recent advances, we aim to leverage a deep con-

trastive framework for detecting an outlier sensor in a sensor array

system based on the temporal responses of the sensors. Recent work

that applies contrastive learning to detect outliers includes Novelty

Detection via Contrastive Learning [19].

In this work, we have actual sensor measurements rather than rely-

ing on augmentation transforms to learn similarity/dissimilarity. We

modify the standard multi-view contrastive loss criterion to encour-

age learning representations that are similar among in-distribution

samples, (i.e. good sensor time series) while at the same time learn-

ing contrasted representations for outlier time series (i.e. degraded

sensor time series). In contrastive learning, the cost function uses the

cosine similarity measure. We also study an �1 norm-based similar-

ity measure as a part of contrastive learning for anomalous sensors.

The organization of this paper is as follows: In Sec. 2, we provide

the mathematical description of our loss function and our �1-based

similarity metric. In Sec. 3, we provide details on our dataset and

our experimental settings and results. Finally, in Sec. 4 we discuss

our findings and provide a conclusion of this work.
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2. ANOMALY DETECTION NETWORK

In standard multi-view contrastive learning, a random minibatch of

size N is sampled, and each sample is augmented by a set of aug-

mentation transforms. This yields a total of 2N sample bag. Let

g(z, w) be a similarity score (e.g., the cosine similarity measure) be-

tween the representation codes z and w. Let (zi, zj) be a pair of

a samples, where zi is an image from the minibatch, and zj repre-

sents its augmented version. In [18], the following loss function is

minimized:

Li,j := − log
exp

(
g(zi, zj)/τ

)
∑2N

k=1 Ii �=k exp
(
g(zi, zk)/τ

) , (1)

where I is an indicator function, and τ > 0 is temp hyper-parameter

controlling how strong the constrast should be.

2.1. Outlier-Modified Contrastive Loss

The loss function in Eq. 1 is not suitable for anomalous sensor de-

tection problem. This is because the loss in Eq. 1 tries to maximize

the similarity between one data instance and its corresponding aug-

mented version one at a time. This is in contrast to our objective to

maximize similarity among all in-distribution samples, while max-

imizing the dissimilarity between the in-distribution and the outlier

samples.

Given a set of in-lier sensor measurements X = {x1, x2, . . . xn}
and an outlier {xn+1}. Let z = f(x) be the corresponding features

extracted by a neural network. Define pij for i ∈ {1, 2, ..., n} and

j ∈ {1, 2, ..., n+ 1} as follows

pij =
exp

(
g(zi, zj)/τ

)
∑N

k=1 exp
(
g(zi, zk)/τ

)
+ exp(g(zi, zn+1)/τ)

(2)

Our goal is to have pi,n+1 = 0 while maximizing the entropy of the

in-liers, i.e. minimizing the following objective

Li =

N∑

l=1, l �=i

pil log pil (3)

where pi,n+1 represents softmax score between an inlier xi and the

outlier xn+1. In our framework, we minimize the unconstrained

modification loss criterion defined as follow

Li =

N∑

l=1,l �=i

pil log pil − α log(1− pi,n+1), (4)

where α > 0. The first term measures the disparity between sample

xi and all other in-lier instances in the minibatch, while the second

term measures the repulsion between sample xi and the outlier sam-

ple xn+1. If pi,n+1 approaches to 1 the second term grows to infin-

ity. On the other, hand, when pi,n+1 approaches zero, as desired, the

second term vanishes in Eq. 4. By controlling the Lagrange multi-

plier α we can put more emphasis on learning invariance among the

in-lier samples, in the case of small alpha, while for a large choice,

we put more emphasis on differentiating the sample xi from the out-

lier point xn+1. The overall minibatch loss is given by:

L :=
1

N

N∑

i=1

Li (5)

The above loss function defined in (4) can be easily modified to ac-

commodate multiple outliers. Let {xn+1, xn+2, ..., xn+k} be a set

containing k outliers, then the corresponding loss function becomes:

Li =

N∑

l=1, l �=i

pil log pil − α

n+k∑

j=n+1

log(1− pi,j), (6)

2.2. Kernel-Based Cosine Similarity Metric

The cosine similarity metric is frequently used to measure the sim-

ilarity between representations in contrastive learning. The correla-

tion coefficient or the cosine similarity is bounded between -1 and

+1. Motivated by this, and by our early work on devising novel

dot-product like operations [20], we define the following operator

between two vectors z and w ∈ R
D

z⊕w :=

D∑

i=1

sgn(zi.wi)min(|zi|, |wi|), (7)

to which we refer as Min-operator. It also defines a Mercer-type

kernel [21]. One can see that the operator is symmetric, continuous

and z⊕ 0 = 0⊕ z = 0. Furthermore, z⊕ z = |z|, i.e., the operator

mimics the regular dot product by “inducing” the �1-norm instead

of the �2-norm. Based on the above-mentioned properties, we now

define a quasi-cosine metric as follows

g⊕(z,w) =
z⊕w

min(|z|, |w|) , (8)

which is bounded by -1 and +1. Furthermore, for any vector z = cw,

g⊕(z, w) = sgn(c) similar to the regular cosine similarity measure.

2.3. Inference Phase

During inference, we are presented with a patch of N time series

collected by the N sensors in our multi-sensor system. We extract

features zi = f(xi), where xi is the i-th time series and f(.) is

our neural network. Once we have extract a feature zi, we find its

“distance” scores from the remaining features zj for j �= i. The

notion of distance score is closely related to the similarity metric.

We define it to be:

d(zi, zj) :=
1− g(zi, zj)

2
(9)

where g(., .) is the cosine similarity metric or the metric defined in

Eq. 8. As one can see, if the similarity score is close to 1, d(., .) will

be close to zero, and if the similarity score is close to -1, d(., .) will

be close to one. Given all distance scores between feature vector zi
and the remaining features, we now define our anomaly score S(zi)
as follows

S(zi) := Median{d(zi, zj) : j �= i} (10)

Note that for a patch of N time series, we need to calculate
N(N−1)

2

distance scores. If the feature-extracting model has been trained

properly, one should be able to find a threshold T ∈ (0, 1) such

that if s(z) = s
(
f(x)

) ≥ T , the corresponding sample x should be

declared out-of-distribution.

2.4. Feature Extraction Deep Network

We train a temporal convolution neural network with 4 convolutional

blocks, each of which has a 3 convolutional layers. The first and the

last layers implement causal dilated convolution, while the middle

layer implements 1 × 1 convolution. There are skip (residual) con-

nections between these blocks. The dilation rates are {1, 2, 4, 8}.
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Input Operator Filter size Channels dilation rate

384× 1 Conv1d 3 16 1

384× 16 Conv1d 1 32 1

384× 32 Conv1d 3 16 1

384× 16 Conv1d 3 16 2

384× 16 Conv1d 1 32 1

384× 32 Conv1d 3 16 2

384× 16 Conv1d 3 16 4

384× 16 Conv1d 1 32 1

384× 32 Conv1d 3 16 4

384× 16 Conv1d 3 16 8

384× 16 Conv1d 1 32 1

384× 32 Conv1d 3 16 8

384× 16 Conv2d 1 1 1

Table 1. Temporal convolutional neural network architecture.

Each block (except the final layer), consist of 3 layers. There

are residual (skip) connections between consecutive blocks.

Finally we have a 1 × 1 convolutional layer and the output is a 1-

dimensional representation z that has the same length as the input x.

The details of our model are summarized in Table 1.

3. EXPERIMENTS AND RESULTS

The commercial sensors used for data collection were MQ137 which

are Tin oxide(SnO2) based sensors [22]. SnO2 when heated and

exposed to air reacts with the oxygen present in air and for a layer of

negative ion on the surface and reduce the surface conductivity [22].

However, when gases such as Ammonia come in contact with the

surface, they combine with the oxide ion layer on the top and release

electrons for conduction and hence increasing the conductivity of

the surface. This change in surface resistance can be measured in

the form of voltage.

Ammonia Source

1 2 3

Arduino UNO

Sensors Data Collection

Fume Release

Fig. 1. Illustration of our experimental setup.

Model AUC score

Deep Contrastive Model
93,6%

(Cosine Similarity)

Contrastive Model
88,1%

(Min-operator Similarity)

Cosine Similarity
90,1%

(No Feature Extraction)

Min-operator Similarity
89,4%

(No Feature Extraction)

Absolute Difference [12]
77,6%

(No Feature Extraction)

Table 2. Area under curvature (AUC) for various methods.

The deep contrastive learning framework provides the best

AUC.

3.1. Experiment Setup and Data acquisition

For the experiment, three MQ137 sensors were used. The data was

recorded using an Arduino UNO board. The experimental set-up

is illustrated in Fig. 1. The three sensors are placed in an airtight

chamber. The pre-heating duration of the sensors is 48 hours, during

which time no ammonia is introduced into the chamber. A cylin-

drical ammonia source (commercial low concentrations ammonia

cleaner liquid) is placed in the chamber. The lid of the ammonia

cylinder is removed to release ammonia gas into the chamber slowly.

The ammonia then starts to leak up into the closed environment,

gradually building up in the air. Since the chamber is small (¡10L in

volume), the concentration of ammonia homogenizes quickly. The

sensor responses change accordingly. Based on the proximity of the

sensors to one another, they should read the same ammonia concen-

tration. One of the sensors is obstructed with a cylindrical cover with

multiple holes. The covering of one of the sensors causes it to react

more slowly to the ammonia build-up and release. Therefore, by in-

ducing discrepancy in the sensor response with respect to the other

unblocked sensors, we created outlier sensor measurements. The ob-

struction level of the outlier sensor is modified from experiment to

experiment to avoid overfitting to one condition. The chamber lid

is opened at random intervals and at random duration to generate a

more realistic environment with varying levels of ammonia concen-

tration. We repeated opening and closing the lid multiple times in

order to create different rise and fall response.

3.2. Anomaly Detection Example

In the training phase, we segment our time-series into segments of

384 units. We then pre-process each segment by subtracting its mean

and dividing by its �2 norm. This is to eliminate global biases among

different sensors. We train a temporal convolutional neural network

with the architecture described in Sec. 2.4. We set α in Eq. 4 and τ
in Eq. 2 to 0.5 and 1, respectively.

We used measurements corresponding to five experiment ses-

sions for training. Each experiment has three time series belonging

to the three sensors, one of which is an outlier (or anomaly). We
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Fig. 2. Outlier score results for the three sensors in two experiments used in testing. The second sensor (second rows) is the

poisoned sensor. The learned-representations outlier score is in red, while the dashed red lines correspond to the outlier score

with the cosine similarity metric applied directly to the input (no learning). Notice in the case of the second sensor, almost all

the time the deep outlier score is significantly higher than in the baseline case. In the right experiment, both scores decrease

at around time 4000 seconds. This is because the anomaly experienced at the previous discharge is no longer present in the

384-second-long segments. We consider the output then to be in-lier.
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Fig. 3. Receiver operating characteristic curve (ROC) for the

contrastive-learning model (blue), shallow cosine-similarity-

based model (green), and the shallow min-operator-based

similarity (red).

extracted a total of 6000 384-unit-long segments from these time se-

ries. We reserved 20% for the data for validation. We used a dataset

of four experiments as our test data. During the test phase, we apply

three sliding windows of size 384 on each time series coming from

the three sensors. We pre-process each segment as in training, feed

them into our neural network to extract features. We then calculate

the anomaly score as described in Sec. 2.3. For comparison, we

applied the cosine similarity, and the min-operator similarity metric

defined in Eq. 8 directly on these segments without applying the

temporal neural network. Furthermore, we also applied the abso-

lute difference metric d(zi, zj) := 1
T

∑T
t=1 |zi[t] − zj [t]| used in

[12] for anomaly detection. We summarize our accuracy on the test

data set in Tab. 2. The best result is obtained by the contratively

learned TCNN model as shown in Tab. 2. We plot the Receiver

Operating Characteristic (ROC) curve in Fig. 3. By examining the

ROC curves, the contrastive-learning-based model can achieve a true

positive rate (TPR) of 85% at a false positive rate (FPR) of 2.5%.

On the other hand, the other models (the cosine-similarity and min-

operator-similarity modes) cannot achieve a TPR higher than 78% at

the same FPR.

In this case, the standard cosine similarity based contrastively

learned TCNN produces superior results, as opposed to the �1-

norm based methods defined in Eq. (8), we believe in different

scenarios, in which the data is contaminated by impulsive noise,

the min op-related approach could provide more robust results as in

[21].

4. CONCLUSION

In this work, we presented a framework for detecting anomalous

sensor(s) in a chemical sensory system using a contrastive learn-

ing approach. In this approach, we adapt the standard multi-view

contrastive learning loss function such that the model learns to max-

imize similarity among in-distribution samples (good sensors’ read-

outs) while at the same time maximize dissimilarity between the in-

distribution and out-of-distribution samples. We gathered data from

three commercial Tin Oxide (SnO2) sensors by exposing them to

Ammonia in an environment-controlled experiment. We train a tem-

poral CNN on 4 sets of measurements, and test it on 6 other sets.

Our results show that we can identify the anomalous sensor among

the three sensors with an AUC score of 93.6%, compared to 90.1%
in the baseline case.
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Fatoş T Yarman-Vural, and A Enis Çetin. Non-euclidean
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