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ABSTRACT. Let X be a closed symplectic manifold equipped a Lagrangian torus fibration
over a base Q. A construction first considered by Kontsevich and Soibelman produces
from this data a rigid analytic space Y, which can be considered as a variant of the
T-dual introduced by Strominger, Yau, and Zaslow. We prove that the Fukaya category
of tautologically unobstructed graded Lagrangians in X embeds fully faithfully in the
derived category of coherent sheaves on Y, under the technical assumption that m2(Q)
vanishes (all known examples satisfy this assumption). The main new tool is the con-
struction and computation of Floer cohomology groups of Lagrangian fibres equipped
with topological infinite rank local systems that correspond, under mirror symmetry, to
the affinoid rings introduced by Tate, equipped with their natural topologies as Banach

algebras.
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1. INTRODUCTION

1.1. Statement of the main result. Let X be a closed symplectic manifold. One of the
key tools used to understand the symplectic topology of X is its Fukaya category, placing
the computation of this category as a central problem in the subject. Such computations
would ideally rely on geometric features of X. For example, the fact that cotangent bundles
are fibered in Lagrangian planes ultimately accounts for the computation of their (derived)
Fukaya categories as categories of modules over the chains on the based loop space of the
base [2].
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The case of a symplectic manifold equipped with a Lagrangian torus fibration has been
the focus of much interest because of its relevance to mirror symmetry via the Strominger-
Yau-Zaslow conjecture [28]. Kontsevich and Soibelman [23] were the first to propose a
mathematically precise conjecture in this context: under the assumption that the torus
fibration admits a Lagrangian section, they showed that one can associate a rigid analytic
space Y (in the sense of Tate [30]) to every such symplectic manifold, and conjectured that
the Fukaya category is equivalent to the category of (rigid analytic) coherent sheaves on Y.
They also took the first step in this direction by assigning a mirror line bundle on Y to
each Lagrangian section of X, and comparing the multiplication on the Floer cohomology
groups of Lagrangian sections with the composition of (derived) maps between the mirror
line bundles.

The next step was taken by Fukaya in [I4], showing in complete generality that the
Floer cohomology of Lagrangian submanifolds varies analytically with respect to the natural
local coordinates on the space of Lagrangians modulo Hamiltonian isotopy coming from the
flux homomorphism. Fukaya’s work was phrased in terms of the self-Floer cohomology
of Lagrangians, but a minor adaptation shows that one can assign to an object L of the
Fukaya category of X a sheaf L1 of coherent analytic complezes on the mirror space [5]
(the notation L refers to the fact that this complex will arise for us as a left module over a
category associated to a cover of the mirror).

To avoid technical difficulties, we shall from now on restrict attention to Lagrangian
torus fibrations whose bases have vanishing second homotopy group, and consider only the
subcategory of the Fukaya category consisting of tautologically unobstructed Lagrangians,
i.e. those for which there is a choice of almost complex structure so that all the holomorphic
discs which they bound are constant. Since the homotopy groups of the base of a fibration
are isomorphic to the relative homotopy groups of the inclusion of each fibre in the total
space, the first condition implies that 72(X, X,) vanishes for each fibre X, hence that any
holomorphic disc bounded by such fibres is constant. Since the main constructions of this
paper rely on studying the Floer theory of such torus fibres, this condition implies that we
may construct Floer cochain complexes without having to choose bounding cochains as in
the work of Fukaya, Oh, Ohta, and Ono [17].

In this context, the family Floer functor was shown to be faithful in [6]. More precisely,
associated to a Lagrangian torus fibration is a gerbe 5 on Y, which is classified by an element
of H2(Y,0*). An A, functor from the Fukaya category of X to the derived category of
B-twisted coherent sheaves on Y was constructed, and the corresponding family Floer map

(111) HF*(L, LI) — H*(Y;HOIIIOY([,L/,[:L))

was proved to be injective for every pair of Lagrangians. Here, and in contrast to the rest of
the paper, we use the notation H*(Y’;_) to indicate the cohomology of Y with coefficients
in a sheaf, noting that the morphisms between [-twisted sheaves form an ordinary sheaf
on Y. In order to state the main result of this paper, we observe that the structure of a
Lagrangian torus fibration equips the total space X with a canonical grading in the sense of
Seidel [25], which allows us to restrict our attention to graded Lagrangians, i.e. those which
define objects of the Z-graded Fukaya category:

Theorem 1.1. If X is a closed symplectic manifold equipped with a Lagrangian torus fibra-
tion X — Q whose base has vanishing second homotopy group, then the family Floer map
in Equation (1.1.1)) is surjective for graded Lagrangians.

Using the main result of [6], which asserts the injectivity of the Family Floer map, we
conclude:
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Corollary 1.2. There is a fully faithful embedding of the Fukaya category of tautologically
unobstructed and graded Lagrangians in X in the B-twisted derived category of coherent
sheaves on Y. O

Remark 1.3. The restriction to graded Lagrangians is required for technical reasons, in
particular in Section We expect that it can be eliminated at the cost of more carefully
using the natural filtration of operations in Floer theory by energy, and of the structure
sheaf of Y by the valuation of functions.

The main deficiencies of this result are its restrictive assumptions that (1) all Lagrangians
are tautologically unobstructed (and that m2(Q) = 0), and (2) that the ambient symplectic
manifold is equipped with a non-singular fibration. Removing the first assumption would
require the use of a package of virtual fundamental chains; the one developed by Fukaya-
Oh-Ohta-Ono [I7] would be sufficient for the task at hand. The decision not to use it to
prove a theorem for general Lagrangians amounts to the desire not to add another layer
of complexity to the paper. On the other hand, admitting singular Lagrangians as fibres,
e.g. immersed Lagrangians, will require some new insights about Floer theory in families,
though the first steps have been taken by Fukaya in his announced results about mirror
symmetry for K3 surfaces.

Remark 1.4. The construction of the family Floer functor, which is implemented in the
Appendix of [6], goes beyond the construction of the chain level analogue of Equation
(1.1.1), and requires a comparison between composition in the two categories. Since the
Fukaya category is an A, category, there is a tower of maps, generalising the chain level
analogue of Equation , which are required to specify the functor, but these are not
discussed in this paper (except in Appendix @ since the assertion that a functor is fully
faithful is a statement only about Equation being an isomorphism.

Remark 1.5. A similar result holds if we twist the Fukaya category of X with a background
or bulk class arising from @: letting A, denote the elements of the Novikov field with strictly
positive valuation (see Equation (1.2.2)), each class o € H?(X;Z2)® H?(X; A4) determines
a deformation of the Fukaya category of X. If this class is obtained by pullback from @,
it lifts to a class in H2(Y;O*), which we also denote a. The a-twisted Fukaya category of
X can be shown by our methods to embed fully faithfully in the o + 5 twist of the derived
category of coherent sheaves on Y.

Our methods are currently insufficient to address the case of more general twists: these
give rise to locally non-commutative deformations of the rings of functions on Y, and we do
not currently know how to formulate some of the required algebraic results in this context
(in particular, Tate’s acyclicity theorem as discussed in Appendix .

1.2. Affinoid rings and local systems. In order to introduce the new ideas in this paper,
we begin by explaining its background in more detail: for specificity, we fix a field k, and
denote by A the corresponding Novikov field consisting of series

(1.2.1) ZCATA, cx ek
AER

with the property that the set of exponents A for which the coefficients ¢\ do not vanish is
discrete and bounded below. The Fukaya category that we consider will be defined over A,
in the sense that morphism are A-vector spaces and all operations are linear over A. The
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Novikov ring admits a valuation

(1.2.2) val() " exT?) = X
A€ER

where ) is the smallest exponent whose coefficient does not vanish (we set val0 = +00).

The points of the space Y are in bijective correspondence with (isomorphism classes)
of simple objects of the Fukaya category of X, supported on the fibres of the projection
to Q. As discussed above, our assumption that 72(Q) vanishes implies that the fibres do
not bound any non-constant holomorphic disc, and hence that such isomorphism classes
naturally correspond to isomorphism classes of unitary rank-1 local systems on the fibres.

In order to describe Y as an analytic space, one must describe a topology and a sheaf
of functions. The simplest description is to observe that the base of a Lagrangian torus
fibration is equipped with an integral affine structure; in particular ) is obtained by gluing
integral affine polytopes (i.e. bounded subsets of R™ defined by affine equations whose
linear terms are integral), along integral affine transformations of R™ (i.e. compositions
of translations and elements of GL(n,Z)). In much of this paper, we shall express such a
decomposition by considering a partially ordered set ¥ whose elements index a polyhedral
cover {P,}sex of Q. Under the valuation map from (A \ {0})™ to R”, the inverse image of
each such polytope P, C R™ is an affinoid domain Y, in the sense of Tate [30]. Since the
valuation map intertwines the operations

(1.2.3) (21, 20) @M [[ 2575 T [ 257)
(124) (ul, ey un) l—)()\l + Zaljuj, ey A+ Zanjuj)
on (A\ {0})™ and R™, which are associated to each collection (Ai,...,\,) of real numbers

and integral matrix (a;;), the gluing of polytopes which yields @ lifts to a gluing of the
affinoid domains {Y; },ex which yields a rigid analytic space which we denote Y, and this
space is independent of the choice of cover. By construction, the space Y is equipped with a
projection map to @, and the fibres are easily seen, via the above description, to correspond
to unitary local systems on the fibres of the Lagrangian torus fibration over Q).

The starting point of the results of [6] is that affinoid rings are related to local systems
on torus fibres as follows: picking a basepoint q, € P,, we can identify the ring I'"> of rigid
analytic functions on Y, as a completion of the group ring of the fundamental group of X,_,
which is isomorphic to Hi(X,, ;Z) because X, is a torus. The basic idea is that P, can
be identified with a polytope in H'(X,,;R), so it makes sense to complete the group ring
of Hy(Xg,;Z) by allowing infinite series with the property that norm of the pairing of the
terms in the series with all elements of P, converges to 0 (i.e. the valuation goes to +o0).
The relationship with the familiar idea of studying Floer theory with coefficients in rank-1
local systems is that elements of H1(X,, ;Z) define regular functions on the space of rank-1
local systems (over the Novikov ring). The set of rank-1 local systems is parametrised by
the first cohomology with coefficients in A \ {0}, and the valuation defines a natural map

(1.2.5) HY(X,, ;A\ {0}) = H' (X, ;R).

The completion associated to the polytope P, considered as a subset of H'(X, ;R) thus
corresponds to the ring of analytic functions on the inverse image in H*(X,, ;A \ {0}). We
thus conclude that the spaces Y, can be thought of as spaces of rank-1 local systems with
constraints on their valuation.
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1.3. From Lagrangians to coherent sheaves. In order to prove Homological mirror
symmetry, we must specify a model for the derived category of Y. As in [6] we shall use
the affinoid covering of Y to express this category in terms of a Cech model. Indeed, a
classical result of Kiehl [22] implies that the derived category of coherent sheaves on each
affinoid domain is equivalent to the derived category of finitely presented modules over the
corresponding ring of functions which we denoted I'*, so that derived morphisms between
sheaves can computed as Cech cohomology groups, as is done for example in [9]. In particular
the Cech cohomology groups are independent of the choice of affinoid cover.

We shall use the differential graded model of the derived category of coherent sheaves on
Y given by a subcategory of the category of A..-modules over a category F with objects
elements of the cover, with morphisms from 7 to ¢ vanishing unless 7 precedes o in the
partial order, in which case they are given by the affinoid ring I'~: the subcategory of
modules over F that corresponds to coherent sheaves consists of those A, modules whose
associated cohomological modules assign to each element o of the cover a finitely generated
graded module over I'P>, and for which the restriction map associated to an arrow 7 — ¢ in
F induces an isomorphism on cohomology after tensoring over I'* with I'f=. In the most
basic case of a space covered by two affinoid domains, this encodes the idea that a (coherent)
sheaf on the ambient space can be thought of as a pair of modules over the rings of functions
on the two elements of the cover, a module over the ring of functions on the intersection,
together with an isomorphism between the module associated to the intersection and the
restrictions of the modules associated to the two elements of the cover. This is equivalent,
though less economical, than the data of the two modules together with an isomorphism
between their restrictions, but it proves to be much more convenient when formulating the
corresponding notion at the level of cochain complexes.

Returning to the point of view that I'*~ is a completion of the group ring of the funda-
mental group of X, , the usual correspondence between modules over the group ring and
local systems associates to o a local system U on the Lagrangian X, , which yields an
object of an enlargement of the Fukaya category in which infinite rank local systems are
allowed. We can then associate to each (tautologically unobstructed) Lagrangian L, and
each element of the cover a cochain complex

(1.3.1) L1(0) = CF*(L,(X,,,U%))

via Floer theory. This complex admits a natural action (on the right) by the ring I'>, and
the collection of all such cochain complexes underlies the left module £ over F, which is
the image of L under the Family Floer functor. In particular, given an arrow o — 7, we
have a restriction map

(1.3.2) £L(T) —)EL(O')

induced by the map of local systems U° — U”.

Having introduced the functor at the level of objects, we now consider morphisms: given
a pair (L, L') of Lagrangians, the pair of pants product defines a map
(1.3.3) CF* (L', (X,,,U%)) ®x CF*(L,L") - CF* (L,(X,,,U?%)).

Identifying the Floer cochains with coefficients in U? with the values of the modules £y,
and L. at o, this defines a A-linear map
(1.3.4) CF*(L,L") = Homyp (L (o), L1/ (0)).

The usual arguments for associativity of multiplication in Floer theory imply that this map is
naturally compatible with the above restriction map (and the module action by the affinoid
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rings associated to our cover), yielding a map
(1.3.5) CF*(L, L/) — HOIII:;(;CL,ACL/),

which is the cochain level model that we use for Equation . As discussed in Remark
[1.4] one can go further and construct and A, functor from the Fukaya category to the
category of modules over F, of which this is the first order map, but this extension will only
be enter our discussion in Appendix

1.4. A summary of the proof. The proof of Theorem|[I.1]is based on the following idea: in
addition to the left module £}, considered above, Floer theory associates to each Lagrangian
L a right module Ry, over F, given by

(1.4.1) Ri(0) = CF*((X,,,U%), L).

There is a natural map, which was essentially already used in [6], from the derived tensor
product of these modules to the Lagrangian Floer cochains

(1.4.2) Ry @ L, — CF*(L,L).

The surjectivity of Equation ({1 can thus be deduced from the sujectivity of the compo-
sition

(143) fRL/ g l:L — CF*(L,LI) — HOIIlg‘(EL/,LL)

at the level of cohomology; in fact, we shall show that this composition is a quasi-isomorphism.
The holomorphic discs giving rise to this composition are illustrated on the right of Figure
where the label by polytopes indicates that we are considering fibres equipped with the
corresponding local systems, the arrows associated to inputs point towards the interior of the
disc, and the outward pointing arrow corresponds to the output. Each disc is labelled by the
corresponding map or diagram. One should interpret Figure [I] as illustrating a cobordism

/—\L\ ¥ P, T
S et b

¥

FIGURE 1. An informal representation of the moduli spaces giving rise to
two compositions in Diagram , together with the moduli space giving
rise to the homotopy between them. The arrows indicate inputs (pointing
towards the disc), or outputs.

between the moduli spaces of discs used to define the two maps we are considering and a
moduli space of discs which we shall use to prove that the composition is an isomorphism.
The essential problem is to give a meaning, both in geometry and algebra, to the picture
shown on the left. At the level of geometry, the idea used in [6] of considering families of
fibres over the two polytopes runs into a transversality problem, because two fibres intersect
if and only if they are equal, and it seems difficult to arrange for such a parametrised
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problem (in which the intersections of Lagrangians change), to give moduli spaces of the
correct dimension.

As is standard in Floer theory, we resolve this issue by introducing Hamiltonian pertur-
bations, and associate to the node in Figure (1| with label (P;, P,) the set of intersections
between a fibre over P, and the image of a fibre over P, under a Hamiltonian isotopy. This
leads to a new problem, which is responsible for the first real innovation of this paper: we
need the Floer cohomology groups

(1.4.4) HF*((Xq,,U7),(X,,,U%)),

associated to a perturbed pair to have appropriate meaning under mirror symmetry. At
the least, we need to know that the perturbed Floer cohomology of the pair P, = P is
isomorphic to the affinoid ring associated to the corresponding subset of Y. This will require
extending Floer theory to a setting in which Lagrangians are equipped with topologised local
systems.

1.5. Topological local systems in Floer theory. The reason that the standard definition
of Floer cohomology with local coefficients, as discussed e.g. in [4] in the infinite rank case,
does not give an adequate definition of the group in Equation is that this homology
group is far larger than the desired one. This is analogous to the statement that, if we
consider a power series ring k[[z]] as a module over the polynomial ring k[z] in the natural
way, then the map

(1.5.1) k[[z]] — Homy) (k{[]], k[[z]])

is far from being an isomorphism. A solution is offered by the fact that a power series ring
acquires a natural topology from its description as an inverse limit, with respect to which
it is complete. If we consider instead continuous morphisms, then the above map becomes
an isomorphism.

Remark 1.6. While the foundations of rigid analytic geometry, following Tate [30], relies
upon equipping rings of affinoid functions with a topology, subsequent developments in the
subject largely avoid using topological methods after the first initial steps. The approach we
shall therefore take goes against the standard framework in rigid analytic geometry, though
it ties with the recent introduction of completions with respect to the action filtration in
Floer theory [27, 19} [32] [31].

We are thus led to consider the Floer theory of Lagrangians equipped with topological
local systems, taking the topologies into account when defining Floer cohomology groups;
the reader may find Section where we consider the simplified setting of Morse theory,
to be a good place to first read about how one precisely takes the topology into account.
The idea of incorporating topological vector spaces in the study of Floer theory probably
goes back to Fukaya [I3], who intended to use it to study Lagrangian foliations. We do
not develop the general theory, limiting ourselves to those properties required for the proof
of the main theorem. Among the indications that this approach gives the right answer is
that we succeed in proving that the self-Floer cohomology of a Lagrangian with such a local
system can be computed using either a Morse-theoretic model or appropriate, though not
all, Hamiltonian perturbations (see Section [2.7.2).

The fact that the Floer theory that we consider is not invariant under all Hamiltonian
isotopies will be essential to the success of our approach to proving Theorem since it will
allow us to produce an isomorphism in Equation even when the fibres are distinct, as
long as they are sufficiently close, and the polytopes are sufficiently small. To understand
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the underlying ideas, recall that a basic consequence of Gromov’s compactness theorem is
that Floer homology for Lagrangians equipped with unitary local systems is invariant under
Hamiltonian isotopies, but that Lagrangians equipped with non-unitary local systems do
not have well-defined Floer theory because the sums required to define the differential need
not converge. Fukaya observed in [14] that, if the local systems are sufficiently close to being
unitary, then in fact the sums do converge.

Unfortunately, Fukaya’s indirect approach, which uses the openness of the space of tame
almost complex structures, does not seem to be adapted to the problem we face. The
solution we adopt uses instead the reverse isoperimetric inequality of Groman and Solomon
[20] (with a simplified proof by DuVal [11]). In its simplest form, it states:

Theorem 1.7. If L C M is an embedded Lagrangian, and J is a tame almost complex struc-
ture on M, then there exists a constant C such that, for each holomorphic map u: D* — M
with boundary mapping to L, the length £(0u) of the boundary curve and the energy E(u)
of the map satisfy the inequality

(1.5.2) £(0u) < CE(u).
(]

To understand the relationship with Floer theory, we let [0u] € H1(L;Z) denote the
homology class of the boundary curve, and note that, if we consider a norm on H;(L;Z) so
that the norm of a homology class is smaller than the minimal length of a representative,
then the above reverse isoperimetric inequality implies

(1.5.3) |[0u]] < CE(u).

The contribution of any such curve to a Floer theoretic operation with respect to a rank-1
local system classified by o € H'(L, A \ {0}) has valuation given by

(1.5.4) E(u) + (vala, [0u]).

Assuming that the valuation of a is bounded by 1/2C, we thus find that the valuation of
this contribution is bounded by E(u)/2. Gromov compactness then implies that the sum
of the contributions of all holomorphic curves converges (in the adic topology), and hence
that the Floer homology of L equipped with such a local system is well defined, for the
given choice of almost complex structure. Passing from points to affinoid domains, the
same argument implies that Floer theory with coefficients in a local system associated to
a polytope P C H'(L;R) is well-defined whenever such a polytope lies within the ball of
radius 1/2C about the origin.

In this paper, we shall be concerned not just with the Floer theory of a single Lagrangian
L, but also with the Floer theory of the pair (L, X,) for a point ¢ € @, and more generally
with operations involving L together with multiple fibres. For any such operation, there is
a variant of the reverse isoperimetric inequality with multiple Lagrangian boundary condi-
tions which specifies a maximal diameter of polytopes which give rise to convergent Floer
operation. Since there are infinitely many fibres, and infinitely many operations, there may
a priori be no constant which is sufficiently large so that all the desired operations con-
verge. In Section 3} we ensure that this problem does not arise by constructing a compact
parameter space for all the choices used in the paper, which allows us to establish a reverse
isoperimetric inequality in this context using the results of Appendix [Al
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1.6. The geometric diagonal of rigid analytic spaces. Having introduced the relevant
Floer groups, we would like to interpret the picture on the left of Figure|[l|as a factorisation

(1.6.1) Rpr ®5 L1, = Homg (L1, A) ®5 L — Homy (L1, Lr),
where A is a bimodule over J, which is equipped with a pair of module maps
(1.6.2) Rp» — Homy (L, A)

(1.6.3) A®s L — Lr.

In particular, the morphism space Homsy (L, A) in the middle uses the left module structure
on A, and is equipped with a residual right action arising from the right action on A.
These various maps are related to each other by the following result, which is proved in

Section 4.2

Proposition 1.8. Given pairs (L,L') € A, there is a homotopy commutative diagram

(1.4.2)

Ry @5 Ly, CF*(LvL/)
|ez2 |&=3
(16.4) HOIHS"(ACL’ , Zg‘) Rg EL HOHIE}'(LL’ ) EL)

\ (T.6.3)

Homg (L1, Ay @5 Lr)

Having arranged for Figure [1| to correspond to a cobordism of moduli spaces of curves,
and for the left hand side to have an algebraic interpretation, we are left with the problem of
showing that this alternate factorisation of the composition is a quasi-isomorphism. Showing
that the middle arrow in this composition is by far the easiest: it is a purely algebraic
consequence of Lemma which asserts that £, is a perfect module over F.

We encounter the final difficulty when trying to prove that the other two arrows in this
compositions are isomorphisms: the intuition is that the bimodule A corresponds to the
geometric diagonal of Y, but the model of sheaves on Y provided by (a subcategory of)
modules over 7 is not adequate to define A as the diagonal bimodule of F. The key problem
is that we have set morphisms in F from 7 to ¢ to vanish unless 7 precedes ¢ in the ordering
of the set indexing the cover, but the corresponding Floer cohomology groups only vanish if
the polytopes are disjoint. On the algebraic side, the intuition is that Floer theory recovers a
model for an enlargement of the category of coherent sheaves on Y, which admits as objects
pushforwards of the structure sheaves of affinoid sub-domains. In algebraic geometry, the
analogous problem of enlarging the category of coherent sheaves to admit pushforwards
of the structure sheaves of open subsets (in the Zariski topology) is usually handled by
considering the category of quasi-coherent sheaves, but the analogue in the analytic setting
is poorly understood. In some sense, the paper’s main contribution is thus the insight
that, despite the fact that such the rigid analytic geometry literature lacks a satisfactory
notion of quasi-coherence in general, Floer theory provides a model for morphisms between
pushforwards of structure sheaves in the context that we are studying, and it is not difficult
to show that this model gives the expected answer for inclusions, as discussed in Appendix

While it would be possible to proceed along this route, and construct a category Po in
which morphisms are not artificially set to vanish for non-inclusions, we choose instead a
shortcut: we define A as the bimodule over F which would correspond to the pullback of the
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diagonal of the hypothetical category Po under a natural embedding 3 — Po. This approach
has the advantage of allowing us to study only the local analogue of the category Po, which
is the subject of Sections and To understand the basic ideas behind the proof
that these local categories allow us to show that the desired maps are quasi-isomorphism,
we refer the reader to Section The discussion in Section below, which is limited
to the cohomological aspects of this construction, may also be useful in understanding the
main ideas.

1.7. Outline of the paper. In Section[4.1], we reduce the proof of Theorem [I.1]to algebraic
properties of the modules £ and Ry and of the bimodule Ay. The proof that these
properties hold accounts for the remainder of Section [4l These algebraic arguments in turn
rely on the studying families of pseudo-holomorphic curve equations, constructed compatibly
over various abstract moduli spaces, as explained in the preceding Section

Because of the inherent combinatorial complexity of such constructions, we have chosen
to start the paper with Section [2] which constructs all the operations at the cohomological
level, and in fact proves a weak version of Theorem for Lagrangian sections. We have
organised this section to proceed from the simplest construction to the most complicated
one, highlighting at each step the additional constraints on the choices we make that are
required in order to carry out the next step.

Given the content of Section [2] and the three Appendices on reverse isoperimetric in-
equalities, Tate’s acyclicity results, and the computation of Floer cohomology groups with
coefficients in completions of the homology of the group ring of the torus, filling in the rest
of the paper is just a matter of lifting cohomological constructions to the chain level.
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2. COHOMOLOGICAL CONSTRUCTIONS

2.1. Statement of the cohomological results. Let X — @ be a Lagrangian n-torus
fibration and consider a (finite) collection A of Lagrangians in X, which are graded in
the sense of [25] (see Section below). In order to bypass difficulties involving the
foundations of holomorphic curve theory, we shall assume that each L € A is tautologically
unobstructed in the sense that we are given

a tame almost complex structure J;, on X, with respect to which all holomorphic

(2.1.1) discs with boundary on L are constant.



HOMOLOGICAL MIRROR SYMMETRY WITHOUT CORRECTION 11

As discussed in the introduction, we also assume that 73(Q) = 0 which implies that, for any
compatible almost complex structure, each fibre X, of this fibration over a point ¢ € Q can
only bound constant holomorphic discs. Moreover, we shall assume for simplicity that all
Lagrangians in A are mutually transverse.

Since @ is the base of a Lagrangian torus fibration, the Arnol’d-Liouville theorem implies
the existence of a lattice T, 2Q C T;@Q locally spanned by closed 1-forms. We define an
integral affine polytope P C @ to be the embedded image of a polytope in R", defined by
inequalities (_, ;) > A; with ; € Z™ and A; € R, under a map which pulls back T;’ZQ to
the standard lattice Z™ in R™. Note that our conditions allow for dim P to be strictly less
than dim@. As recalled in Section below, we may associate to each such polytope
an affinoid ring T'F in the sense of Tate [30]; such a ring has appeared in other contexts
in symplectic topology, most notably in Fukaya, Oh, Ohta, and Ono’s work [I8] on toric
mirror symmetry, where it is denoted A{y,y~1)%.

We consider a finite set A indexing a cover of @} by integral affine polytopes, and the
associated cover {P,},cx by the partially ordered set ¥ whose elements are the subsets of
A labelling non-empty intersections, and which we order by reverse inclusion, so that 7 < o
implies that P, C P,. We require that

the maximal length of a totally ordered subset of X is n+1, and all polytopes

(2.1.2) P, have non-empty interior.

In order to achieve this condition, we appeal to Lemma 2.3 of [6]: one may construct
a triangulation of @ into integral affine simplices. Let A denote the set of simplices. By
induction on the dimension of simplices, we pick a cover indexed by A, consisting of integral
affine polytopes which only intersect for nested simplices, and so that all intersections have
non-empty interior (the base case is to choose sufficiently small non-intersecting polygonal
neighbourhoods of all vertices, and the next step is to remove these neighbourhood from
all edges, and take non-intersecting polygonal neighbourhoods of the resulting intervals).
In this way, totally ordered subsets of ¥ correspond to sequences of nested simplices in a
triangulation, whose length is bounded as above because @ is a manifold of dimension n.
We shall later require that the cover { P, },cx be sufficiently fine with respect to increasingly
strong conditions (see Condition where we impose the first constraint), and that we
can pick basepoints ¢, in P, so that the fibres X, are transverse to our chosen collection
A of Lagrangians (see Section [2.4.1)).

For convenience, we introduce the notation X, for the partially ordered subset of X
corresponding to elements of the cover which contain a given point ¢ € Q. This set has
a maximal element, which corresponds to the intersection of all the elements of our cover
which contain gq.

Remark 2.1. We are working with a restricted class of covers to facilitate the appeal to
the results of Appendix [B] concerning Tate’s acyclicity theorem. A more natural setting to
consider is that of covers indexed by finite categories, such that the nerve of the subcategory
of polytopes containing any point is contractible. The bound by n+1 in Condition can
be replaced by any choice of finite constant, as long as it is possible to construct arbitrarily
fine covers while maintaining the same bound. The assumption that the polytopes P, have
non-empty interior is made for convenience, and makes it easier to achieve transversality

e.g. in Section [2.7.1]

In this section, which can be read as an extended introduction, we construct the following
structures at the cohomological level which we shall later lift to the A, level:
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e A category HF whose objects are elements o € 3, with HF (7, o) vanishing unless
7 < 0, and otherwise given by a Floer cohomology group HF*(P,, P,) which is
isomorphic to the affinoid ring I'F-.

e For each Lagrangian L € A and o € %, Floer cohomology groups HF*(P,, L) and
HF*(L, P,) which give rise to right and left modules HR;, and HL}, over HF (see

Section .
e For each pair of Lagrangians (L, L’) in A, a map
(2.1.3) HF*(L,L') — Homa(HF*(L', P), HF*(L, P))
inducing a map into the space of left-module maps:
(2.1.4) HF*(L,L") - Homps(HLL,HLL).
We define as well a map
(2.1.5) HF*(P,,L'Y®y HF*(L,P,) — HF*(L, L)
which is compatible with the action of morphisms in HF, in the sense that we have
an induced map
(2.1.6) HRp ®uy HLp, — HF*(L,L').

At the cohomological level, the structures listed above are the same as those considered in
[6]. Our cochain-level construction however will be different as we shall need to consider the
following additional structures:

o A geometric diagonal bimodule HAgg over HF, given for a pair (7,0) by a Floer
cohomology group HF*(P;, P,). The key point here is that these groups may be
non-vanishing even if the condition 7 < ¢ does not hold.

e For each L € A, and for each pair (7,0) of polytopes, a map

(2.1.7) HF*(L,P,)®y HF*(P.,L) - HF*(P;, P,),
which descends to a map of bimodules:
(2.1.8) HL; @y HRp, — HAgs.
e Finally, we construct a map
(2.1.9) HF*(P;,P,)®), HF*(L,P,) -» HF*(L, P,),
which gives rise to a map of left modules
(2.1.10) Ang ®uy HCp — HLy.

For the statement of the main result of this section, it will be convenient to interpret
Equation (2.1.8)) as a map of right modules:

(2.1.11) HUQL — HOmHg(HﬁL,KHSr).

Proposition 2.2. Given Lagrangians (L,L’) € A, the following diagram commutes:

(2.1.6)

HRp Quy HLp, HF*(L,LI)
|exm |emD
(2112) HOIIIH?(HEL’, HKHSt) Qus HEL HOHIH&"(H»CL/, HEL)

HomHg(HﬁL/, HZHgf RuF HEL)
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This result is proved in Section and is illustrated in Figure [II One key point is
that the statement of the above proposition is at the level of cohomological categories. This
means in particular that the tensor product in the top left of Diagram (2.1.12) is computed
as a quotient

P HF*(P,, L')@AHTF (1,0)@7HF* (L, P;) - @D HF*(P;, L')@\HF*(L, P;) - HR®usHLL,
while the morphism space in the middle right is computed as a kernel
Homyg(HLL, HLL) < | [ Homa(HF*(L', P,), HF*(L, P,)) — | | Homa(HF*(L', P,), HF* (L, P,))

With the above in mind, once all structure maps are constructed, the commutativity of
Diagram ([2.1.12) follows from proving that the diagram

(2.1.13)
HF*(P;,L')®x HF*(L, P;) HF*(L,L')
Homy (HF*(L', P,), HF*(P;, P,)) @ HF*(L, P;) Homy (HF*(L', P,), HF*(L, P,))

e e

Homy (HF*(L', P,), HF*(P,, P,) @x HF*(L, P;))

commutes for each pair (7, 0) in 3. When we revisit this result in Section such an approach
will not be sufficient, as the cochain-level version of the above diagram will only commute
up to homotopy, and the analogue of Diagram (2.1.12)) will involve a tower of (homotopy)
commutative diagrams.

We now state the main assumption under which we can prove that Floer homology is
isomorphic to morphisms of modules at the level of cohomological categories; even though
this is in some sense a special case of Theorem we shall discuss the proofs, because it
serves as a model for the A, analogue which holds in general:

Proposition 2.3. If L and L' are Lagrangian sections, Equation (2.1.4) is surjective.

Given Proposition it is clear that the above result would follow from the statement
that each of the three arrows which compose counterclockwise in Diagram (2.1.12) is an
isomorphism. Starting with the middle arrow, we have the following result, which is proved
in Section [2.8 below:

Lemma 2.4. If L and L' are Lagrangian sections, the map
(2.1.14) HOmHg(HﬁLI, HZHg) Qus HLp — HOmHg(HﬁLI, HAus Quy HEL),
is an isomorphism.

Remark 2.5. The fact that Equation is an isomorphism amounts to the statement
that the module HL; behaves with respect to the functors Homps and ®pgs in much
the same way as a projective module over a ring. It is therefore not surprising that this
property holds whenever L is a Lagrangian section because a section gives rise, under mirror
symmetry, to a line bundle.

Regarding the remaining arrows in the counterclockwise composition arising in Diagram
(2.1.12), we use the fact that the Floer cohomology groups HF*(P;, P,) vanish whenever
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the inputs are disjoint. We can formalise the corresponding property of the bimodule A5
as follows:

Definition 2.6. A bimodule P over HF is local if P(7,0) vanishes whenever P, and P,
are disjoint.

For computations involving local bimodules, it is convenient to consider a local category
associated to each element of ¥. For concreteness, we introduce some terminology:

Definition 2.7. The star of any element o € X is the partially ordered set ¥, C 3 con-
sisting of elements T € X whose associated polytope intersects P,. We denote the full
subcategory of HF, whose set of objects is X, by HF .

We are interested in computing morphisms and tensor products locally, i.e. using the
restriction to HF,. More specifically, given any left module £ and bimodule P, we have
natural comparison maps

(2.1.15) HOIIleJ"(ﬁ, P) — HomHStG (l:, P)

(2.1.16) P ®us, L—=+PQus L

or right and left modules over HF,,, where we abuse notation by using the same symbol for
a module on F and its restriction to F,. The values of these modules on general objects

of HF, are difficult to control, but the following result asserts that the value on the object
corresponding to o is the same:

Lemma 2.8. For each left module L over HF, and each local bimodule P, the natural maps
(2.1.17) Homgy (L, P)(0) — Homug, (£, P)(0)

(2.1.18) (Pus ®ug, L) (0) = (P ®us L) (0)

are isomorphisms.

Proof. The two arguments are entirely analogous; we explain the second. We can describe
the value at o of the tensor product over HF as the cokernel of the map

(2.1.19) P P(r-1,0) @ HF(7_2,71) @4 L(7-2) = @) P(r,0) ®4 L(7),
T—1,T—2 T

with the direct sums being taken over objects and pairs of objects in HF, and the arrow

being given by the difference between the two possible compositions. The key fact is that,

whenever HF(7_3,7_1) # 0, the polytope P,_, is contained in P,_,, so that 7_; being an

object of HF, implies the same for 7_5. In particular, both direct sums are in fact taken

over objects of HF,, which implies the desired isomorphism. O

Because of the above result, whose A, generalisation holds with the same proof, verifying
that Equations (2.1.11) and (2.1.10)) are isomorphisms is a local computation, in the sense
that the corresponding computations involve the each of the categories HF, separately.

To perform these local computations, it is useful to introduce a category HPo,, whose
objects are the polytopes of ) which are contained in a polytopal neighbourhood of P, that
itself contains all polytopes P, belonging to the star of . The morphisms in HPo, are
again given by Floer cohomology groups, and we have a faithful embedding

(2.1.20) j: HF, — HPo,,
such that for each pair of elements 7 and p of ¥, for which p < 7, the induced map
(2.1.21) HF,(p, 7) = HPou(P,, P;),
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is an isomorphism. We prove in Section that the pullback of the diagonal bimodule of
HPo, is naturally isomorphic to the restriction of Ags to HF, (see Lemma . Further-
more we show in Section that, for each L € A there are left and right modules HLy, ,,
and HRy, , over H Po, whose pullbacks to HF,, are naturally isomorphic to the restrictions
of HLy, and HRy, (see Proposition [2.55)).

This allows us to reduce local computations to the category HPo, in certain special cases,
and to the corresponding A., category in general. For example, the proof that Equation
(2.1.10) is an isomorphism reduces to the statement that the map of the tensor product of
pullbacks of left and right modules

(2.1.22) J*Anpo, (0,-) ®uy, j* (HLL) = j*HLL(0)

is an isomorphism. We shall prove that the above follows from Tate acyclicity assuming
that L meets X,  at a single point (see Section [2.4.4).

Remark 2.9. The sign conventions on the cohomological constructions implemented in this
section are those corresponding to A, algebras with trivial differential and higher products.
One can translate to the usual dg conventions as discussed in [26], Section I.1.1a].

We complete the introduction to this section by reducing its main conclusion to the results
proved in the remainder of the section:

Proof of Proposition[2.3 As noted earlier, Proposition is proved in Section and
reduces the desired result to proving that the unlabeled arrow in Diagram (2.1.12)), as well as
Equations (2.1.10) and (2.1.11)) are isomorphisms. The first isomorphism is established by
Lemma above, and the remaining two isomorphisms are reduced to their local versions
by Lemma [2.8 above, and Proposition - [2.55| from Section [2.8| below. The corresponding local
statements are proved in Proposition [2.36] and Lemma [2.41 O

2.2. Morse theory of local systems associated to polytopes.

2.2.1. Affinoid rings associated to polytopes. The first step to construct the ring associated
to an integral affine polytope is to observe that each point p € R"™ determines a non-
archimedean valuation on the ring of Laurent polynomials with coefficients in the Novikov
field A, which we think of as the group ring of Z", given by

(2.2.1) A[Z"] = R U {400}
(2.2.2) val,, (Z cp ) = mln (val(cg) + (B,p — q)) .

Here, val(cg) denotes the valuation of this element of A as defined in Equation (1.2.2).
Taking the minimum over all elements of an integral affine polytope P in R", we obtain the
valuation

(2.2.3) valp <Zc5z ) —mlnval (Z cp )

and define the ring I'" to be the corresponding completion of the Laurent polynomial ring
(i.e. consider series such that the number of terms with valuation bounded above by any
fixed constant is finite). Elements of this ring can be written uniquely as series

(2.2.4) Z cp2”

BeZ™
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satisfying the condition

2.2.5 lim valp (cs2?) = +o0.
(229 R, YoIP (067)

If P is an integral affine polytope in (), we can relate this affinoid ring to the fundamental
group ring of a fibre X, as follows: the integral affine structure on @) defines an affine
exponential map
(2.2.6) Hl(anR) =TQ -~ Q
given on a neighbourhood of the origin, which induces an isomorphism of lattices at each
point where it is defined. A path from ¢ to P determines a lift of P to H'(X,,R). Each point
p € P thus determines a valuation on the group ring A[H;(X4;Z)] of the first homology of
the fibre X, and we obtain a valuation associated to the polytope P by taking the minimum

as in Equation (2.2.3). Given that the integral affine structure on @ and the embedding of
P in R™ give an isomorphism Z" = H;(X4;Z), we conclude:

Lemma 2.10. A choice of homotopy class of paths from q to P determines an isomorphism
between T'F and the completion of A[H1(Xy;Z)] at the valuation associated to the image of
P in H(X,,R) 2 T,Q. O

2.2.2. Loops, paths, and local systems. To proceed further, it is convenient to eliminate the
choice of homotopy class by fixing a contractible subset N' C @, which will contain both the
basepoint g and the polytope P. We equip N with a Lagrangian section

(2.2.7) v N = Xy

of the restriction of the projection X — @ to the inverse image X of A/. Given this data,
we shall associate to each integral affine polytope P C A/, and each point ¢ € N, a local
system U on the Lagrangian X, with fibre isomorphic to I'Z.

To start, let U, denote the local system on X, whose value at a point z is the free
A-module

(2.2.8) Uz = A[mo(Qu(g), Xq)];

freely generated by the components of the space 2,4 X, of paths in X, from ¢(q) to .
This space is naturally a module over the loop space of X, based at tpr(g), so that U, 5
is a module over the group ring of the fundamental group of X,. Since X, is a torus, the
fundamental group is isomorphic to Hy(Xgy;Z), so we conclude that U, , is a module over
the group ring of Hq(Xy;7Z).

On the other hand, Lemma implies that the affinoid ring I'Y is naturally a module
over the group ring of Hi(X,;Z). The tensor product of U, over A[H;(X,;Z)] with T'F
defines a local system UT, with fibre

(2.2.9) Ufz = A[WO(QL(q),:ch)] ®A[H1(Xq§Z)] re.

Note that U, , is a free rank-1 module over A[H;(Xg;Z)], with a generator corresponding
to a choice of homotopy class of paths from ¢(g) to z. Choosing such a path, we obtain a
norm on U, ;, and U f - is the completion with respect to this norm.

Next, given a polytop in @, we would like to compare the associated local systems on
different Lagrangian fibres. For applications, we shall more precisely need to compare the
values at points which are defined as the image of a Lagrangians section; since the Lagrangian
sections we encounter are seldom globally defined, we introduce a contractible subset B of
N, which will be the domain of definition of a Lagrangian section

(2.2.10) z: B— Xg.
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Given g € B, we write z? for this intersection of this section with the fibre X,.

Lemma 2.11. If q and ¢’ lie in B, there is an identification
(2.2.11) Uha.2UF

’
t,xd

for all points q,q' € B, with the property that, for a triple q, ¢ and q”, the following diagram
commutes:

(2.2.12) vf,——=UFf .

L,z L,z

|

P
Uwq,
Proof. Pick a class v in mo(Q,(q),« Xq) = 0((¢'),« X¢')- Since B is contractible, there is a
unique homotopy class of maps

(2.2.13) u: 0,1 = Xp

such that the restrictions to {0} x [0,1] and {1} x [0,1] map to X, and X, and represent
the class v, and the restrictions to [0,1] x {0} and [0,1] x {1} map to the sections ¢ and z.
We define

(2.2.14) F,(¢,¢) = / urw,
[0,1]

and note that this integral is independent of the choice of representative of the given homo-
topy class because all boundary conditions are Lagrangian. We then define the map from
Ufmq to ULqu, by

(2.2.15) 27 s TF (@) 7,
O

As the proof shows, the identification in Lemma[2.11]is compatible with parallel transport
maps in the following sense: we can associate to a homotopy class 7 of paths with endpoints
(%0, 1) on X4, and to ¢’ € B areal number F,(q, q') which is the fluz of this path. Under the
identification of Equation (2.2.11)), the parallel transport maps associated to this homotopy
class of paths in X, and the corresponding homotopy class in X, differ by multiplication
by TF v(24) In the setting of the above Lemma, we shall therefore omit the superscript
from z? unless it is required for clarity of exposition.

A key aspect of the constructions of this paper will be the need to verify the T-adic
convergence of operators constructed using holomorphic curves. Consider points z,y € X,
a path v with endpoints z and y, and the induced parallel transport map

(2.2.16) M Uh, - UP

for a polytope P C ) which is in the image of the affine exponential map based at q. Fixing
paths from z and y to the intersection of X, with the section associated to N, we obtain
valuations on the fibres of these local systems. These data also assign a homology class
[v] € H1(X,Z) to v, and the valuation of 21! is then bounded by the product of the norm
of [y] with the distance from the origin to the inverse image of P in T,Q, where

(2:2.17) IVl == min £(v"),
v'1=D]
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and £ is the length of the loop +/, with respect to the flat metric on X, induced by a choice
of Riemannian metric on Q.

Lemma 2.12. If the lift of P to T4Q is contained in the ball of radius €, the valuation of
the parallel transport map 211 on UF is bounded below by —e - |[y]|, up to adding a constant
which is independent of ~y. |

It is convenient to replace the condition about the lift of P under the exponential map
by a condition in Q. To this end, we shall assume from now on that:

the convexity radius of the chosen metric on @ is greater than 2. Moreover, for
(2.2.18) all ¢ € @, the affine exponential map restricts to an embedding on the ball of
radius 2 in T5Q with distortion bounded by 2.

We recall that the convexity radius of a Riemannian metric is the smallest constant r for
which geodesic balls of radius smaller than r, centered at any point in @), have the property
that any two points are connected by a unique minimal geodesic which is contained in the
given ball. This constant is non-zero for any closed Riemannian manifold, as discussed e.g.
in [8, Section 6.5.3]. The key property we shall use is that the intersection of any balls of
radius smaller than the convexity radius is again convex, and hence contractible.

The following result will play a key role in the proof of convergence of various Floer
theoretic constructions:

Corollary 2.13. Let 0 < & be a positive real number, and let € be a constant which is
smaller than the minimum of 1/2 and §/2. Assume that {v;}2, is a sequence of paths with
endpoints x and y in X4 and A\; € R is a sequence going to +o0o such that

(2.2.19) 0[]l £ A+ a constant independent of i.

Whenever P is contained in the ball of radius € about q in @, the map
o0

(2.2.20) >y Tl Ul - Uk
i=1

converges in the topology induced by P.

Proof. The valuation of Tzl is given by

(2.2.21) A +valp 2% > A\; — 2e - || > (1 — 2¢/8)A; + a constant independent of 4.
The assumptions that 2¢ < § and \; — oo imply that this valuation also goes to +oco. [

Remark 2.14. The reader should have in mind that the constant § which appears in the
statement is obtained from applying the reverse isoperimetric inequality to a collection of
holomorphic curves with boundaries «;, and energies ;.

2.2.3. Morse homology groups associated to polytopes. Given a pair (Ny, N7) of contractible
subsets of (), with contractible intersection, and equipped with Lagrangian sections ¢y and
L1, consider a point ¢ € Ny N N7 together with a Morse function

(2.2.22) for: Xq R,

whose critical locus we denote Crit(0, 1).

In order to later be able to study Floer theory over a field of characteristic different
from 2, we pick a Pin structure on the restriction of TQ to N for each o € ¥; as N is
contractible, such a choice is unique up to isomorphism. Via the canonical identification, for
q € Q, of the tangent space of X, with the trivial vector bundle with fibre 77 Q), we obtain a
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Pin structure on X, varying continuously over ¢ € N;. We then denote by g the rank-1
free abelian group of isomorphism classes of families of Pin structures on T,(), parametrised
by [0, 1] and twisted by the orientation line of T, @ as in [26, Equation (11.32)], which agree
with the chosen structures associated to Ay and A at the endpoints. Given a critical point
z € Crit(0,1), define

(2.2.23) 8z = Ao,1 ® dety,

where det,, is the orientation line of the stable manifold of z. Let deg(z) denote the degree
of this graded line.

The choices ¢; of Lagrangian sections over N; yield local systems U; on X,. Given
polytopes P; C T;Q, we obtain local systems UiP “ which are constructed by completion,

and define
(2.2.24) OM*(Xg, Homg (Ug", U") ®X) = €D  Hom§(Ug’,Uis) ® s
z€Crit(0,1)

where HomX(U(f °, Uf !) is the space of continuous homomorphisms, i.e. those with finite
valuation

(2.2.25) valp = inf  val(¢(f)) — val(f).

feU,2\{0}

We now recall the construction of the differential: let Z denote the interval (—oo, +00)
for which we use the parameter t. We define

(2.2.26) T(0,1) = {"y: I Xq% = Vfo,l}/R

where the gradient is taken with respect to a Riemannian metric on X, and the R action is
by translation. We have a standard compactification 77(0,1) C 7(0, 1) consisting of broken
gradient trajectories, and an evaluation map

(2.2.27) 7(0,1) — Crit(0,1) x Crit(0, 1),

which on 77(0,1) is given by taking the limits at —oo and +oo. We write T (x¢, ;) for the
fibre over critical points x¢ and x;.

For a generic choice of metric, the moduli space T (zo,z1) for o # z; is a compact
manifold with boundary of dimension

(2.2.28) dim 7 (zo, z1) = deg(xo) — deg(z1) — 1,

whose direct sum with the tangent space of the interval is oriented relative the tensor product
det;c/O ® det,, in the sense that we have a canonical isomorphism

(2.2.29) OF (z0,21) © 0T ® det; @ dety, =7,

where we use 0y to denote the orientation line of a manifold M (i.e. the top exterior power
of its tangent space), Fixing the standard trivialisation of the tangent space of the interval,
we obtain, whenever

(2.2.30) deg(zo) = deg(z1) +1
a natural isomorphism of degree 1

(2.2.31) det.,: det;, — dety, .
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associated to each element of T (zo,z;). Parallel transport also induces an isomorphism of
topological vector spaces

(2.2.32) IL,: Hom{ (Ugs,, Uy, ) — Hom§ (Ugs,,UL,)

(2.2.33) v 2Mogpo Dl

Taking the tensor product of these two maps with the identity on Ag 1, we define
(2.2.34) p': OM* (Xq,Homg(U(fO,Uf’l) ®,\) —CM* (Xq,Homg(Ug’O,Uf’l) ®,\)

(2.2.35) pht= Y (-1)%EEIIL, @id) @ det,,
[MeT’(0,1)

where 70(0, 1) is the space of rigid gradient flow lines, i.e. those of virtual dimension 0, which
in this case corresponds to the union of components T (g, z1) for critical points zo and z;
satisfying Equation . Since the sum is necessarily finite, this map is continuous, and
defines a differential by the usual analysis of the boundary of the moduli space of flow lines
of dimension 1, and the fact that the parallel transport maps are invariant under homotopy,
and compatible with concatenation of paths.

Choosing a basepoint g1 € Ny N N1, we define

(2.2.36) CF*((No, Ry), (N1, P1)) := CM™* (Xy, ., Hom§ (UP, UP) @ A).

We now prove that, if we choose a different basepoint, we can arrange Morse data so
that the resulting complex is isomorphic. Recall that the choice of section ¢y induces an
identification of symplectic manifolds

(2.2.37) Xn,, &2 T*No /TNy

over the base Ny, hence diffeomorphisms X, = X, for all pairs (q,q') € Np, which are
compatible for triples. We shall leave these diffeomorphisms implicit in our notation. With
this in mind, the function fy; appearing in the right hand side of Equation can
therefore be thought of as a Morse function on any fibre over Ny N Ni, and the metric
on X, induces a metric on X,. Since the base is contractible, Lemma provides an
isomorphism of local systems, so we obtain an isomorphism of cochain complexes

(2.2.38) CM*(X,,Hom§ (U, U) @ \) = CM* (X, Hom§ (UL, UP) ® A)

which is compatible with composition for triples (g, ¢’,¢"”). This establishes that this Morse
complex is indeed independent of the choice of basepoint in M.

Remark 2.15. Note that we broke symmetry and chose o to identify fibres over Ay N Nfj.
We could have chosen ¢1, or in fact any other trivialisation. In cochain-level constructions,
we shall need to verify compatibility between various trivalisations, by ensuring that they
arise from a contractible set of choices.

2.2.4. Morse theoretic product. Consider a triple {N;}Z , of contractible subsets of Q,
equipped with sections {¢;}2_, of the Lagrangian torus fibration. We assume that the triple
intersection, which we denote N/, is contractible. We use the above discussion to identify
the functions f; ; as Morse functions on a single fibre over a point ¢ € N. Morse theory
thus induces a product on the Floer cohomology groups for pairs, whose construction, while
standard, we now recall in order to set up notation for future use.

Consider the semi-infinite intervals

(2.2.39) Zy :=[0,00) and Z_ := (—00,0].
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We define the space of Morse data
(2:2.40) Va(i,f) C C=(Le, C®(X,y TX,))

to consist of families of vector fields on X, parametrised by 7, which agree with Vf; ;
outside a compact set. The gradient flow is taken with respect to the metric chosen in the
construction of the Floer complex for the pair (3, j).

Given f; € V4 (i,7), we then define

(2.2.41) T+(4,7) C C*°(Z+, Xy)

to be the set of perturbed gradient flow lines, i.e. maps « from Z; to X, satisfying
d

(2.2.42) d% =&t

The limit of v at +o0 yields a natural evaluation map

(2.2.43) T+(i,4) — Crit(s, 5).

We define the spaces of broken semi-infinite perturbed gradient flow lines, to be

(2:2.44) T (i,5) = Tz (5, 5) U T (3, ) Xcuieig) T (0,9)-

where we use the evaluation map at Foo for 7 (i,j). An element of this fibre product can
be thought of as a broken flow line together with a semi-infinite flow line, with matching
asymptotic limits.

There is a natural evaluation map

(2.2.45) T+(4,4) = Xq x Crit(3, ),

given by evaluation at 0 and of the limit of v at 00. We denote the coequaliser of the three
evaluation maps from the product to X, by

(2.2.46) T(0,1,2) := Coeq (T-(0,2) x T+(1,2) x T+(0,1) = X,),

This is the space of flow lines which map 0 to the same point.
Given critical points z; € Crit(4,7 + 1) (with index counted modulo 3), we define

(22.47) T(xO’x27w1)

to be the inverse image of (z1, 2, o) under the evaluation map

2
(2.2.48) 7(0,1,2) — ] Crits,iy1 -
=0

For a generic choice of triples of Morse perturbations (57, &1, &), the space T (zo, T2, 1)
is a compact topological manifold with boundary, naturally oriented relative

(2.2.49) det, ®dety, ® dety, .
Dualising, we obtain, for each rigid element y € T (2o, 2, 1), a natural map
(2.2.50) det.,: det,, ® dety, — dety, .

Let us now assume that we are given polytopes P; C N;. Parallel transport (and compo-
sition) also induces a map

(2.2.51) IL,: Hom{ (U US2 ) ®a Hom§ (UL, , UL ) — Hom§ (UL, ,US2)

@27 7 2,22 0,217 ¥ 1,21 0,207 ¥ 2,70
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which can be defined as follows: let 7;; denote the path from x; to x; determined by v. We
have

(2.2.52) IL, (1h12 ® tho1) = 2170} 0 4h15 0 21112 0 45y 0 21701,
We also have a natural map
(2253) )\0,1,2: )\1,2 ® )\0,1 — )\0’2

induced by concatenating paths.
Taking the sum, over all triples of critical points, of the tensor products of Equations
(2.2.50), (2.2.51)), and (2.2.53), we obtain a map

(2.2.54) CM* (Xq, Hom$, (UM, UP?) @ /\) ® CM* (Xq, Hom$, (UP, UM ® )\)
— CM* (Xq,Homf\(UéJ", Py g ,\)

which is given by the formula

(2.2.55) = P > (-1)%EEIIL, @ Mg 2 ® 6y
zy €Crit(0,2) z1 €Crit(0,1)
22 €Crit(1,2)
Since the sum is finite, this is necessarily a continuous map. Composing the left and right
hand sides with the isomorphisms of Equation ([2.2.38]), we obtain the product

(2.2.56) p?: CF*((N, PL), (N2, P2)) @4 CF*((No, Po), (N1, P1))
— CF*((No, Po), (N2, P2)).

The fact that this is a cochain map is again a combination of the standard Morse-theoretic
description of the boundary of the moduli space of gradient trees, with the invariance of
parallel transport maps under homotopies, and their compatibility with concatenation.

2.3. The cohomological category of polytopes. We now return to the setting discussed
at the beginning of Section [2.1] and consider a cover of @) by integral affine polytopes
{P,}sex:, satisfying Condition . In addition, we assume that the cover is sufficiently
small so that we may choose a contractible neighbourhood N, of P, for each element of this
cover with the property that:

all non-empty intersections among the sets {N,},cx are contractible, and
(2.3.1) such that A, contain P, whenever 7 € ¥, i.e. whenever P, N P, is non-
empty.

To see that such a cover exists, start by picking an arbitrary cover {\;}}¥ ; by the interiors
of integral affine polytopes so that all non-empty intersections are contractible. Then pick
a simplicial triangulation ¥ which is finer than this cover in the sense that the open star
of any simplex lies in some N;. Then define N, for o € X, to be some choice of N; which
contains the open star of o.

2.3.1. Definition of the cohomological categories. Let us fix, for each o € %, a local La-
grangian section
(2.3.2) bt Ny o X

of the projection X — Q. We pick a Pin structure on N, as in the previous section, as well
as a Morse function f; , on the fibre over a basepoint ¢, » € N, NN;. Whenever 7 = o, we
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assume for consistency with the previous discussion that this basepoint agrees with g, € P,.
For each pair (P, P;) of polytopes in N, N A, we then define

(2.3.3) CF*((r, Ry), (0, P1)) == CF*((N7, Py), Ny, P1)).

The most important case of the above construction is for the pair (P;, P,), which allows
us to define a category with morphisms

{C’F*((T, P,),(0,P,) T<o

2.3.4 F(r,0) =
( ) (r,9) 0 otherwise.

Letting HF(7,0) denote the corresponding cohomology group, we obtain a category HF
with compositions given as in Section We omit the verification that the associativity
conditions hold, as this will follow from the construction of an A, category in Section
We denote by HF,, the full subcategory with objects given by 7 € 3.

Remark 2.16. In [6], the product was twisted by an explicit term obtained from a Cech
cocycle representing the obstruction to the existence of a Lagrangian section of X — @Q
which is equipped with a Pin structure. To see that the construction of this paper is
equivalent, note that the obstruction to a consistent trivialisation of the local systems Ag 1
is exactly w2(Q) € H%(Q, Z2), while resolving the ambiguity in the construction of the local
systems U over all basepoints corresponds to the choice of a global Lagrangian section of
X —=Q.

In order to formulate and prove the twisted version of Theorem [L.1I] discussed in Remark
one would choose a Cech cochain representative of the deformation class, which would
give a deformed category HF* by the methods of [6].

For each o € ¥ and pair of polytopes Py, P, C N, we also define
(2.3.5) Po,(Po, P1) == CF*((0, Py), (0, P1)).
Letting HPo, (Py, P1) denote the corresponding Floer cohomology group, we obtain a cate-

gory HPo,, which will be the local (cohomological) category of polytopes associated to an
element of X.

Remark 2.17. In Section [4.4] we shall find it useful to redefine Po, to add the choice of a
basepoint ¢; € P; to each object. The additional choice gives a category with many more
objects, but it will be clear from the computations of this section that objects corresponding
to different choices of basepoints on the same polytope are quasi-isomorphic.

The fact that Floer cohomology groups are independent of the all auxiliary choices yields
a faithful embedding HF, — HPo,. One way to make this embedding explicit is as follows:
Fix a homotopy of sections between the restrictions of ¢+, and ¢, to N, N AN;. This induces
an isomorphism of local systems:

(2:3.6) UPr - UP.
Taking the sum of these isomorphisms over all maxima of the Morse function f,, »,, We
obtain a continuation element

(2.3.7) k € CF°((t, P;), (o, P;))

which is closed and whose cohomology class is canonical. Given a pair (79, 71) of objects

of HF,, the left and right products with the corresponding continuation elements induce a
map

(2.3.8)  F(7o,71) = CF°((70, Pry), (11, Pr,)) = CF°((0, Pr,), (0, Pr,)) & Poy(Py,, Pry)-
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Passing to cohomology, we obtain the functor
(2.3.9) HF, — HPo,, .

Remark 2.18. The standard way of constructing a map of Morse complexes for different
choices of Morse functions is to consider a 1-parameter family of vector fields interpolating
between the two gradients, and counting solutions of the corresponding flow lines. Keeping
in mind that a generic point in a manifold lies on a unique negative gradient flow line starting
at a maximum, one sees that the count of pairs of gradient trees defining the product is the
same count that defines a composition of continuation maps

(2'3'10) CFO((TOaPTo)v (Tl’PTI)) - CFO((U’ PTO)’ (0’, PT1))'

To show that this is a fully faithful embedding one may construct a continuation element
in CF°((o, P;), (1, P;)) as in Equation (2.3.7)), and show that the product

(2.3.11) CF°((1, P,), (0, P;)) ® CF°((a, P,), (1, P;)) = CF°((o, P;), (0, P,))

maps the tensor products of the two continuation elements to the multiplicative unit.
2.3.2. Computation of morphisms in the category. To understand the categories HF and
HPo,, we summarise some computations established in the Appendices. The first result is

a computation for the Floer cohomology groups associated to inclusions: given a point ¢ in
N, and a critical point z of f, ,, we have a natural map

(2.3.12) A[H1(X¢;Z)] = Hom{ (Up 3, Us z)-

If Py and P; are polytopes lying in N, so that P, C P, the above map has a unique
continuous extension to a map

(2.3.13) '™ — Hom{ (UL, ULL).

The following result immediately follows from the first half Proposition [C.1] proved in Ap-
pendix

Proposition 2.19. If P; C Py, the sum of the homomorphisms (2.3.13)) over all minima
of fo,c defines a natural quasi-isomorphism

(2.3.14) " — CF*((o, Py), (0, P1)).
O
Combining this with continuation maps, we have:
Corollary 2.20. If P, C Py C N, NN, there is an isomorphism
(2.3.15) r? — HF*((o, Po), (1, PY)).
In particular, the right hand side vanishes except in degree 0. (]

Remark 2.21. We remind the reader that the above isomorphism is not natural; it depends
on the choice of path between the sections associated to o and 7. In particular, it may
not be compatible with products, and this is ultimately the reason for the appearance of
the gerbe 3, twisting the derived category of coherent sheaves, in our statement of mirror
symmetry.
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The above result implies that the morphism spaces in HF are given by

r’r r<¢o

0 otherwise.

(2.3.16) HF (r,0) = {

Indeed, Equation (2.3.4) stipulates that the only morphisms in HF arise as Floer cohomology
groups for pairs of nested polytopes, which agree with affinoid rings by the above result.
In particular, HF is isomorphic to the category denoted F in [6], allowing us to tie the
constructions of the two papers.

Next, we consider a polytope P C N, for ¢ € ¥, and a cover {P,}qca of P, indexed by
a finite ordered set. The natural (restriction) map I'’e — T'Pa"Fs gives rise to a map of

local systems U~ — Uy FPaPs , allowing us to form the Cech complex
23.17) UP;A) =P U= @ U= @ Uy
ap€A ap<ai1€EA ap<ar<az€A

as a complex of (topological) local systems over X, . Note that this is a finite direct sum of
topological local systems, and thus there is no ambiguity in the construction of the topology
on U(P; A). Moreover, we have a canonical map of local systems

(2.3.18) Ur - U(P; A)

given by the restriction to U= for all o € A.

We now consider an enlargement of the category of polytopes, including objects T(P; A)
which correspond to the complex of local systems U(P; A). Explicitly, for each P’ C N,
we can define cochain groups

(2.3.19) Po, (T(P; A), P') := CM*(X,, Hom§ (U(P; A),UF") ® )
(2.3.20) Po,(P',T(P; A)) := CM*(X,, Hom§ (UF", U(P; A)) ® \)
equipped with the sum of the Morse differential and the internal differential of T)'(P; A).

Because U(P; A) is built in finitely many steps, the Floer complex Po, (P, T(P; A)) is
isomorphic to the complex

(2321) P Pog(P,Pay) > P Poo(P,Pay) > D  Pos(P,Puy) =+,

ap€A ap<ai1€A ap<ar<az€A

and similarly for Po,(T(P;A), P’). This implies that these complexes are isomorphic to
the ones discussed in Appendix [B] where we describe T'(P; A) as a twisted complex in the
category Po,. We can now state an immediate consequence of Proposition which is the
version of Tate acyclicity which we shall use for computations:

Lemma 2.22. The map from UL to T(P; A) is a quasi-isomorphism of complezes of local
systems, and induces quasi-isomorphisms

(2.3.22) Po, (T(P; A), P') = Po,(P, P')
(2.3.23) Po,(P', P) — Po,(P',T(P; A))
for all P' C N,. O

The above result allows us to reduce global computations to local computations. To fully
make use of locality, we need the fact, proved in Appendix that the Floer complex
CF*((09, Po), (01, P1)) is acyclic whenever Py and P; are disjoint.
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Corollary 2.23. Let (P, P, P") be polytopes contained in N. If the intersections of P’
and P" with an open neighbourhood of P agree, there are natural isomorphisms

(2.3.24) HPo (P, P') = HPo® (P, P")
(2.3.25) HPo? (P', P) = HPo(P", P).

Proof. By taking the intersection of P’ and P”, it suffices to prove the result under the
assumption that P” C P’. In this case, we can extend P” to a cover of P’ with the
property that all other elements of the cover intersect P trivially, hence the Floer cohomology
of all other elements of the cover with P vanish. From Equation (2.3.21)), we obtain an
isomorphism

(2.3.26) HPo, (T(P; A), P') = HPo, (P, P").
The result then follows from Lemma 2.221 O
By applying the above result twice, we conclude:

Corollary 2.24. The morphisms between objects in HPo, are local in the sense that they
only depend on a neighbourhood of the intersection of the corresponding polytopes. O

2.4. Local cohomological modules. In this section, we shall assign, to each Lagrangian
L in A, left and right modules over the categories HPo,, and use Tate acyclicity to compute
these modules whenever L is Hamiltonian isotopic to a Lagrangian meeting X,  at a point.
We begin by imposing a condition which can be achieved by a small Hamiltonian pertur-
bation of L:
(2.4.1) the intersection of L with every fibre X, is contained in the interior of a disjoint
union of closed balls.

Remark 2.25. In fact, after a generic perturbation, the intersection of L with any fibre
is finite: to prove this, observe that the problem is equivalent to proving that the fibres
of the projection to the base are generically finite. The study of projection of Lagrangian
submanifolds to the base of Lagrangian fibration is the subject of Lagrangian singularities [7].
We shall only need a very small part of the theory: by a generic Hamiltonian perturbation,
one may achieve transversality for the projection map L — @ with respect to any jet
condition. This implies that, at any point and in any direction, there is some sufficiently
high derivatives of the projection map which does not vanish, and hence that the intersection
with all fibres are isolated.

For the remainder of the paper, we fix the disjoint union of balls appearing in Equation
, assuming further that the distance between these balls is bounded above uniformly
over q € Q. For each element L of A, we fix a compact codimension 0 submanifold vx L C X
of L so that the intersection vx L N X, is a finite union of path connected components which
lie in this union of balls (the fact that this is a finite union is a consequence of the much
stronger fact that the fibres of a generic smooth map are triangulable, which is the main
result of [33]). We denote by Jr, the space of tame almost complex structures which agree
with J;, away from a fixed compact subset of the interior of vx L, where Jy, is the almost
complex structure with respect to which we have assumed that L does not bound any
non-constant holomorphic disc.

We now impose constraints on the diameter of N, which will be essential in ensuring
that, for each o € X, we can define a Floer cohomology group for pairs L € A and P € N,.
Consider the quotient X, /~ by the equivalence relation which collapses each component of
X4, Nvx L to a point. Since vx L is compact, the quotient space is compact and Haussdorff.
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We shall presently see that a Riemannian metric on X, induces a length metric on
X, /~. We recall that the length of a path with target any metric space may be defined
as the supremum of the distance between successive points in a partition of the domain
interval (see e.g. [10, Definition 1.1.18]). A length metric is one with the property that
the distance between two points is given by the infimum of the lengths of paths between
them [I0] Definition 1.3.1]. Since the spaces we shall consider are compact, the Hopf-Rinow
theorem holds and the infimum is achieved [10, Proposition 1.3.7].

Lemma 2.26. Let M be a compact Riemannian manifold, K a compact subset all of whose
components are path components, and ~ the equivalence relation given by collapsing each
component of K to a point. There is a length metric on X/~, determined by the property
that, for each path v: I — X, the length £(y/ ~) of the image in X/~ is given by the sum
of the lengths of the subpaths which lie away from K.

Proof. Writing xx for the characteristic function of K (which vanishes on K and is unity
away from it), we can write the formula for the length as

1
d
(242) o/ ~) = [ 1G-a= o)t
The main claim is therefore that, for points z and y in X/~ the formula
(2.4.3) d(z,y) = Ny [3}}]2 ol ~)

defines a metric, where the infimum is taken over all paths whose endpoints project to  and
y. Symmetry is obvious, and the fact that d separates points follows from the assumption
that K is closed, hence the Hausdorff distance between any two components is strictly
positive. The triangle inequality follows from the assumption that each component is path
connected, since this allows us to connect any two paths with endpoints in a component
K, via a path lying entirely in K, and this procedure does not change the length of the
projection as we have defined it. O

We now return to our specific setting, in which M = X, and K is the intersection
with vx L. Using the fact that the quotient of a manifold by a ball does not change the
homeomorphism type and the inclusion of the components of vx LN X,  in a disjoint union
of balls, we obtain a retraction

(2.4.4) Xq, = Xg,/~— X,
so the map on first homology groups
(245) Hl(qu;Z) — Hl(an/N;Z)

is injective. The metric on X, /~ equips the right hand side with a norm given by the
minimal length of a representative. The first homology of X,  inherits a norm satisfying
the following property: for any loop 7 in X, the length £(-y/~) of the projection is greater
than or equal to the norm |[]| of the associated homology class.

We can therefore equip X, /~ with the structure of a metric space so that the norm
|[7]| of the homology class of any loop in X, is bounded above by the length ¢(y/~) of the
projection.

For each Jr-holomorphic curve u from a strip to X, with boundary conditions on a fixed
compact subset of vx L along ¢t = 0, and X, at t = 1 (the coordinates on the strip R x [0, 1]
are (s,t)), we consider the energy F(u) = [u*w and the length £(u/~) of the projection to
X4, /~ of the boundary component of the strip labelled X, . According to Corollary
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we may choose a constant C independent of u such that this length is bounded by CE(u).
We require that

(2.4.6) the diameter of N, is bounded by 1/4C.

By construction, we note that the constant C' depends on the collection A of chosen La-
grangians and the complex structure Jz, (as well at the fibration X — Q).

Remark 2.27. This is the first of many places where we impose a condition on the diameters
of the covers {N,} and {P,}, and we will repeatedly be imposing conditions of this nature.
The only difficulty with this idea is that the reverse isoperimetric inequality depends on
the choice of Lagrangian boundary conditions, and that imposing further conditions on the
cover entails changing which fibres are associated to elements of the cover (since we require
gds € N,). As discussed in the introduction, the solution implemented in Section [3] is to
establish a reverse isoperimetric inequality for compact families of choices, and then pick
a cover which is sufficiently fine with respect to this uniform constant. In the case of the
condition in Equation , we note that the constant C can be bounded from the distance
between the balls which cover X, N vx L, minimised over all g € Q.

The reason that the inductive procedure can ultimately be implemented is that the order-
ing of choices proceeds by increasing complexity: the algebraic constructions we perform at
any given stage depend on reverse isoperimetric constants for some moduli space of holomor-
phic curves and all moduli spaces which appear in its boundary; these constants dictate how
fine the cover has to be for the given algebraic construction to converge. Later constructions
consider different moduli spaces of holomorphic curves which may include previous ones in
their boundary, and simply impose additional constraints on the cover.

In order to construct a module over a field of characteristic different from 2, we assume
that each L € A is equipped with a Pin structure. In order for the categories we construct
to be Z graded, we use the fact that the (canonical up to homotopy) trivialisation of the
square of the top exterior power of T'Q) induces a trivialisation of the square of the top
(complex) exterior power of T'X with respect to any compatible almost complex structure,
i.e. a complex quadratic volume form. We then assume that the Lagrangians are graded
with respect to the chosen quadratic volume form on X (in the sense of [25]). Note that all
fibres X, are canonically graded in this sense.

Remark 2.28. In the twisted setting of Remark[I.5] one would equip L with the data of a Pin
structure relative the pull-back of a vector bundle on the 3-skeleton of @}, which represents
the given class in H%(Q;Zz). We would also add to our assumptions the vanishing of the
pullback of the chosen class in H2(Q;A4) to L.

2.4.1. Floer complexes between polytopes and Lagrangians. In order to construct the modules
associated to elements of A, we begin by requiring that

(2.4.7) for each o € ¥ and L € A, the Lagrangian pair (X, , L) is transverse.

We note that this condition can be achieved by an arbitrarily small Hamiltonian perturba-
tion, in particular by a perturbation taking place in vx L, and that the condition that L
be tautologically unobstructed is preserved by such a perturbation, since we may replace
Jr, by its pushforward under the chosen Hamiltonian isotopy. Let Crit(o, L) and Crit(L, o)
denote the intersection of L with X, . The chosen Pin structures on X, and L give rise to
an assignment J, of a Zs-graded free abelian group of rank 1 associated to each element x
of Crit(o, L) or Crit(L,c). The canonical grading of the fibre with respect to the standard
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quadratic complex volume form on X, together with a choice of grading on L determine a
Z-grading on J.
With this in mind, we define, for each P C N, the Floer complex

(2.4.8) CF*(L,(0,P)) = P UL, ®6.
z€Crit(o,L)
A choice of paths connecting the endpoints of orbits to a basepoint on X, induces a
(complete) norm on these complexes, and the corresponding topology is independent of
choice.
In order to define the differential, pick a family of almost complex structures

(2.4.9) J(L,0): [0,1] = 3y,

which restricts at 0 to J;. We obtain a moduli space R(L,o) of finite energy J(L,o)
stable holomorphic strips with boundary conditions L along ¢ = 0, and X, at ¢t = 1 (the
coordinates on the strip R x [0,1] are (s,t)).

There is a natural evaluation

(2.4.10) R(L,0) — Crit(o, L) x Crit(o, L)

given by the asymptotic conditions at +co. We denote the fibre over (x¢, 1) by R(zo,z1).
Choosing J(L, o) generically ensures that this is a topological manifold of dimension

(2.4.11) dim R (zo, z1) = deg(zo) — deg(z2) — 1,
whose boundary is covered by codimension-1 strata corresponding to breaking of strips:
(2.4.12) R(zo,z1)= | J Rl@o,2) x R(z,71).

z€Crit(o,L)

The output of Floer theory is that, whenever R(zo,z;) has dimension 0, each element
induces a map:

(2.4.13) Sut Oay — Osy-

In order to define the differential in Equation (2.4.8), we recall from Section that a
path from x( to z; induces a parallel transport map from U£ o, 1O Ucf zo- L'he boundary of
an element u € R(zo,x1) gives rise to such a path which we denote du, so that we have a
parallel transport map 2% as in Equation . For the statement of the next result,

we recall that the energy E(u) of a holomorphic curve is its area.

Lemma 2.29. Assuming that the cover satisfies Condition there is a constant A,
independent of u, such that whenever P C N, we have

(2.4.14) E(u) 4 valp 2% > E(u)/2 + A.

Proof. Tt suffices to bound val, 2194 for any q € N,. The condition that the distortion is
bounded by 2 implies that the image of P in T, X is contained in the ball of radius 2 diam N .
Thus

|[Oul|

2C ’

where the second inequality follows from Equation . At the cost of introducing an
additive constant, the choice of metric fixed in the discussion preceding allows us to
replace |[0u]| by the length £(0u/~). We can then apply the reverse isoperimetric inequality:
the key point is that, according to Corollary the reverse isoperimetric inequality for Jp-
holomorphic with boundary conditions on vx L and X, applies (with the same constant) to

(2.4.15) val, 2124 > —2 diam N, |[0u]| > —
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J(L, o) holomorphic curves, because the two almost complex structures agree by assumption
away from a fixed compact subset of the interior of vx L. The result thus follows. O

The bound in Equation (2.4.14), which can of course be simplified, should be read as
follows: the right hand side is the valuation of the operation TE(®) 2194 and the left hand

side goes to +oo as the energy of u goes to infinity. From Gromov compactness, and as in
Corollary [2.13] we therefore conclude:

Corollary 2.30. For each pair (zg, 1) of intersection points, the expression

(2.4.16) 3 Bl
ueﬁq (zo,x1)

converges with respect to the topology defined by P, hence induces a map from Uf: oy O
ur O

o,z °

We conclude that, for each pair (zg, 1) of intersection points, the expression

(2.4.17) Oopay =, TFWAM g5,

ueﬁq (zo,z1)

gives a well-defined map from UZ, ® 6, to UL, ® &z,.

Definition 2.31. The differential on CF*(L, (o, P)) is given by

(2.4.18) P (1), o

o 1

By the previous discussion, this differential is a continuous operator with respect to the
natural topology on Floer complexes (i.e. bounded with respect to the norm induced by a
choice of homotopy classes of paths to the basepoint).

Remark 2.32. Note that the sign in Equation (2.4.18) differs by one from the sign in Equation
(2.2.24). The reason for this choice is that the sign conventions for modules are more intuitive
if they are based on unreduced gradings.

Reversing the roles of the Lagrangian and the polytope, we construct a complex

(2.4.19) CF*((0,P),L):= @ Hom{(UL,,A)® bz,
z€Crit(o,L)

using moduli spaces of holomorphic strips R(c, L) with boundary X, along t = 0 and L
along t = 1. To simplify the discussion later, we define R(c, L) using the t-dependent family
of almost complex structure

(2.4.20) J(o,L)(t) = J(L,0)(1 —¢).

Following the above procedure, and using parallel transport along the boundary arc labelled
X,,, we obtain the differential on CF*((o, P),L). Given the choices we have made, this
complex is naturally isomorphic to the A-linear dual of CF*(L, (o, P)).
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2.4.2. Modules over the local categories. For each 0 € X, L € A, and P C N, we define
(2.4.21) L} ,(P)=CF*(L,(o,P))
(2.4.22) Lo(P) = CF*((o,P),L).

The differentials [1;2'2 _and u%i _ are given by Equation and its analogue when the
boundary conditions are reversed.

We now construct the module structure on HLy, , i.e. the left action of morphism spaces
in HPo,. The construction of the right module action is entirely similar, as we shall explain
at the end.

FIGURE 2. An element of the moduli space TR(L, 0, 0) defining the left
module over HPo,,.

Define R(L, 0, 0) to be the moduli space of strips in R(L, o), with an additional marked
point along the segment mapping to X, . We have a natural evaluation map

(2.4.23) R(L,0,0) — Crit(L,0) x X,, x Crit(L, o).
Let TR(L,0,0) be the fibre product over X, of R(L,0,0) with the space T 1(o,0) of
(perturbed) positive half-gradient flow lines of the function f,,. We shall call such moduli
spaces mized moduli spaces, as they consist of gradient flow lines and pseudo-holomorphic
discs with matching evaluation maps to Lagrangians in X. Their use is standard in con-
structions combining Morse and Floer theory, going all the way back to [16].

We have a natural evaluation map

(2.4.24) TR(L,0,0) — Crit(L, o) x Crit(o,0) x Crit(L, o),

with the ordering given counterclockwise around the boundary starting at the outgoing end.
Denote by E the set of ends and marked points, which we decompose into E™*P = {e, ez}
and E°" = {ey}, with E'"P consisting of the incoming (positive) end and the marked point,
and E°"* consisting of the singleton output. We denote the fibre at a triple z = {x,}eck in
the left hand side of Equation by TR(x). By parallel transport along the gradient
flow line and the part of the boundary mapping to X, , we obtain a map

(2.4.25) HomZ(Umxe? , Ug,zez) O Uoz., = Uspz,, -

For generic choices of perturbations, the fibre product defining 7R (z) is transverse, so
that it is a topological manifold with boundary of dimension

(2.4.26) deg(ze,) — Y deg(a),

e€Einp
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and which is naturally oriented relative
(2.4.27) 5. ® Q) b,
eeEinp
A rigid element u € TR(Y) thus induces a map
(2.4.28) Q) bz = ba,, -
e€ Einp

Given a triple T = (L, P1, P»), with P, and P, contained in N, we combine Equations
(2.4.25)) and (2.4.28) to obtain a map

(2429) POU(Pl, PQ) XA EL,O‘(P].) — L:L,a- (Pz)

which, upon twisting by (—1)deg(w1)+1, gives rise to the structure map ,ulﬁl

cohomology, we obtain
(2430) HPOU(Pl, Pg) RA H,CL,O-(Pl) — HEL,U(PQ).

The construction of the right module map proceeds as follows: we construct a moduli
space R(o,0,L) by considering strips in R(o, L) with an additional marked point on the

boundary with label X,_, then define TR (0,0, L) to be the fibre product over X, with the
moduli space of semi-infinite gradient flow lines of f, , (see Figure (3).

1 .
. Passing to
L,o

L

Xq

o

Voo

o

FIGURE 3. An element of the moduli space TR(c, o, L) defining the right
module over HPo,,.

The count of rigid elements of these moduli spaces defines a map u;zl

(2431) iRL’o-(P_l) [SIN POU(P_Z, P_l) — RL’U(P_Q)

for each pair of polytopes (P-1, P_2) in N,. At the level of cohomology, we obtain the
desired map:

(2432) HfRLJ(P_l) (SN HPOU(P_Q, P_l) — HfRLJ(P_z).

1 .
.. on Floer cochains
,o

2.4.3. Computation of the module structure over HF,. Equation (2.3.16) gives a particu-
larly simple description of the category HF,, with morphisms given by affinoid algebras.
Identifying I'F with the completion of the homology of the based loop space of X, , the
construction of the Floer complexes yields natural maps

(2.4.33) I ®p L1(P) — L (P)

(2.4.34) RL(P") @4 T = Rp(P),



HOMOLOGICAL MIRROR SYMMETRY WITHOUT CORRECTION 33

whenever P’ C P, arising from the map
(2.4.35) UP, @n TP — UL, @pe IF 2 UL,

Passing to cohomology, we conclude that the groups HLy, »(P;) and HRp »(P;) give rise to
modules over HF,,. This construction, which does not use any gradient trees or holomorphic
discs in the module structure maps, was used in [6]. In this section, we show:

Lemma 2.33. The pullbacks of HLy, , and HRyp , under the inclusion of HF, in HPo,
are naturally isomorphic to the modules constructed from Equation (2.4.35)).

The key point is the following result:
Lemma 2.34. All contributions to the maps
(2.4.36) Po®(Py, Py) @ LY (P)) — LY (P)
(2.4.37) RE(P_1) ®p Po®(P_g, P_1) — RY(P_,)
are given by configurations whose holomorphic component is a constant strip.

Proof. By construction, the holomorphic component of such an element is a strip with
endpoints « and y of equal Maslov index, hence has Fredholm index 0. However, the fact
that the almost complex structure on the strip is translation invariant and our assumption
that the moduli space is regular implies that the minimal Fredholm index of a non-constant
disc is 1. |

The identification between the two ways of constructing left and right modules can be
derived as follows:

Proof of Lemma[2.33, By Lemma [2.34} if max  denotes the unique maximum of f, , which
is the endpoint of a (perturbed) gradient flow line starting at x, the left and right module
actions are given by the sums of the maps

(2.4.38) Po’(Py, P,) @ LE(P) —
D  Hom§ (Ul axor Usuaxs) @4 Usy = Uss
z€Crit(L,P)
(2.4.39) RE(P_1) @5 Po®(P_y,P_1) —
D HomiUFZA) ©n Hom(US o Usiax o) — Homg (U2, A)
z€Crit(L,P)

where the second map (in both cases) is induced by parallel transport along the flow line
from  to max . Using the inclusion I'P> C Po®(P;, P,), we obtain the desired result. [

We end this section by noting that the above discussion, together with the result stated
in Proposition [2.19] implies:

Corollary 2.35. If P, C Py, the pullback of L% (Py) to T2 C Po’(P1, Py) is a free module
of rank equal to the number of elements of Crit(L, o) of degree k. O

2.4.4. Computation for sections. In this section, we prove that Equation (2.1.22) is an iso-
morphism for sections, i.e.:

Proposition 2.36. If L meets the fibre over q, transversely at a single point, the map
(2.4.40) J*Anpo, (0,-) ®uy, §* (HLL,0) = j*HLL . (0)

is an isomorphism.
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The tensor product on the left of Equation (2.1.22) is the cokernel of the map
(2.4.41)

@ HPOG’( P19 )®AH?(PP()’P )®AH£O'(PPO)_) @ HPOU po?P )®AH‘C ( )
Po<p1€EX, POET

If we restrict to pg = p; in the above complex, the cokernel computes the tensor product over
I'Peo = HF(P,,, P,,) of the modules HPo, (P,,, P,) and HL[, ,(P,,). Thus the cokernel is
the same as that of the map

(2.4.42)
@ HPO,,( [2%) )®AH?( PO )®AH‘C Po) - @ HPOU po7P )®1"Pﬂo HLp, 0( )
Po<p1EXs PoEX,

The above map factors through the direct sum of the surjections
(2.4.43)
HPoy (P, , Po)@AHT (P, Py, )®AHL;(P,,) = HPoy(P,,, Py)®pr,, HF (P, Py, )Qprsy HLs (Pyy)

Since HF(P,,, P,,) is a free rank-1 module over I'7#1, the flatness of the map of rings
I'Pro — T'Pe1 (see e.g. [30, Lemma 8.6]) yields an isomorphism

(2.4.44) HIF(P,y, Py,) ®pprog HLs(Pp,) = HL;(P,,).
It thus suffices to compute the cokernel of the map
(2.4.45)
D HPo,(P,,, Py) ®rsy HLo(Poy) = €D HPoy(Ppy, Po) ®pruy HLL o (Pyy)-
Po<p1EXs PoEX,

So far, the discussion has been completely general. We now use the assumption that L
meets X, at a point: let z denote the intersection of L with X, . For each P C N,, we

have a canonical isomorphism
(2.4.46) Lr.(P)=Ur

o,x?

with trivial differential. Using Corollary [2.35] we conclude that each module HL;, ,(P,) is
free of rank 1 over I'», and we are thus reduced to proving:

Lemma 2.37. The following sequence
(2.4.47) @ HPo,(P,,,P,) » @ HPo,(P,,, P;) = HPo,(P,,P,) =0
Po<p1EXs POEX,

is right exact, i.e. the middle arrow is an isomorphism from the cokernel of the first map to

HPo, (P, Py,).

Proof. Let P be a polytope containing P, in its interior, and contained in the union of

polytopes P, with 7 € ¥,. By Corollary [2.23] the restriction

(2.4.48) HPo, (P, N P, P,) — HPo,(P;, P,),

is an isomorphism, so that the Lemma follows from the right exactness of the complex

(2449) € HPo,(P,, NP,P,)—» @ HPo,(P,, N P,P,) - HPo,(P,,P,) — 0.
po<p1€Xs POEL

This is a consequence of Tate acyclicity: Lemma implies that the map from the Cech
complex

(2.4.50) @ € HPo.(P, NP Pk

0<k po<--<pr
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to HPo,(P,, P,) is a quasi-isomorphism. Passing to cohomology, the quotient complex
corresponding to 1 < k yields a map of cohomology groups which fits in a commutative
diagram
(2.4.51)

@ HPo, (P, NP,P,)—— H (@ € HPo, (P, NP, P,)[-k,d
Po<p1EX, 1<k po<--<pk

o~

& HPo,(P,,, Py).
PoEX,

Moreover, the images of these two maps agree. Applying the long exact sequence on coho-
mology and using the fact that HPo, (P,, P,) vanishes except in degree 0 implies the desired
result. O

Proposition [2.36] is an immediate consequence of the above result.

2.5. Local module duality. In this section, we fix 0 € X, and construct a map of bimod-
ules

(2.5.1) HLpo®r HRL,; = Anpo,,

with target the diagonal bimodule of HPo,. We then prove that, if L is a Lagrangian section,
this map defines an isomorphism between the values at P, of HRy , and the bimodule dual
of HLy o, i.e. the right module defined as the space of left module maps from HL; , to
the diagonal bimodule.

Remark 2.38. The results of this section will be used again when considering general La-
grangians in Section [4f The key idea is that such a Lagrangian gives rise to a filtered
module whose associated graded module is isomorphic to a (finite) direct sum of modules
corresponding to local Lagrangian sections. The argument given here can then be used
for each of the summands of this associated graded module, and the statement that the
left and right A, modules associated to a Lagrangian are bimodule duals then follows by
homological algebra (see Section .

2.5.1. A map to the local diagonal bimodule. Consider the triple T = (0,L,0). We define
R(Y) to consist of elements of R(c, L) equipped with a marked point along the boundary
component labelled o, and define TR(Y) to be the fibre product of R(Y) with the space
T —(o,0) of (perturbed) negative half-gradient flow lines. We have a natural evaluation map
(2.5.2) TR(Y) — Crit(o,0) x Crit(o, L) x Crit(L, o).

For each pair (P, P-) of polytopes contained in N, the count of rigid elements of this
moduli space thus defines a map

(2.5.3) L1, -(P)®A Ry, o(P-) = Po,(P_, P)
which, on co-homology, induces a map
(2.5.4) HLp -(P)®x HRp -(P-) — HPo,(P_, P).

We omit, as usual, the straightforward verification that this arises from a map of bimodules.
Dualising, we obtain

(255) H:RL’U — I’IOIIIHPO(y (HﬁL’g,AHPOU).
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We have the following variant of Lemma [2.34
Lemma 2.39. All contributions to the maps
(2.5.6) L77*(P)@p RE(P_) — Po(P_, P)
are given by configurations whose holomorphic component is a constant strip. O

Letting min z denote the unique minimum of f, , which is the endpoint of a (perturbed)
gradient flow line starting at z, we conclude

Corollary 2.40. In degree n, the map in Equation|2.5.4] is given by the sum of the maps
(2.5.7)
LyHPY@ARE(P) » @ UL, @ Hom§ (U5, A) —» Hom(U, o, UL

o,minz’ ~ o,min z)

z€Crit(L,o)
associated to each critical point x, where the second map is induced by parallel transport
along the flow line from x to minz. a
2.5.2. Computing the right module for sections. In this section, we prove:
Lemma 2.41. The restriction of Equation (2.5.5) to P,
(258) HfRL’o (PU) — HOIIIHPOU (HﬁL’U, AHPOU (Pa, ,))
s an isomorphism whenever L meets X, transversely at one point.

Before giving the proof, we need the following result, which should be thought of as the
dual of Proposition [2.19, and is a restatement of the second half of Proposition

Proposition 2.42. If Py and P; are polytopes so that Py is contained in the interior of Py,
a choice of orientation of Py determines a trace

(2.5.9) tr: Hom§ (I, 1) — A.
Composing the trace with the module action, we obtain a map
(2.5.10) CF™((o,Py), (o, P1)) — Hom§ (T2, A)
(2.5.11) f—~trofom
(where n is the dimension of Q), which induces an isomorphism
(2.5.12) HF*((0,P), (0, P1)) = Hom4 (I'F°, A).

We now prove the Lemma stated above:

Proof of Lemma[2.41] The argument is formally dual to the one given in Section We
start by noting that the right hand side is the kernel of the map

(2.5.13)
[ Homa(HLLo(Ps,),HPoo(Py,Pyy)) = [  Homa(HF(Byy, Poy)®aHLL (P, ), HPos(Py, P,,)).
POET Po<p1€EX,

We use the isomorphism I'fro = HF(P,,, P,,), the fact that HF(P,,, P,,) is a free rank-1
module over I'P#1, and the flatness of the map I'ro — I'Pr1 to rewrite this as the kernel of
the map
(2.5.14)
[I Hompr,, (HLL o(Py,),HPoo(P,, P,y)) = [[  Hompe,, (HLL o (P,,), HPoo(Ps, By,)).

POEX S Po<p1€EXs
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Assuming that L meets X, at one point implies that HLy, ,(P,) is free of rank one over
I'P» | hence simplifying the above to:

(2.5.15) II #Poo(P,,B,)) = [] HPou(Ps,Pp,).

PoEX, Po<p1EXs
‘We now introduce a polytope P, containing P, in its interior, and covered by its intersection
with P,. By Corollary [2.23] the restriction
(2.5.16) HPo, (P,, P.) — HPo,(P,, PN P,)
is an isomorphism. The desired computation then follows from the fact that the complex
(25.17) 0— HPo,(P,,P) » [[ HPoo(P,,PNP,)— [] HPos(Ps,PNP,,)

POEX, po<p1EX,

is left exact, which is a consequence of Tate acyclicity.
Since P, is contained in the interior of P, the computations of Appendix [C summarised
above in Proposition [2.42] together with the definition of Ry, ,(P,) yield an isomorphism

(2.5.18) HPo, (P,, P) = Hom§ (U5, A) & HRp - (Ps).

As in Section this isomorphism is compatible with module action, implying Lemma
241 O
2.6. Global cohomological modules. Given L € A and ¢ € X, we define

(2.6.1) L} (o) = CF*(L, (o, P,))

(2.6.2) Ri(o) = CF*((o,FP,), L),

with differentials ,u'lclg and ,ugzli obtained from Equation (2.4.18)) and its dual. In this section,
we show that the corresponding cohomology groups give rise to left and right modules HL,
and HR;, over HF. In Section below, we show that the restrictions of these modules
to HF, are isomorphic to the pullbacks of the corresponding local modules, while in Section
we construct the maps relating the Floer cohomology of Lagrangians in 4 with the
corresponding left and right modules. All these constructions are minor variants of those
appearing in [6].

2.6.1. Continuation maps with non-Hamiltonian boundary conditions. Consider a triple
(2.6.3) T = (0-2,0-1,L) or T = (L, 09,01),

such that P, , NP, , # 0, or P,y N P,, # (. The continuation maps between modules
associated to L and the two elements of the cover will be defined by a count of pseudo-
holomorphic strips, so we begin by labelling the positive end e;np of the strip S = R x [0, 1]
with the pair Y., of labels (0o, L) or (L,0_1), and the negative end ey, With the pair
Y.... given by (o1,L) or (L,0_3). We thus obtain assignments (o, ¢r,) of elements of &
and @ for each end e. Fix disjoint neighbourhoods vge of these ends, and write 9sS for the
boundary component of S which is labelled by elements of X.

Consider the straight path gy from %o, 0 Qoo determined by the affine structure;
we parametrise this path by 0xS, with the condition that it agree with g, in vse. The
quotient of OxS by the intersection with vge is a closed interval.

If we choose a family

(2.6.4) J(X): S— 3
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of almost complex structures which agree with J(T.) along the end e, and whose restriction
to the boundary ¢ = 1 (the coordinates are (s,t) on the strip) agrees with J;, we obtain a
moduli space R(Y) of stable J(T)-holomorphic strips with boundary conditions given by
the path X, along the boundary ¢ = 0 (ordered compatibly with the counter-clockwise
orientation), and by L along ¢ = 1. By evaluation along the boundary ¢ = 0, we associate
to each element u of R(Y) a path

(2.6.5) 8Qu: R — Xg,

where the right hand side denotes the fibre bundle over a closed interval, obtained from the
Lagrangian boundary conditions by collapsing the inverse image of the neighbourhoods vge
to the fibres X, .

Consider as in Section the quotient X g/~ by the equivalence relation which collapses
the components of the intersection of vx L with the boundaries X, Goep, and X,  topoints.
According to Lemma there is a constant C such that, up to an additive constant, the
length of gu/~ is bounded by CE9¢°(u), where the geometric energy is given by

(2.6.6) E9°(u) = / \duf? = / ww

with the norm taken with respect to the metric induced by the almost complex structure.
Using the fact that we have an isomorphism H;(X,,Z) & Hy(X4y,Z) for any ¢ in the path
gy, we arrange as before for the metric on X, /~ to have the property that for any ¢ € gy
the norm of the homology class in H; (X4, Z) associated to a loop in X, is bounded by the
length of the image of this loop in X, /~. We then require that

(2.6.7) the diameter of N, is bounded by 1/8C.

Remark 2.43. We are slightly abusing notation by using C for the constant C' appearing
above, instead of using a symbol that distinguishes it from the constant in Condition ([2.4.6]).
One justification for the abuse of notation is that Condition holds for a given constant
C whenever Condition holds for the same constant: the former arises from a reverse
isoperimetric inequality for holomorphic strips, and the latter for continuation maps, and
the moduli spaces of strips arise as boundary strata in the moduli spaces of continuation
maps.

2.6.2. Energy of continuation maps. The moduli space R(Y) is slightly unusual because
the moving Lagrangian boundary conditions along ¢ = 0 do not form a Hamiltonian family.
The standard description of the Gromov-Floer bordification (in terms of breaking of strips
at the ends, bubbling of discs at the boundary and of spheres at the interior) applies with
unmodified proof, as does the treatment of regularity.

The main difference with the standard case of Hamiltonian families is that Gromov com-
pactness fails in general. We now explain that it remains valid in our setting: the section
Loe,, determines an identification of X Noeyns with a neighbourhood of the 0-section in the
cotangent bundle of the fibre over the basepoint ¢,_, in such a way that the section corre-
sponds to a cotangent fibre; let A, — denote the (locally defined) Liouville 1-form obtained
from this identification. Since the boundary conditions are not Lagrangian, the expression
for geometric energy in Equation is not invariant under homotopies of the map u. This
leads us to define the (topological) energy of an element u € R(Y) as

(2.6.8) E(u) = /u*w - /(6Qu)*)\geinp.
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Lemma 2.44. The (topological) energy of u depends only on its relative homotopy class;
i.e. if {ur}rcjo,1] s a 1-parameter family of strips with boundary conditions given by the path
Xgy along the boundary t = 0, and by L along t = 1, with constant asymptotic conditions
at the ends, then E(ug) = E(uy).

Proof. This is a straightforward application of Stokes’s theorem: consider the associated
map

(2.6.9) [0,1] xR x [0,1] = X.

Since w is closed, and we have assumed that the asymptotic conditions are constant, the
integral of w over the boundary vanishes. This sum decomposes in two 4 terms; the integrals
over the faces corresponding to the boundary of the first factor give rise to the terms involving
w in E(up) and E(uq). For the integral over the face corresponding to ¢t = 0, we note that the
image of this face is contained in X Nowy and that the choice of primitive ’\”emp allows us

to apply Stokes’s theorem to yield the two corresponding terms in E(u;), using the fact that
contributions from the end s = +0co vanish because the asymptotic conditions are constant.
Finally, the restriction of the map to the face corresponding to ¢t = 1 factors through L, so
the Lagrangian condition implies that the corresponding term vanishes. Having accounted
for all the terms in E(ug) — E(u;), the result follows. O

We now prove that Gromov compactness holds, under Condition ([2.6.7)):

Lemma 2.45. For u € R(T), we have
(2.6.10) E(u) > %ng(u) + a constant independent of .

In particular, for any positive real number E, the subset of R(Y) consisting of curves of
topological energy bounded by E is compact.

Proof. Gromov’s argument [2I] shows that the geometric energy [ u*w defines a proper map
R(T) — [0,00), so that the first statement implies the second, and it suffices to bound the
difference between the two energies.

Identifying the path gy with a path in H?! (Xg,. ;R), and lifting dgu to a path (:95{1, in
inp

Hy(X,,, ;R), we can express the integral of the 1-form Aoe,,, B
(2.6.11) [@awr,, = [ ar(s),0.00u)ds
(2.6.12) — (ax(~o0),Bqu(=c0)) — [ (Bugz(s), Bu)ds
(2.6.13) < % - 1(B0u) + £(dgu) / 10 (5)|ds
£(Oqu)
.6. < .
(2.6.14) <=2

Above, we have used Equation (2.6.7)) to bound the length of gy. The reverse isoperimetric
inequality thus implies that

(2.6.15) ‘ / (Ou)™ Ao,

‘We conclude the desired result. O

< E9°°(u)/4.
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FIGURE 4. An element of the moduli space TR(L, 0¢, 1) defining the left
module over HF.

We now restrict to the union of components corresponding to a pair of intersection points
(r_,z4). Choosing a path, for each end e, from these points to the basepoint in X,
obtained by intersecting with the section associated to oe,,,, we obtain a homology class

[0qu] in H1(X,,,;Z) associated to u € R(z_,z). Using Condition (2.6.7), we find that
(2.6.16) [[qu]| < CE9°°(u) < 3C/4E(u) + a constant independent of u.

2.6.3. Mized moduli spaces. We equip the strip with the marked point e = (0, 0) in the case
T = (0_2,0-1,L), and e = (0,1) in the case T = (L,09,01). We assign to this marked
point the label T, = (0_2,0_1) in the first case and T, = (09, 01) in the second.

This choice of marked point equips the moduli space R(Y) from the previous section with
a natural evaluation map

(2.6.17) R(Y) = Xgr,

where we use the trivialisation associated to the first element of Y. to identify the two
fibres. The manifold X, carries a Morse function fy, from Section and a choice of
family of vector fields parametrised by [0, c0), which agree with the gradient flow outside a
compact set, yields a moduli space T 1 (Y.), which also admits an evaluation map to X, -
We define the mixed moduli space as a fibre product (see Figure [4))

(2.6.18) TR(Y) = R(T) xx,, T+(Te).

As before, this space admits an evaluation map to the product of the intersection points
associated to the triples {e, eout, €inp }, and we denote the fibre over a triple = of generators
by TR(x)

2.6.4. The global left and right multiplications. If Y = (L,09,01), an element of TR(z)
defines a map

P, P, P, P,
(2.6.19) Hom(Usg ., Usiee) ®A Usg ey, = Usifoey, s
where we have used the canonical identifications from Lemma to omit the superscript
from the intersection points of Lagrangians. The map is defined as follows: given an element
w in this moduli space represented by a pair (v,7), the trivialisation Louy allows us to
identify z. and z._,, with points in X, cinp Applying this trivalisation to the path along the
boundary of the elements of v from the positive end to v(e) and the gradient flow line v, we
obtain a parallel transport map

(2.6.20) Usier, = UsiS.-
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Given an element of the left hand side of Equation (2.6.19)), the composition of this isomor-

phism with the given linear map in Hom§ (Usy %, , Ua”jce) yields an element of U:;”,ge which

we transport, along the image in X einp of the gradient flow line and the boundary of the

holomorphic strip to the fibre of Uffl at z.,,, which is the right hand side of Equation

(2:6.19).

Remark 2.46. As explained in the discussion following Lemma [2.11] one must specify the
fibre along which one performs parallel transport because the identifications of the local
systems over different fibres are only compatible with parallel transport maps up to multi-
plication by the exponential of the flux.

Multiplying the tensor product of the isomorphism in Equations (2.4.28) and that in
Equation (2.6.19) by (—1)d¢8(*1)+1 and restricting to continuous morphisms from U(f—?’%e to
Uff}me we obtain, for u a rigid element in 7R(Y), a map

(2621) Moy ?(0’0,0’1) RA ﬁL(Uo) —)[:L(O'l).
Lemma 2.47. Under assumption (2.6.7), the sum
(2.6.22) > TPy,

u€TR(o1,00,L)

is convergent.

Proof. The key point is to bound the valuation of T2 y,,. The map pu, is a composition
of two parallel transport maps with an evaluation map. The evaluation map has trivial
valuation and the valuation of the two parallel transport maps is bounded by the sum
of the norms of the two corresponding loops obtained by concatenating with fixed paths
to a basepoint. Up to an additive constant independent of u, the sum of norms of these
loops is bounded by the length of the projection of dgu to X, /~. Applying the reverse
isoperimetric inequality, we conclude that the valuation of the parallel transport maps is
bounded by CE9¢°(u). By Condition , the polytopes P,, are contained in the ball of
radius 1/4C in T, @, so that applying Lemma yields

(2.6.23) val g, > —FE9%°(u)/4 + a constant independent of u.

From Lemma [2.45, we conclude that the valuation of T#()y,, is bounded above by E(u)/2,
up to a constant term independent of u. Gromov compactness (for the geometric energy)
thus implies that the sum is convergent. O

Remark 2.48. Note that the definitions of F(u) and p, are asymmetric, since they rely on
distinguishing the fibre X, = corresponding to the incoming end. However, the product
TE® 4, is independent of this choice.

We denote the sum in Lemma by
(2.6.24) pal: F* (00,01) @ L} (00) — L} (01)-

Applying Lemma (and using the fact that the topological energy is additive for broken

curves), the standard description of the boundary of 7R(Y) implies that uzli is a cochain

map, hence that it induces a map on cohomology

(2625) H?*(UO,Ul) XA HEZ(O'()) —)Hﬁz(dl),
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which makes the groups HL;, into a left module over the category HF. The last statement
requires the construction of a homotopy corresponding, in the usual language of A, modules

to the operation ,U/ili, and hence will be subsumed by later constructions.

In the case T = (0_2,0-1, L), elements of the moduli space TR(Ze,,, ; Te,.., L) Give rise
to a map
c Ps_y c Ps_,y Po_y c Ps_,
(2.6.26) HomA(Uo—uzemp ,T) ®r Hom§{ (Us 5 %.,Us_7z.) = Hom§ (Us” 7 %0ue, T)-
The sum of maps associated to this moduli space defines the cochain-level product
(2.6.27) pnt: Ry (0-1) ® T (0_3,0_1) = R} (0_2).
which induces the structure map of the right module HXR}, at the cohomological level.

2.6.5. Comparison of local and global modules. Recall that we denote by HF, the subcat-
egory of HF with objects the elements 7 € ¥ such that P- N P, # (). We have a faithful
embedding HF, — HPo,. In this section, we prove that the pullback of HL;, , under this
functor is naturally isomorphic to the restriction of HLj,.

We could define such a map using previously constructed moduli spaces, but it is conve-
nient for later purposes to have a variant, in which we replace the boundary marked point
by the data of a map to the strip: we denote by ﬁQé the moduli space of degree 1 stable
maps to the disc D? whose domain is a pre-stable disc with two boundary marked points,
one of which is marked as incoming and required to map to +1, and the other as outgoing,
which is required to map to —1.

It is straightforward to see that Ro; is a single point: the assumption that the map is
stable forces the domain to consist of a single component, which is identified with the target
D? by the given map. We find it convenient to label such a domain with an extra interior
marked point, corresponding to the inverse image of the origin under this map, since the
position of this marked point determines the map.

Remark 2.49. We could describe the construction of this section in terms of maps whose
domain is D?, specifying that the data we use is not invariant under reparametrisation. The
convenience of the additional formalism (which we called popsicles in [1]) lies in its ability
to efficiently handle additional boundary marked points as discussed in Section (3.1

Consider a basepoint o € X, and a pair T = (L, 7), with 7 € X,. Pick a parametrisation
of the path ¢, by the boundary component R x {1} of the strip, which agrees with ¢,
near the positive end and with ¢, near the other end. We equip the strip with boundary
conditions given by the corresponding path of fibres, and by the Lagrangian L along the
boundary R x {0}.

Choosing a family of almost complex structures as before, we obtain a moduli space
R(Y). Choosing a homotopy between the sections ¢, and ¢, the count of rigid elements of
this space defines a map

(2.6.28) Lr,o(Pr)=CF*(L,(0,P;)) — CF*(L, (7, Pr)) = L(7),

which is a quasi-isomorphism. Swapping the roles of the boundary conditions at 0 and 1,
we obtain

(2.6.29) Ry o (P;) = CF*((0, P;), L) — CF*((r, P;), L) := Rp(7).

These constructions give rise to maps of cohomological modules by the use of mixed moduli
spaces as in previous sections.
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FIGURE 5. The boundary conditions of elements of R(Y) for Y = (o, 7, L)
and T = (L,0,7). The interior marked point corresponds to the origin,
and indicates the fact that the data we choose on the strip is not invariant
under translation.

2.6.6. Floer cohomology of Lagrangians, and global modules. We now proceed to construct
the top horizontal and right vertical maps in Diagram (2.1.12)); this is a minor variant of the
maps considered in [6]. Given L # L' € A, and o € X, we consider the triple Y = (L, L, o)
or (L,o,L"). Let S be a disc with 3 punctures. The triple T induces a unique labelling of
the boundary components of the complement of the punctures which respects the ordering
counterclockwise around the boundary; we write Y, for the pair associated to each end e.
We pick a strip-like end on each puncture, which is positive if the corresponding edge is
incoming, and negative otherwise.

X

r 4
ﬁ /N
¢ R(L,o, L’)> Xq, 4 R, L, a)> r
X ~

FIGURE 6. The boundary conditions for elements of the moduli spaces
R(L,L',0) and R(L,o,L").

We define
(2.6.30) 3(Y) c C*(S,9)

to be the space of almost complex structures parametrised by S which respectively agree
with Jz, and Jy- along the boundary components labelled by these Lagrangians, and whose
restriction to each end e agrees, under a choice of strip-like ends, with the families J(T.)
assigned earlier to pairs of labels containing an element of 3, and given by a fixed regular
choice of path from J, to Ji: for T, = (L, L").

If we impose constant Lagrangian conditions X, along the remaining boundary compo-
nent, the choice of an element J(Y) of J(Y) determines a moduli space R(Y) of holomorphic
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triangles equipped with an evaluation map

(2.6.31) R(T) — [ Crit(T.),

where the product is taken over all the ends. Assuming that the family of almost complex
structure is generic, and after imposing a further constraint on the diameter of A, in terms
of the corresponding reverse isoperimetric inequality, the count of rigid elements of R(Y)
(together with parallel transport) induces maps

(2.6.32) Lr (o) @ CF*(L,L/) — L1 (o)
(2.6.33) fRL/(O') (SN l:L(O') — CF*(L, L'),
depending on whether Y = (L, L/, o) or (L,0,L’).
Dualising Equation (2.6.32)) gives rise to a map
(2.6.34) CF*(L,L") — Hom{ (L3}, (0), L (0)).
Using a mixed moduli space as in Section|2.6.3] and a family of moving Lagrangian boundary
conditions, we find that this map commutes with the action of morphisms groups in HF,

and obtain the map from Equation (2.1.4).
We also obtain a commutative diagram

(2.6.35) HR%,(0) @a HF*(0-,0) @p HL} (0-) —— HR},(0) @r HL (0)
HR%, (0_) @5 HLS (0-) HF*(L,L'),

which proves that we have defined a map from the tensor product of left and right modules
over HF to the Floer cohomology of the pair (L, L’).

2.7. The pertubed diagonal. The constructions of Section generalise those of Section
to the global category. In this section, we extend the results of Section the key
point is to construct a bimodule over HF whose restriction to HF,, for each o € ¥, agrees
with the pullback of the diagonal bimodule of HPo,.

The construction will be implemented via a perturbed Lagrangian Floer cohomology
group of fibres. To this end, we fix a Hamiltonian diffeomorphism ¢: X — X which is
generic in the sense that

2.7.1) for all pairs (¢_,q) € Q?, X,_ N ¢$X, is discrete,
q q

which can be achieved by jet transversality. We also fix a neighbourhood v(X N ¢X) in
Q? x X of the set

(2.7.2) I Xenex,c@xXx.
(9-,9)€Q?
We denote by vx (X, N $X,) the inverse image over (¢_,q) € @2, and require that this
subset be sufficiently small so that
for all pairs (g—, g), the intersections of vx (X, N ¢X,) with X, and ¢X, are

(2.7.3) respectively contained in disjoint unions of closed balls in X, and ¢.X,.

Given a path J(g_,q) of almost complex structures on X which are constant away from
a fixed compact subset of the interior of vx(X,_ N ¢X,), Lemma provides a reverse
isoperimetric constant C for J(g_,q) holomorphic strips with boundary conditions X,
and ¢X,, with the length measured in the quotient of these Lagrangians by the equivalence
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relation which identifies two points in the same component of the intersection with vx (X,_N
#X,), and which is uniform in the choice of points in Q?, because we have assumed that Q
is compact. As before, the reverse isoperimetric inequality is independent of the restriction
of J(g—,q) to the chosen compact subset of the interior of vx (X, N ¢X,), and of the
intersection of the Lagrangians with this region. This will allow us to pick perturbations in
order to achieve transversality.

With the isoperimetic constant from the above paragraph, we impose an additional con-
straint on the cover by requiring that

(2.7.4) diam N, < 1/4C,

where we note that the constant C now depends additionally on the Hamiltonian diffeomor-
phism ¢, since it incorporates a reverse isoperimetric constraint for the pair of Lagrangians
X4 and ¢X,.

Remark 2.50. We note that we do not need to impose any assumption on ¢ other than
genericity, since the existence of a uniform reverse isoperimetric constant is a very general
fact about families of Lagrangians. Indeed, the key geometric quantity controlling the
reverse isoperimetric constant is the distance between the two Lagrangians. This implies
that any family of pairs of Lagrangians parametrised by a compact manifold admits a C2-
small perturbation for which there is a uniform reverse isoperimetric constant. In particular,
we need not require that ¢ be a small perturbation of the identity.

2.7.1. Perturbed Floer cohomology for pairs of polytopes. Let ¥® denote the set X x {¢}; in
other words, we think of ©¢ as another copy of ¥, whose elements we shall denote ¢ as a
shorthand for (o, ¢). This set parametrises the same cover of @) as ¥, but we associate to
it the Lagrangian fibration obtained by composing the projection X — @ with ¢. Given a
pair T = (0_,0%) € ¥ x %, we introduce the notation

(275) VxT =UVx (Xq07 N ¢an)'
We shall impose the following additional condition on the basepoints ¢, :

(2.7.6) for each pair (0_,0) of elements of £2, the Lagrangians X, and ¢X,, are
transverse.

Having assumed that each polytope P, has non-empty interior, Sard’s theorem implies that
this condition is achieved for generic choices of basepoints. We write

(2.7.7) Crit(T) :== X,, NoX,,

for the set of intersection points between these Lagrangians.

By assumption, this is a discrete space, and, given the choice of Pin structures from
Section [2.2.3] we obtain a 1-dimensional free abelian group 4, associated to each element x
of Crit(Y). Given a choice J(Y) of an almost complex structure on X, which agrees with J
away from vx Y, we obtain a moduli space

(2.7.8) R(T) — Crit(T)?

of stable finite energy J(Y)-holomorphic strips with boundary condition X, along ¢t = 0
and ¢X,  along ¢t =1, equipped with its natural evaluation map at the ends to intersection
points of the boundary Lagrangians. Choosing the almost complex structure generically, the
fibre R(zo,z1) over a pair (zo, 1) has the expected dimension, and whenever the moduli
space is rigid, we obtain a map &, of orientation lines for each u € R(zo, x1).
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Given a curve u € R(zo,z1), let Osu and 6gu denote the boundary components labelled
by o_ and o®. Parallel transport along these boundaries defines maps

(2.7.9) A% yP L UPs
(2.7.10) A0 Uy = Us Ty

We define the Floer complex

(2.7.11) CF* ((0-, Py ), (6% Py)) = @ Homi(Us %, UL%) @6,
z€Crit(T)

with differential uglllo given by

(2.7.12) PO @ by = 3 (—1)deBE) LB 08U gy 00l g,
UER(ZQ,Zl)

Condition implies that P, and P,_ are contained in the ball of radius 1/4C about
gs and ¢,_. As in Corollary we conclude that this differential is well-defined and
continuous with respect to the topology on these Floer complexes.

To define a bimodule over HF, we set

(2.7.13) A(o_,0) =CF* ((0_,P,_),(c%,Py))

and denote the cohomology by HA(o_, o).

As it is completely analogous to the discussion from Section[2.6.4] we omit for the moment
the details of the construction of the bimodule structure maps (they will appear in greater
generality when we discuss the A, refinement).

2.7.2. Map from the diagonal bimodule. The main result of this section is the existence of a
map from the diagonal bimodule on HF to the perturbed diagonal. It will require a further
constraint on the cover, to be specified in Condition (2.7.19) below:

Lemma 2.51. If X labels a sufficiently fine cover, then for each triple (o,7,7_) in X such
that T and 7— both lie in X, there is a natural quasi-isomorphism

(2.7.14) Po,(P;_,P;) = A(1_,T).

In particular, the restriction of HA to HF, is isomorphic to the pullback of the diagonal
bimodule of HPo,,.

Fix a basepoint ¢ € ¥, and consider elements 7 and 7_ of 3,. Let ¥ = {r_, 7%}, and
denote by Ry a copy of Rz, 1, which we think of as parametrising a disc S with a puncture
(we denote the corresponding end by e), and a boundary marked point, together with a
stabilising map to the strip D? mapping the puncture to —1 and the marked point to +1.
The basic idea is that the puncture corresponds to the perturbed bimodule, the marked
point at 1 to the diagonal of HPo,, and the interior marked point to the fact that we shall
interpolate between the data defining these two bimodules. We denote the intervals from 1
to —1 along the upper and lower part of the boundary by 8%5’ and O0sS.

We begin by strengthening the conditions imposed at the beginning of Section by
imposing the relevant isoperimetric constraint on an additional moduli space. We pick
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maps from 8% and OxS to the interval [0, 1], which respectively map neighbourhoods of the
points 1 and —1 to the endpoints 0 and 1 of the interval. We obtain paths ¢, ., and ¢,

(2.7.15) qr: 05 = Q
(2.7.16) a§: 8¢S —Q

which agree with g, near the marked point 1, and have value (g._, ¢,) near the end. We
also obtain a map

(2.7.17) ¢r: 8%S — Ham(X),

which is the identity near 1, and agrees with ¢ near the end.
Given this data, we form Lagrangian boundary conditions given by the path X, on 9sS

and ¢1Xq$ on 8%5 (see Figure [7)); by construction, these boundary conditions agree with

X,, at the marked point. Let X to be the fibre bundle of Lagrangian boundary conditions
over the quotient of the boundary of S by the two components of its intersection with a
fixed neighbourhood vge of the negative end over which these paths are locally constant.
Define Xg/~ to be the quotient by the equivalence relation that collapses the intersections
of vx T, with the fibres X, and ¢X, over the endpoints. We can associate to each map
u from S to X with such boundary conditions a map

(2.7.18) Ou: S — Xg/~.

We equip this quotient with a metric so that, for a loop in Xg, the norm of the homology
class in Hq(X,,,Z) is bounded by the length in the quotient.

Let J(X) be a family of almost complex structures on the strip which agree with J outside
of vxYT. and agree with J(T.) near the end e.

Lemma 2.52. There is a constant C, depending on the collection A of Lagrangians and
the choices of almost complex structures, but independent of the choice of cover as long as
it is sufficiently fine, so that for each pseudoholomorphic map u with the above boundary
conditions, the length of the path Ou/~ is bounded by the product of the energy with C.

Proof. This is a direct consequence of Lemmal[A.3| for an appropriate parametrised problem
that restricts to the above moduli space for each sufficiently fine cover indexed by ¥, and
for each choice of basepoints ¢,, ¢,, and g,_ associated to an element o of ¥ and a pair of
elements 7 and 7_ of X,.

We can use the same strategy described before imposing the constraint in Equation
(2.7.4): once a Hamiltonian isotopy ® from the identity to a diffeomorphism ¢ satisfy-
ing Condition is fixed, we may consider the family of boundary conditions on S
parametrised by a triple § = (q,q’,q") € Q3 such that the distance from ¢ to ¢’ and ¢’ is
less than or equal to 1: the boundary conditions are given by the unique short affine linear
path from ¢ to ¢’ along one boundary segment, and by applying ® to the path from ¢ to ¢"
along the other. As above, we obtain an equivalence relation o on the boundary conditions
X3, by collapsing the intersection of vx (X, N ¢Xy ) with the boundary conditions over
the endpoints.

According to Lemma there is a constant C' independent of u, such that, whenever
u: S — X is a J-holomorphic curve with any of the above boundary conditions, the length
of the path du/~ is bounded by the product of the energy with C, up to an additive constant
which is also independent of u. Moreover, the same reverse isoperimetric constant holds after
perturbing the almost complex structure, along the end, as long as the perturbation takes
place in vx (Xy NoXy). O
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Given the above result, we may require our choice of cover to satisfy the conditions that
(2.7.19) diam N, < 1/8C

for the constant C' in Lemma in addition to all previous imposed constraints. This
means in particular that C depends on the collection A of Lagrangian, on the fibration
X — @, on the Hamiltonian diffeomorphism ¢, as well as on the path ® (in addition to the
auxiliary choices of almost complex structures).

Let R(Y) denote the moduli space of finite energy stable J(Y) holomorphic strips, with
moving Lagrangian boundary conditions given by the paths X, and ®yX :fr' We have a
natural evaluation map at £1:

(2.7.20) R(T) — Crit(T) x X, .

By construction, the reverse isoperimetric inequality from Equation (2.7.19)) applies to this
moduli space.

¢XQT an va

FIGURE 7. A representation of an element of the moduli space TR(Y), for
T = {r_, 7%}, and basepoint o.

We now consider the fibre product
(2.7.21) TR(Y) :=R(Y) xx,, T+(0,0)

where T 1 (0, 0) is the moduli space of perturbed half-gradient flow lines introduced in Sec-
tion We have a natural evaluation map

(2.7.22) TR(Y) = Crit(r_,7%) x Crit(o, o),
whose fibre at a pair (zo,z1) we denote
(2.7.23) TR(zo,x1).

Choosing paths connecting the intersections of X, with the sections associated to 7, 7_,

P, P, . .

and o yields isomorphisms of local systems U, ~ = U, ~ and Ul = Ufr. Using this
together with parallel transport along the boundary of an element u of this moduli space
yields a map

(2.7.24) Homfx(Uf,Z{1 U ) — Homf\(Uff,‘zO, vk
(2.7.25) ¢ s [0mu] ¥- z[agu],

where dsu and (‘?gu are the restrictions of u to the boundary components dsxS and 8%5’.
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For generic choices of the almost complex structure and the Morse perturbation, TR (o, z1)
is a manifold with boundary of dimension deg(zo) —deg(x1), and rigid elements of this mod-
uli space induce an isomorphism §, of orientation lines. Tensoring these with the parallel
transport maps, we define

(2.7.26) k: Pog(Pr_,P;) — A(1—_,T)
to be given by the sum
(2.7.27) Kl ® by, = — Z TEW 10U .y 10-4 @ 6,,.

u€TRY(z0,21)

The reverse isoperimetric inequality for moduli problems with moving Lagrangian bound-
ary conditions, together with Condition (2.7.19)), implies that this map is well-defined and
continuous.

Remark 2.53. The minus sign above accounts for the fact that we use reduced gradings to
define the differential on Po, (P;_, P;), but unreduced gradings for A(7_, 7).

To prove that this map is a cochain equivalence, we construct a two-sided homotopy
inverse: Given a sequence Y = (7_,7%), we denote by Ry a copy of R2,1 which we now
think of as equipped with a marked point at —1 and a puncture at 1. By reflecting the
data chosen above, we obtain moving Lagrangian boundary conditions which agree with
Xg, near —1 and with the pair (X, ,¢X, ), near the puncture. We obtain a moduli space

R(Y) with an evaluation map to X, x Crit(Y.). Taking the fibre product over X, with the
moduli space 7_ (0, o) of perturbed flow lines, we obtain the moduli space TR (Y), equipped
with an evaluation map to the product of Crit(o, o) at the negative end, and Crit(r_,7%)
at the positive end. Counts of rigid elements of this moduli space define a map

(2.7.28) A(r_,7) = Poy(P;_, P,).

We omit the proof that this is a left and right homotopy inverse to Equation ([2.7.26)),
noting only that this requires a further reverse isoperimetric constraint on the cover. Passing
to cohomology proves Lemma [2.51

2.7.3. Computing the bimodule: distant polytopes. In this section, we compute the group
HA(7_,7) associated to the Hamiltonian diffeomorphism ¢ chosen at the beginning of
Section We fix as well the Hamiltonian isotopy ® from the identity to ¢ chosen in the
previous section:

Lemma 2.54. If the cover ¥ is sufficiently fine, and diam P, < diam N, for all elements
o € X, then the group HA(7_,T) vanishes whenever P, and P._ are not contained in a
common chart N, .

Sketch of proof: The difference in scale between P, and N, will be set by a reverse isoperi-
metric condition. Consider the space of discs with punctures at +1, and two interior marked
points, which lie on the real axis and are equidistant from the origin. This moduli space
has two boundaries, corresponding to the two marked points lying at the origin, and to the
breaking of the domain into two components. We equip the curves over the moduli space
with Lagrangian boundary conditions as follows (see Figure : for each of these curves,
we equip the boundary segment from —1 to +1, going along the lower semi-circle, with the
constant boundary condition X, . Along the other end, we take a family of paths from
¢ X, to itself, which is the constant path when the two marked points agree, and with the
concatenation of the path ®X,_ and its inverse when the disc breaks into two components.
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¢Xq7' qu
X, = X,
qT
¢X‘IT ¢XQT ¢er
| / . . / Ew
X‘]‘r, X‘l‘r,
Xq‘r, X‘]T,
r ; 0 T =: o0

FIGURE 8. The boundary conditions, near from the ends, of the moduli
space which induces a null-homotopy of Floer complexes with T = (7_, 7).
The notation ®~! denotes the path ® composed with the orientation re-
versing involution ¢ — 1 — ¢ of the parametrising interval.

We now pick almost complex structures for this family of Lagrangian boundary condi-
tions: for the constant boundary conditions, we use the translation-invariant almost complex
structure J(7_,7%) chosen in Section while near the broken curve, we assume that
the almost complex structure is obtained by gluing, and agrees with J(7_,7%) at the ends.
Applying Lemma [A.4] we obtain a reverse isoperimetric constant for holomorphic curves in
this family.

Using the fact that X, and X, are disjoint, we find that the composition of maps
associated to the broken curve vanishes, since it corresponds to a map factoring through a
Floer complex that is the 0 group by definition. Choosing the diameter of the elements of
the cover {P,},ex to be much smaller than that of the cover {N,},ex, we obtain a null
homotopy for the identity map on A(7_,7), implying Lemma O

2.8. Global bimodule maps. Given a Lagrangian L € A we have defined left and right
modules over HF. In Section [2.8.1] we construct a map of bimodules

(2.8.1) HL; @y HR, - A

by using a moduli space of holomorphic triangles, with one moving Lagrangian boundary
condition. We also construct a map of left modules

(2.8.2) AQuy HC, — HLL.

These are the missing ingredients in the statement of Proposition which we proceed to
prove in Section [2.8.2]

In order to compare these constructions with the local ones, we recall that Lemma [2.§
shows that the computation of tensor products with A and morphisms of left module to
A are local. The main results of this section are summarised by the following, for which
we recall that we denote by j the embedding of the category HF, in HPo,, as in Equation

(2.1.20):
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Proposition 2.55. For each o € %, there are commutative diagrams of bimodules over
HF,
JHLL o ®p j*HRL, o —— j*Anpo,
(2.8.3) J l
HL; ®y HRp, —— HA
and of left HF ,-modules:

J*HAupo, Qus, j*HLL, — j*HLL »

(2.8.4) i l

HA ®us, HC, ——— HLp.
Note that the first commutative diagram in the above Proposition is equivalent to

J*HRp . —— Homug, (j*HLL 0, j* Aupo,)

|

(285) Homefrg (j*H[:L,aa HZ)

|

H:RL EE—— HOIIIH(;U (HﬁL,HZ) .

Our previous results establish that, whenever L meets X,  at one point, all the vertical
arrows in Diagrams ([2.8.4) and (2.8.5) are isomorphisms if we restrict to the object o € HF,.
Together with Lemma. [2.8] we conclude

Lemma 2.56. If L meets X, at one point, there are natural isomorphisms
(2.8.6) Ao,.) ®usr HL, —HL1(0)
(287) HfRL(O') —)1‘101’111.151~ (H;CL,Z(,, 0')) .
|

At this stage, we also note that we can establish the following result using the techniques
developed in Section [2.4.4

Proof of Lemma[2.4, Choosing a generator for HF (P, P,) and HL(p) as rank-1 modules
over I'P»| we can write morphisms from HL;+ to any module M as the kernel of the map

(2.8.8) P M) > P M(o).

opEX 00<01EX

This implies that Homgs(HLy/, ) is right exact. Identifying Agy ®usr HLL, as a left
module, with the cokernel of

(2.8.9) B Bus(po,) ®reo T = B Aus(po, )
po<p1€EX pPoEX

we obtain the desired result.
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Remark 2.57. Combining the results of Section 4.3 with the discussion of Corollary[4.2] gives
a less computational proof of the A reﬁnement of this statement. The reader is invited to
adapt that proof to the cohomological level, or alternatively adapt this computational proof
to the A, refinement.

2.8.1. Construction of the maps. Let S be a thrice-punctured disc, equipped with a fixed
neighbourhood vse of each end e. Let T be a set of labels for the boundary components
which is either (i) (o_, L,0?), or (ii) (L,0_,0%), with L € A, and 0,0_ € X. Pick a map

(2.8.10) ®y: S — Ham(X)

which agrees with the identity on the components labelled o_ and L, and with a parametri-
sation of the path ® along on the component labelled by o (specifically, we require that it
interpolate between the identity along the end corresponding to the label L and the map ¢
on the end labelled by o_). Applying these Hamiltonians to the Lagrangians L, X,_, and
X,, yields moving Lagrangian boundary conditions on S (see Figure

In order to straightforwardly appeal to the reverse isoperimetric inequality, we require
that the restriction of the path ®y to each end vge agree away from a fixed compact subset
of the interior of vg Y, with (i) ¢ along the boundary component labelled by o and (ii) the
identity on every other component. This restriction is exactly the same as the one made in
the choice of perturbations used to define the Floer cohomology groups of fibres with L, or
in Section for pairs for fibres. We choose a family of almost complex structures on X
parametrised by S, whose restriction to vge is obtained from J(Y.) by a choice of strip-like
ends. We denote by R(Y) the corresponding moduli space of stable holomorphic discs.

qu'
2
P Xq, [
% 0,0> Ty R(o-,L,0%) |L

Xq

o_

FIGURE 9. The boundary conditions for elements of the moduli spaces
R(o—,0% L) and R(o_, L,0?).

We write Xg for the total space of the boundary conditions labelled ¢ and ¢, modulo the
relation which identifies each component of the inverse image of vge to the corresponding
fibre; this is a fibre bundle over a pair of closed intervals. We consider the equivalence relation
~, which is the identity in the interior, and which is given, at a boundary Lagrangian labelled
by an end e, by collapsing the components of the intersection with vxY. to a point. We
equip this quotient with a metric such that norm of the homology class of a loop is bounded
by the length of the projection.

At this stage, we need to impose a constraint on the diameter of the polytopes labelled by
the elements of ¥. As before, the key point is that the moduli space R(Y) can be described
as the fibre over the pair (g,_,q,_) of a moduli space parametrised by a neighbourhood
of the diagonal in @ X @), consisting of pairs of points whose distance is smaller than the
convexity radius. Lemma provides a reverse isoperimetric constant C for elements of
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this parametrised moduli space, which allows us to impose the condition that the our chosen
cover of () satisfy the constraint that
1
2.8.11 diam N, < —
(2811) < o
for each o € X.
This condition ensures the convergence of the count of rigid elements of the moduli space

R(TY), yielding maps

(2.8.12) A(o_,0)®n L1(0-) = L1(0)
(2.8.13) L1(0) @ Re(0-) = A(o—,0).
Passing to cohomology, we obtain the maps

(2.8.14) HA(o_,0) @7 HLp(0-) — HL(0)
(2.8.15) HLp(0)®y HR(0-) = HA(o_,0).

2.8.2. Proof of Proposition . Consider the moduli space R4 of holomorphic discs with
4 boundary punctures, one of which is distinguished as outgoing. Given a quadruple T =
(L,o_,L',0%), with 0,0_ € Q and L,L' € A, we denote by Ry a copy of R4 with the
corresponding boundary labels, and by

(2.8.16) St = Ry

the universal curve over this moduli space. Recall that Ry is homeomorphic to a closed
interval, with boundary given by the two possible configurations of stable discs consisting
of two components each of which is disc with 3 punctures. These configurations are distin-
guished by the fact that the node is labelled by the pair (L, L’) in one case and by (o_,0?)
in the second.

FIGURE 10. The boundary conditions for different elements of R(L,o_, L’,0?).

We choose families of strip-like ends for all surfaces over Ry, which we assume are
compatible with those made in Sections [2.6.6] 2.7.1] and [2.8.1] over the boundary strata.
The choices made in these sections also determine moving Lagrangian boundary conditions
on the fibres over the boundary. We extend these choices to arbitrary surfaces representing
elements of Ry, compatibly with gluing near the boundary of the moduli space, in such a
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way that the moving Lagrangian boundary conditions are (i) constant (with value X, , L
and L') along the boundary segments with label o_, L and L', and (ii) given by a family of
paths with endpoints on X,_, interpolating between the constant path and the concatenation
of the path ®X,  from X, to ¢(X,, ) and its inverse along the remaining boundary. Our
previous choices also determine families of almost complex structures on X parametrised
by the fibres over the endpoints of the moduli space; we extend them to a family Jg over
each curve S in Ry in such a way that the almost complex structure along the boundary
components labelled L and L’ respectively agree with Jr and Jr., and the restrictions to
the ends agree with the choices made in the construction of the Floer cohomology groups.

Each such surface is equipped with a decomposition which we call the thick-thin decom-
position; for a surface far from the boundary, the thin parts are neighbourhoods of the ends
where the boundary conditions are locally constant and the almost complex structure is
obtained by pull-back from an interval by a choice of strip-like end. For a surface near the
boundary, there is an additional component coming from the gluing region. Each component
© of the thin part has a corresponding subset vx© of X equipped with a compact subset
of the interior away from which the restrictions to © of the boundary conditions and the
almost complex structures are constant.

For each surface S € Sy, let X denote the fibre bundle over the pair of closed intervals
obtained from the subset of S labelled by 0% and o_ by collapsing the components of the
intersection with the thin part. We denote by X g/~ the quotient of Xg by the equivalence
relation which, in each fibre corresponding to a component © of the thin part, identifies the
components of the intersection with vx© to points. As before, we pick a metric on this
quotient so that the lengths of loops in the quotient provide a bound for the norm of the
homology class in a fibre.

By the results of Appendix [A] we can find a constant C' which uniformly controls the
length of the projection to Xg/~ of the boundary of Jg-holomorphic curves in X with the
above boundary conditions. We then require that

1
2.8.17 di —.
( ) jamvxo < 5C

By construction, we have an evaluation map
(2.8.18) R(Y) — Crit(L,0_) x Crit(o_, L") x Crit(L',o) x Crit(L, o).

Choosing the data generically, the count of rigid elements of these moduli spaces thus induces
a map

(2.8.19) Rp(0-) ®a Lr(0-) = Homp (L (o), LL(0))
which gives a homotopy for the following diagram
Rp(0-) @ Li(o-) CF*(L,L')

(2.8.20) l l

HOIIIA(,CL/(O'),Z(O'_,O')) QA ACL(O'—) — HomA('CL/(U)7‘CL(U))’

because the boundary strata of R(Y) over the boundary of Ry correspond to the two
compositions. Passing to cohomology, we obtain the commutativity of Diagram (2.1.13)).

2.8.3. Compatibility of the maps of left modules. We now prove the commutativity of Dia-
gram (2.8.4). Consider pre-stable discs equipped with two boundary punctures, one of which
is distinguished as outgoing and the other as incoming, and with one boundary marked point.
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Let R3 2 denote the moduli space of stable maps from such discs to (D?)? such that the
projection to each factor has degree 1, the outgoing end maps to —1 in both factors, the
incoming end maps to +1 in the first factor, and the boundary marked point maps to +1
in the second factor. This moduli space is a 2 dimensional manifold with corners which is
homeomorphic as a topological manifold with boundary to a closed disc.

We can label each element of this moduli space by a disc equipped with a pair of in-
terior marked points (in addition to the given boundary punctures and marked points),
corresponding to the inverse image of the origin under the two maps: there is a unique
point on the boundary of this moduli space where these marked points agree, lying on the
stratum where both maps to the strip are supported on a component of the domain which
is collapsed to the outgoing end by the forgetful map to R3 (see the left side of Figure .
This corresponds to an embedding

(2.8.21) R21 X R3 C Ra2,

and gives rise to the composition of the top and right arrows in Diagram (2.8.4).
We have as well an embedding

(2.8.22) Rs x (Ra1)” C Raz,

shown on the right of Figure [11} and corresponding to the corner stratum of the right
hand side given by the configuration where the components carrying the degree 1 maps
project (under the forgetful map to R3) to the boundary marked point and to the incoming
puncture. For the appropriate choices of Lagrangian boundary conditions and families of
almost complex structures, this embedding corresponds to the composition of the bottom
and left arrows in Diagram (|2.8.4)).

To construct a homotopy in Diagram (2.8.4)), we fix a path

(2.8.23) ﬁ:},,g C ﬁgg

interpolating between these two strata.

Let o be a basepoint in ¥, L a Lagrangian in A, and 7, 7_ elements of ¥,. Let T denote
the sequence (L,7_,7%), and denote by ﬁl a copy of the space ﬁ&g , with corresponding
boundary labels on the complement of the boundary marked point. Let Sy denote the
universal curve over Ry.

Over the boundary boundary stratum of Ry labelled by a configuration with two disc
components, the boundary labels are given by (L, 7%) on the disc carrying an interior marked
point, and (L,7_,7%) on the other. The first case was already considered in Section
where we chose a path of Lagrangians between the pairs (Lo, X4, ) and (L;, X, ). In the
second case, we use the triple of constant Lagrangians (L., X, , Xg, )-

Over the other boundary stratum of Ry the choice of moving Lagrangian boundary
conditions is immediately obtained from the choices made in Sections for the disc with
labels (L, 7?), in Section for the disc with interior marked point with labels (7_,7%),
and in Section for the disc with labels (L, 7_,7%).

We now pick families of moving Lagrangian boundary conditions, which are Hamiltonian
along the boundary labelled L, and almost complex structures on the universal curve over
R, which near the endpoints of this interval, are obtained by gluing, up to a perturbation
term supported in the thick part away from the boundaries in which we apply the reverse
isoperimetric inequality. In this way, we achieve transversality using standard methods for
the corresponding moduli space R(Y), while still being able to appeal to Lemma to
ensure the existence of a uniform reverse isoperimetric constant for elements of this moduli
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FIGURE 11. The boundary of the moduli space giving rise to the homotopy
between the two compositions in Diagram (2.8.4). On the right, the com-
ponent carrying the output corresponds to the left side of Figure [9 while
the other two components correspond to the right side of Figure [5 and to
Figure [/} On the left, the component carrying the output corresponds to
the right side of Figure [7] while the other component corresponds to the
right side of Figure 5| The two interior marked points on the right have
collided on the left.

space. To avoid bubbling problems, we assume that the family of almost complex structures
at each point z along the boundary condition labelled L agrees with J;. We also assume
that the boundary condition at the marked point with label (7_,7%) agrees with X, , so
that we have an evaluation map

(2.8.24) R(Y) = X, .

Assuming that the diameter of vgo is sufficiently small relative to the reverse isoperi-
metric constant for this moduli space, the count of elements of the fibre product

(2.8.25) TR(Y) =R(Y) XX, T(o,0)
space defines a homotopy for the diagram

Po,(P:_,P;) ®a LL(P;.) — LL(P;)

(2.8.26) i i

A(T—,7) ®p L(T) ——— L1(7).
Passing to cohomology yields the commutativity of Diagram (2.8.4)).

2.8.4. Comparison with the map to the perturbed diagonal. In this section, we prove the
commutativity of Diagram ; most of the arguments are essentially the same as in
the previous section, except that we shall encounter a moduli space with a boundary facet
containing a node for which the boundary label is given by a pair of Lagrangians which
agree. This requires us to add to the moduli space an additional component consisting of
pairs of discs connected by a gradient flow line of varying length. This type of additional
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cobordism appears throughout the literature when combining Morse-theoretic and Floer-
theoretic moduli spaces.

o o
DA Ve
¢
e
< . >L 4 . L <
X K
o o

£=0 ,
r = —00 r=0

iy
g

FIGURE 12. The boundary of the moduli space giving rise to the homotopy
between the two compositions in Diagram (2.8.5)).

Given a triple ¥ = (7—, L, 7) with L € A and 7,7— C N, as before, we shall construct a
moduli space interpolating between the two moduli spaces defining the compositions being
compared. To this end, we let Ry denote a copy of the space R3 2, which we now think
of as parametrising discs with 3 boundary punctures and 2 interior marked points whose
position is constrained, as illustrated in the middle and right of Figure

Over the boundary stratum of Ry labelled by a configuration consisting of three discs, the
moving Lagrangian boundary conditions are given by the choices made in Section for
the two discs carrying marked points, and by those in Section for the thrice-punctured
disc.

Over the other boundary stratum of R, the choice of basepoint o € ¥ yields moving
Lagrangian conditions on the boundary of the disc carrying the interior marked point, which
were fixed in Section We forget the labels on the second component, and consider the
constant boundary conditions (X, L, X, ). Note that these two conditions are compatible
because, near the marked point, the boundary conditions considered in Section are
constant with value X,_; this is why we label the middle of Figure [I12| with a node connecting
the two components (instead of a pair of ends with matching labels).

As in the previous section we interpolate between these two boundary conditions, and
the corresponding choices of almost complex structures, to obtain a moduli space R(Y),
equipped with an evaluation map:

(2.8.27) R(Y) — Crit(L, o) x Crit(co, L) x Crit(r_, 7%).

There is a reverse-isoperimetric constant for these moduli space, with respect to which we
impose the condition that the cover be sufficiently small.
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The stratum of the boundary of this moduli space corresponding to discs with 3 compo-
nents evidently gives rise to the composition

(2.8.28) J*HRp s = HRy — Homuy, (j*HLL -, A),

around the left and bottom of Diagram (2.8.5). The other boundary does not, however,
correspond to the other composition, because it should involve a Floer cohomology group
of local systems over X, _, which has been defined using Morse theory.

We therefore introduce a space T |90} (0, o) of (perturbed) gradient flow lines of f, , with
arbitrary length, which is equipped with a natural evaluation map

(2.8.29) Tlo.e0)(0,0) = X2,

corresponding to the two ends of the flow line. The boundary is covered by a copy of X, on
which the evaluation map is the diagonal (corresponding to the gradient flow line of length
0), and the closure of the codimension 1 stratum

(2830) T+(07 0) ><Crit(a,a‘) 7-—(0.5 0')

which corresponds to gradient lines of infinite length. The compactification is obtained by
allowing broken flow lines with multiple components, i.e. by adding the strata:

(2831) 7—'+ (Uv 0) X Crit(a,0) 77-(03 U) X Crit(a,0) T- (07 U)'
We now define TR(Y) to be the union of R(Y) with the fibre product
(2832) ﬁ(Ieout) XXqq 7-[0,00] (U’ 0) XX, ﬁ(aa L, U)a

where T._,, = (7_,7%). By construction, we have an evaluation map

(2.8.33) TR(Y) — Crit(L, o) x Crit(e, L) x Crit(r_,7%).

For generic choices of Floer and Morse data, this moduli space gives rise to a homotopy for
the diagram

Lr(Pr) ®r Rp(1—) —— Pog(1—,7)

(2.8.34) l l

Lr(T) @ R(T2) ——— A(7_,7).

Passing to cohomology, and using adjunction, we obtain the commutativity of Diagram
(12.8.5]).

3. HIGHER MODULI SPACES

In this section, we consider the families of holomorphic curves which will be used in the
Ao refinement of the constuctions of Section [2] We separate considerations of convergence
and transversality by proceeding in two steps: (i) we first write families of equations with
moving Lagrangian boundary conditions for which we state reverse isoperimetric inequalities
that are robust under a certain class of perturbations, then (ii) we perturb these equations
to achieve transversality among the Lagrangian boundary conditions and regularity for the
moduli spaces of holomorphic curves, within the allowable class.
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3.1. Abstract moduli spaces of discs. A stable tree is a finite tree T' with edges E(T)
and vertices V (T') such that the valency of every vertex is larger than or equal to 3; we write
F(T) for the set of flags (v, e) (i.e. a pair consisting of an edge and an adjacent vertex). We
allow edges which are adjacent to a single vertex, and which are called external and form
a set denoted E**(T'). Given a vertex v of T, we write T;, for the tree consisting of those
edges adjacent to v; this is a tree with a single vertex, and with edge set that we denote
E,(T).

A stable ribbon tree is a tree as above, equipped with a cyclic ordering of the edges
E,(T) for each vertex. We shall more precisely consider rooted ribbon trees, i.e. ribbon trees
equipped with a distinguished external edge (the root) which we call outgoing, forming
the singleton E°%*(T) C E(T). The remaining external edges are called incoming and are
denoted E'™P(T). The path from any vertex v to the root determines a unique outgoing
edge 9" of T,; we call the remaining edges adjacent to v incoming, and we denote the sets
of incoming and outgoing edges at a vertex v by E"P(T') and ES"*(T). The cyclic ordering
and the choice of outgoing edge give rise to a unique ordering of E,(T") compatible with the
cyclic structure with the property that eS" is the last element.

The cyclic ordering also determines an isotopy class of proper embeddings of the cor-
responding topological tree in the plane, and the choice of outgoing edge determines an
ordering of the components of R? \ T given counterclockwise starting with the component
which is to the left of the outgoing edge when directed outwards. Given a set A, each finite
sequence Y of elements of A consisting of E°**(T") elements induces a map

(3.1.1) m(R*\ T) — A.

We assign to each edge e of T the ordered pair Y. consisting of the labels of the two regions
adjacent to e, with the convention that, if e is oriented towards the outgoing edge, the
label which is to the left appears first. We denote by T, the induced label on the tree T,
associated to each vertex v.

Let us fix a Riemannian metric on Q satisfying Condition (2.2.18). In this section, we
shall consider as labels (finite) sequences Y of elements Q I1 Q% II A (where Q% = Q x {¢})
such that

(i) there are at most dim Q + 1 distinct elements of Q (respectively Q%), and at

(3.1.2) most 2 elements of A appearing in T (ii) the elements of Q (respectively Q%) are
consecutive in YT and are contained in a ball of radius 1, and (iii) any elements
of Q% appear last.

In other words, the sequence is of the form

(3.1.3) (L1y--oy Ljy gy vygq1, LY, ..y ;C,q‘f,...,qg’)

where 0 <j+k<2and 0</{,r <dim@ + 1.

Given such a label T, let Ry denote the moduli space of stable holomorphic discs with (i)
a boundary marked point for each cyclically successive pair of elements of Q or Q¢ in T and
(ii) a boundary puncture for each other cyclically successive pair of elements of T. We require
that the cyclic ordering induced by the ordering of Y correspond to the counterclockwise
ordering around the boundary of the disc. There are thus |T| punctures and marked points
in total, and the boundary components of the complement of the marked points are labelled
by the elements of Y. In addition, there is a distinguished puncture corresponding to the
first and last element of Y, which we call outgoing. For each tree T labelled by T, we then
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define

(3.1.4) Ry= [[ Rr..
veV(T)

We distinguish the subset

(3.1.5) vdee(T) C V(T)

consisting of vertices with degenerate labels, i.e. such that the label is contained in Q or Q?.
Each map T — T” which collapses internal edges induces an inclusion

(3.1.6) Ry = Ry

and the tree with a unique vertex corresponds to the moduli space Ry. Moreover, if T — Y’
is a map of ordered sets which collapses successive elements that are equal, we obtain a
(forgetful) map of moduli spaces

(3.1.7) ﬁ'r — ﬁ'r/.

Let Sy denote the universal curve over Ry. For L € A, g € @, and ¢ € Q?, we denote
by 0rS~, 0,Sr, and 3(‘1’58T the corresponding boundary segment of the complement of the
marked points. We write oSy and ngr for the union of boundary components labelled
by elements of Q or Q%.

. =T =T .
For each tree T', we write Sy for the fibre over the stratum R+y. This space decomposes
as a disjoint union of components labelled by the vertices of T':

(3.1.8) Sy= ][ 3%
veV(T)
(3.1.9) Sy i=3r, xz, Rr.

‘We shall need to consider certain moduli spaces of discs with conformal constraints, which
depend on a choice of basepoint ¢, on Q. Consider ordered subsets Y of QI Q% II A of the
form

(3.1.10) (Lyq1,---,9¢)

(3.1.11) (@-r»--+5q-1,L)

(3.1.12) (@=rs- ey G=1,G05- - q7)
(3.1.13) (Lygery-rq-1,0%,- -, q))
(3.1.14) (@=rs---ra-1,L,a?,. ... q)),

where all elements of Q and Q¢ are within distance 1 of g,.

In the first three cases above, we define ﬁl to be the moduli space of stable degree
1 maps to D? whose domain is a pre-stable disc with boundary marked points labelled
by successive pairs of elements of the sequence Y both of which lie in Q of Q%, and a
puncture for the remaining two cyclically successive elements of T (again, we require that
the counterclockwise ordering on the boundary of the disc corresponds to the order of the
elements of T). We only consider maps so that the outgoing end maps to —1, and the
incoming puncture labelled by (L, q1), (¢9-1, L), or (g—1, q‘f) maps +1.

In the last two cases, we define Ry to be the inverse image of the 1-dimensional subman-
ifold R3 2 C R32 fixed in Section in the moduli space of stable maps from a pre-stable
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disc with boundary marked points or punctures given as before by cyclically successive ele-
ments of T to (D?)2, so that the image of the outgoing end under both factors is —1, and
the ends labelled by (L,q_,) and (q_l,q‘f) in Equation (3.1.13) (respectively by (g1, L)
and (q‘f,qg’ ) in Equation (3.1.14)) map to +1 under the two factors. The map to Rs 2 is
thus obtained by forgetting all marked points labelled by pairs consisting of two elements
of Q or two elements of Q.

Remark 3.1. There is a minor difference between the moduli spaces Ry for Y given by Equa-
tions (3.1.13) and (3.1.14). In the first case, we consider R 2 as parametrising discs with one
boundary marked point, and two punctures, while in the second, we have three boundary
punctures. The difference will be apparent when we discuss the boundary conditions that
will be imposed on these moduli spaces.

The boundary strata of Ry are also labelled by trees. To describe them, we begin
by associating to each stratum of Ra; or R32 a rooted ribbon tree T equipped with a
distinguished subset of vertices denoted M (T') (marked vertices) consisting of those vertices
which correspond to disc components carrying a non-trivial map to a disc. For Ra 1, we
thus obtain a tree with a unique bivalent node, and no other vertices. In the same way,
each boundary stratum of Ry corresponds to a ribbon tree with a distinguished set of
vertices M (T) C V(T') which are allowed to be bivalent, and such that the tree obtained by
forgetting all incoming edges with labels pairs of elements in Q or Q? corresponds to a tree
labelling a boundary stratum of Rs; or R32.

We distinguish the set of vertices V*(T') C V(T') with the property that they separate
an incoming Floer edge from all nodes. Writing Y7 for the sequence obtained from Y, by
replacing all points in Q or Q% by g., we have natural product decomposition

(3.1.15) Re= [[ Re.x [[ Re:x  J]  Re.
veM(T) veV*(T) v€M(T)UV*(T)

Remark 3.2. The distinction between ﬁ“f; and Ry, is entirely formal, as the two spaces
are naturally homeomorphic. As indicated by the labelling of Figure we shall use these
moduli spaces to extend the construction of Section which should indicate to the
reader why we introduce this notation.

As in Equation (3.1.5), we also define the set V4°&(T") C V(T') \ M(T) to consist of those
vertices with label T, contained in Q or Q.

By construction, elements of Ry correspond to curves with at most two incoming ends.
We set the labels on these incoming ends to be

(3.1.16) YTe=(L,q«) or Te = (g«, L),
while for all other ends we use the ribbon embedding from Equation to set the label.

Let Sy denote the universal curves over Ry, obtained by restriction of the universal
curve over Ry. As before, given a tree T, the fibre gg over ﬁ; can be written as a union
of components labelled by vertices of T', and which we denote gul. We have
St, xz, Ry veM(T)
(3.1.17) Sy = 8r. xp.. R veEV(T)

Sr, Xz,

v

T A
XRe, Ry otherwise.



62 M. ABOUZAID

FIGURE 13. A representation of two elements of the same moduli space
R(XY), and the trees labeling the strata they lie on. The solid square vertices
are in M(T), the open square vertex in V*(T'), and the open circle in
Vdes(T).

3.1.1. Strip-like ends, gluing charts, and thin-thick decompositions. Recall that a positive
(respectively negative) strip-like end on a Riemann surface S is a holomorphic map

(3.1.18) [0,00) x [0,1] = S or (—o0,0] X [0,1] = S

which is a biholomorphism in a neighbourhood of a puncture. We shall equip the outgoing
puncture of a curve in Ry with a negative strip-like end, and all other punctures with positive
strip-like ends. As in [26], Section (9f)], we make this choice consistently for all curves in Ry
and for all labels T . The key consistency condition is that, near the boundary strata of R,
the strip-like ends are compatible with the gluing maps which are constructed as follows:
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for each tree T labelling a stratum of Ry, the choices of ends induces an open embedding
(the gluing map)

(3.1.19) Ry % (0,005 — Ry.

This open embedding lifts to the level of universal curves, so that the choice of strip-like

ends on curves parametrised by ﬁ? induces strip-like ends on curves in the image of the
gluing map, and we require that the choice of ends be induced by the gluing map whenever
the gluing parameters are sufficiently large.

Fixing the identification of (0, oc] with (—1,0] which takes R to —e™, we obtain charts

(3.1.20) Ry x (=1,018D - Ry

which equip the moduli space with the structure of a smooth manifold with corners (the
easiest way to prove that this is a smooth structure is to realise these moduli spaces are
submanifolds of Deligne-Mumford spaces of closed genus 0 Riemann surfaces with marked
points).

The gluing map lifts at the level of universal curves to a map

(3.1.21) Sx x (=1,01ET) — S,

which is surjective over the image of the gluing map at the level of moduli spaces. The same
discussion applies to the moduli spaces R: choices of strip-like ends induce gluing charts
near the boundary strata, which lift to the universal curve.

The gluing charts equip each curve S in Ry or Ry with a thick-thin decomposition:
the thin part will be the union of the image under the gluing maps of (i) the strip-like
ends, (ii) the curves corresponding to degenerate vertices, and (iii) curves which become
unstable upon omitting repeated elements of @ or Q¢. The thick part is the complement.
We associate to each component © of the thin part the subset vx© of X given by (i) the
empty set if all labels appearing on the intersection of the boundary with © are contained
in @ or Qg, (ii) the set vx Y. if © contains the image of an end e under gluing. Here, we
set vxT to be (i) X if T is degenerate and (ii) the set vx L if T consists of an element of
QUQ? and L € A, and (iii) the set vx(X, N¢X,) if T = (¢—,q%).

By construction, any two ends with images in ©® have the same label, so this definition
is consistent (it is important here to distinguish ends from marked points).

Finally, for each S in Sy, we fix neighbourhoods v89g S and 1/8(‘55’ in S of the corresponding
boundary components of S, which are compatible with gluing, only intersect each other in
the thin part, and whose union forms an open set in the universal curve. If S contains a
component with degenerate labels, we assume that such a component is contained in ©¥9gS

or uags as long as there is a part of the boundary with the corresponding label. We write
v9oSy and V@égr for the union of such neighbourhoods over all points S € Rr.

We also choose such neighbourhoods of the boundary components of S € Sy; the only
difference is that the neighbourhood v0gS and VBgS should intersect in the union of the
thin part with a neighbourhood of any marked point with label in Q II Q%.

3.2. Unperturbed families of equations. We continue to work with a fixed metric on
the base @ satisfying Condition (2.2.18). The key property which shall use is that, for such
a metric, the intersection of any two geodesic balls of radius less than 2 is either empty or
contractible since it is geodesically convex.
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3.2.1. Paths of fibres. For each non-degenerate sequence T of the form given in Equations
(3.1.10)—(3.1.14)), we choose maps

(3.2.1) qr: oSy = Q

(3.2.2) 0% 95Sy = Q,

whose value along each segment labelled by g € @ lies in the ball of radius 1 about this

point, and varying smoothly in the choice of labels. We require these maps to satisfy the
following additional properties:

(1) (Values along the ends) The restrictions of gy and q?r’ to the intersection of each
end with 9,Sy and 8g’gr are constant with value g.
(2) (Compatibility with gluing) For each tree T labelling a boundary stratum of Rr,

the restrictions of gy and qi’; to a neighbourhood of ﬁ? are obtained by gluing in
the sense that the following diagram commutes in a neighbourhood of the origin:

(3@35 il 8835) X (—1, O]E(T) — 8Q§T I 833'1‘

(3.2.3) W} J{q’ruq’?
Q.

(3) (Compatibility with boundary) For each tree T labelling a boundary stratum of

Ry and vertex v € V4°8(T), the restriction of gy and ¢% to Sy is constant (note
that such components are disjoint from the ends, so this condition is independent
of Condition [I| above). If v is not a degenerate vertex, these data are compatible
with (gr,, q%}) in the sense that we have a commutative diagram

008y 1958y —— 88y, L83 Sy,

(3:2.4) i S
Q.

(4) (Forgetful maps) If T is obtained from a sequence Y’ by repeating elements of Q
or Q%, the choices of paths are compatible with the induced forgetful maps in the
sense that the following diagrams commute:

an'r Emd 8Q§T, 8g§'r Emd 62';3@
(3.2.5) \J \ l
Q Q.

(5) (Forgetting ¢) If T is an ordered non-degenerate subset of Q¢ IT A, and 7Y the
corresponding ordered subset of @ IT A, we have a commutative diagram

84Sy —— 9gSxr
(3.2.6) l
Q. /

The construction of such paths proceeds by induction on the number of elements of T, and
the bound on the lengths of the paths ensures the contractibility of the corresponding space
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of choices, ensuring that there is no obstruction to extending the choices from the boundary
strata to the interior of the moduli space.
Next, we consider the moduli spaces associated to a choice of basepoint ¢, € Q. For each

sequence T of the form given in Equations (3.1.10)—(3.1.14), we choose maps

(3.2.7) ar: 98t = Q

(3.2.8) gf: 958y = Q

varying smoothly in the choice of labels (and in the choice of basepoint g, which we leave

implicit in the notation), and whose restriction to each boundary segment labelled by ¢ € @
lies in the ball of radius 1 about this point. The key condition is that:

(1) The maps have value g, near any marked point or node with label given by one
element in Q and one in Q%.

We require these maps to satisfy the following additional properties, which are entirely
analogous to those listed above:

(2) (Values along the ends) The restrictions of gy and qﬁ to the intersection of each

end e with 9,8y and 8¢Sy are constant with value g if e is an outgoing end, and
g« if e an incoming end. -
(3) (Compatibility with gluing) For each tree T labelling a boundary stratum of Rr,

the restrictions of gy and qi to a neighbourhood of 3; are obtained by gluing.
(4) (Compatibility with boundary) For each tree T labelling a boundary stratum of Ry
and vertex v € V(T), the restrictions of the maps ¢y and q% to gvl agree with (i)

constant functions if v is degenerate, (ii) the maps gy, and qi?v if v is a node, (iii)

the constant function ¢, if v € V*(T'), and (iv) the functions gy, and q%) in the
remaining cases.
(5) (Forgetful maps) If T — T’ is a map of labels, then gy and qi?, are obtained from

gy’ and q% by composition with the forgetful map.

Note that Condition above is compatible with Equation (3.1.16)), which sets the labels
for incoming ends to consist of an element of A and the basepoint g,.

3.2.2. Deformation of the diagonal. Recall that we chose a Hamiltonian diffeomorphism ¢
in Section We now pick a map

(3.2.9) Oy: 05Sy — Ham(X)

such that the following properties hold:

(1) (Values along the ends) the restriction to an end e agrees with ¢ if T, = (0_,0?)
and with the identity otherwise. -
(2) (Compatibility with gluing) For each tree T labelling a boundary stratum of Ry

the restriction of ®y to a neighbourhood of ﬁ§ is obtained by gluing in the sense
that the following diagram commutes near the origin:

8835 x (1,010 ——— 92 Sy

(3.2.10) w) FT

Ham(X).
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(3) (Compatibility with boundary) For each tree T labelling a boundary stratum of Ry
and vertex v € V(T') the map ®r is (i) constant if v is degenerate and (ii) otherwise
agrees with ®y_ in the sense that we have a commutative diagram

058y —— 9538,

(3.2.11) \ FT”

Ham(X).

(4) (Forgetful maps) For each forgetful map T — Y’, the following diagrams commute:

05Sy —— 95Sv

(3.2.12) \ l

Ham(X).

(5) (Forgetting ¢) If Y is an ordered subset of Q% IT.A, ®~ is constant with value the
identity map.

Again, the construction proceeds by induction on the number of elements of T'; while the
space of Hamiltonian diffeomorphisms may not be contractible, it is easy to lift all choices
to the space of paths based at the identity in Ham(X). In this way, all obstructions to
extending choices from boundary strata to the interior vanish.

Similarly we consider a family

(3.2.13) By: 95Sy — Ham(X),
such that the following properties hold:

(1) The restriction to a neighbourhood of a node or marked point with label in Q x Q¢
is constant with value the identity.

(2) (Values along the ends) the restriction to each end e agrees with ¢ if Y. contains
an element of @, and with the identity otherwise.

(3) (Compatibility with gluing) For each tree T' labelling a boundary stratum of Ry

the restriction of ®y to a neighbourhood of 3? is obtained by gluing,.

(4) (Compatibility with boundary) For each tree T labelling a boundary stratum of Ry
and vertex v € V(T), the restriction of ®y to Sy agrees with (i) a constant function
if v is degenerate, (ii) the map ®y if v is a node, (iii) the identity if v € V*(T),
and (iv) the map @y, otherwise.

(5) (Forgetful maps) Whenever Y is obtained from Y’ by repeating elements of Q or
Q?%, ®y is obtained from ®~/ by composition with the forgetful map.

3.2.3. Choices of almost complez structures. Let J denote the space of w-tame almost com-
plex structures on X. For simplicity, fix an almost complex structure J, on X which we
will use to define the Floer theory of the perturbed diagonal (i.e. of fibres with their image
under ¢), and recall that we have chosen an almost complex structure Ji, associated to each
L € A, and subsets vx Y of X for each pair YT of labels. For each sequence T as in the
preceding sections, we consider maps

(3.2.14) J4: v0gSy UvdhSy —3
(3.2.15) J%: v0oSy UvdhSy —4
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satisfying the following conditions:

(1) (Values along the ends) Away from a fixed compact subset of the interior of vx T,
the restriction to each end e is constant, with value Jz, if L € T, and Jy otherwise.
(2) (Compatibility with gluing) For each tree T' labelling a boundary stratum of Ry or

Ry the restrictions to a neighbourhood of ﬁ? or ﬁ; are obtained by gluing.
(3) (Compatibility with boundary) For each tree T labelling a boundary stratum of Ry
or Ry and non-degenerate vertex v € V(T), the restriction of J% or J¥ to Sy or

31} agrees with the almost complex structure associated to Y.

(4) (Forgetful maps) The choice of almost complex structure is compatible with forgetful
maps associated to repeating elements of Q% or Q.

(5) (Forgetting ¢) The choice of almost complex structure is compatible with the pro-
jection Q¢ — @ if T contains no element of Q.

3.2.4. Reverse isoperimetric constant. For each curve S in Ry or Ry, the paths gy and q?

or gy and qi? determine a closed manifold with boundary Xg, homeomorphic to two copies
of the product of a fibre with [0, 1] in the first case, and one such copy in the second case,
and obtained from the boundary conditions over gS and 825’ by identifying the fibres over
each component © C S of the thin part. We define the equivalence relation ~ on Xg to
collapse the intersection of the fibre over © with each component of vx© to a point. The
assumption that this intersection is contained in a disjoint union of balls allows us (as in
Lemma to fix a metric on the quotient so that, for each loop in Xg, the length of the
projection to Xg/~ bounds the norm of the corresponding homology class in H;(X,,Z) for
any q on the path gy or q?.

Given a curve S in Ry or Ry, let u: S — X be a map such that u(z) lies (i) in vxL
if 2 € 918, (ii) in Xgp(z) or Xgp(z) if 2 € 98, and (iii) in @T(z)Xq$(z) or @I(z)qu(z) if

z € BgS. Each such curve has an evaluation map
(3.2.16) du/~: OgSTIBES — Xg/~.
Let £(0u/~) denote the length of this curve.

Lemma 3.3. There is a constant C (depending on the collection of Lagrangians and the
choices of almost complex structures) such that, for each choice of labels Y satisfying Con-

dition (3.1.2), we have
(3.2.17) £(0u/~) < CE9%°(u) + a constant independent of u

for each curve u with boundary conditions as above, whose restriction to v0QS and 1/885’
are holomorphic with respect to the complez structures fized in Section[3.2.3. Moreover, for
each components © of the thin part of S, this constant is independent of the restriction of
the complex structure and the Lagrangian boundary conditions to © X vx©.

Proof. This is a consequence of Proposition which concerns reverse isoperimetric con-
stants for families. Indeed, the existence of such a constant for each curve S follows from
Lemma The assumption that the Floer data are compatible with gluing and boundary
strata implies that we can use Lemma to conclude that the constant can be chosen
uniformly for S in Ry or Ry for any finite collection of labels. The fact that @ is compact
implies that the constant may be chosen uniformly if the number of labels on the boundary
is bounded. The assumption that the data are compatible with forgetful maps, and the
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constraint that T contains at most n + 1 distinct elements of Q or Q¢ implies that the
constant may be chosen uniformly. O

3.3. Perturbed equations. We now return to the context of Section [2, and consider a
finite cover @@ by integral affine polygons with the property that the intersection of any
collection consisting of more than n + 1 element is empty. Letting ¥ denote the set of
collections of elements of the cover with non-empty intersection, which is partially ordered
by inclusion, we obtain a cover {P,},ex of @ which has dimension n (i.e. the maximal
length of any totally ordered subset of ¥ is n+ 1). We assume that this cover is sufficiently
fine that we can pick a contractible set N, for each element of 3, which includes P, whenever
P, intersects P,, and such that

1
3.3.1 diam Ny < min(1, =),
( ) iam N, < min( SC)
where the constant C' is the one from Lemma [3.3] For each o € X, we choose a basepoint
qs € P,, which we think of as a map

(3.3.2) Lo Q.

As before, we write ©¢ for ¥ x {¢}, whose elements are equipped with the same choices of
basepoints. We assume that these basepoints are chosen so that the Lagrangian fibre X,
is transverse to each element L of A, and that the pair (X, ,$X,. ) is transverse for each
pair (o,7) € X.
Let T denote an ordered subset of X IT £¢ IT A such that
(i) all elements of ¥ (respectively $¢) are consecutive and are increasing with
(3.3.3) respect to the partial order on %, (ii) all elements of $% appear last, and (iii) all
elements of 4 are distinct.
In other words, the sequence is of the form

(3.3.4) (L1y... Lj,0—p,...;0_1, LY, ..., ;C,ag’,o‘f,...,azs)

where 0; < 0;41. In this paper, we shall only consider the cases j + k < 2.
We have a map of labelling sets

(3.3.5) TUX?TA— QUQ?PIA,

so that any curve S € Ry is equipped with moving Lagrangians boundary conditions along
the boundary components 9xS and 8;5 by the construction of Section By abuse of
notation, we write

(3.3.6) gr: 0=8tr = Q
(3.3.7) ¢%: 858y = Q

for these paths.
Next, we fix an element o € ¥, and consider an ordered subset T of ¥, I £¢ II A, such
that

the image 7Y under the map ¥ — @ is one of the sequences in Equations (3.1.10))—
(3.3.8) (3.1.14)), and such that the corresponding ordered subsets of ¥ and X% respect
the partial ordering.

We write Ry for Ry, and shall set g, = ¢, in all future constructions. We have the
same product decomposition as in Equation (3.1.15)), replacing YT} by Y9, i.e. the sequence
obtained by replacing all elements of ¥ and X% by 0. We also impose the analogue of



HOMOLOGICAL MIRROR SYMMETRY WITHOUT CORRECTION 69

Equation (3.1.16), and set the labels of the incoming ends to be either T, = (L,0) or
Y. = (o,L).

3.3.1. Families of almost complex structures. For each non-degenerate pair T in SIIX?11.A4,
we fix a map

(3.3.9) J(Y): [0,1] — Js

which is constant outside of vx YT with value Jy, and agrees with Jr on an endpoint corre-
sponding to L € A. Recall that we set vxT = X if T is a subset of A, so that there is no
obstruction to choosing such a family for a pair (L, L’).

We pick families of almost complex structures

(3.3.10) Jr: Sy =4
(3.3.11) Jy: Sy —J

subject to the following constraints:

(1) (Restriction to the boundary) In the thick part, the restriction to the neighbour-
hoods of the boundary components labelled by elements of X 11 X¢ agree with those
fixed in Equations (3.2.14)-(3.2.15).

(2) (Restriction to the thin parts) Over each component © of the thin part, J(Y) or
J(T) are constant away from vx©.

(3) (Restriction to the ends) Sufficiently far along each end e, J(Y) and J(Y) agree with
Jy, under a choice of strip-like end (it is important here to keep Equation (3.1.16))
into account).

(4) (Compatibility with gluing) For each tree T' labelling a boundary stratum of Ry
or Ry, the restriction of Jy to a neighbourhood of the corresponding boundary
stratum asymptotically agrees with the map obtained by gluing. In the case of R,
this means that the diagram

85y x (=1,0F@ —— Sy

(3.3.12) X l o
d

commutes up to a perturbation which is supported in a compact subset, and which
vanishes to infinite order at the origin.

(5) (Compatibility with boundary) For each tree T labelling a boundary stratum of Ry
or Ry and vertex v € V(T) such that T, is non-degenerate, the restriction of J(T)
or J(Y) to Sy or Sy agree with the pullbacks of J(Y,), J(Y9), or J(T,).

(6) (Forgetful maps) J(Y) and J(T) are compatible with the forgetful maps associated
to repeating elements of ¥ or X¢.

(7) (Forgetting ¢) For each sequence T in ¢ I A, J(T) agrees with J(7T).

3.3.2. Moduli spaces of pseudoholomorphic discs. Given a choice of Hamiltonian paths Hy
and almost complex structure Jy, we define the moduli space R(Y) as the space of isomor-
phism classes consisting of an element S € Ry and a finite energy Jy-holomorphic maps u
from a pre-stable curve whose stabilisation is S to X, with (moving) Lagrangian boundary
conditions given by (i) L along 015, (ii) ®v (X4, ) along 05, and (iii) <I>T(Xq$) along 8%S.
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Returning to the context of Section [3.2.4] we now consider the (topological) energy F(u)
defined as in Section The following result follows immediately from Lemma [3.3| and
the proof of Lemma, [2.45)

Corollary 3.4. Every element u in R(YT) or R(Y) satisfies the reverse isoperimetric in-
equality

(3.3.13) £(0u/~) < %E(u) + a constant independent of u.

The finite energy condition implies that we have a natural evaluation map
(3.3.14) R(T) = [ Crit(T.)

where the product is taken over all ends of elements of R, i.e. over all external edges e of the
underlying tree T whose label T, is non-degenerate (i.e. not contained in ¥ or $¢). We have
a similar map for R(Y), and denote the fibre over a collection z, € Crit(Y.) of intersection
points by R({z.}) in either case. The following result is then a standard consequence of
regularity theory for holomorphic curves; for its statement, we fix the constant codim which
vanishes for the moduli spaces R(Y), and equals the codimension of Ry C Ry for the
moduli spaces R(Y).

Lemma 3.5. For generic choices of Floer data (Hv, J(Y)) and (Hv, J(X)) the moduli space

R(Y) and R(X) are regular. In particular, R({z.}) is a topological manifold with boundary
of dimension

(3.3.15) Y| — 3 — codim + deg(zeont) — Y deg(ae),

e;éeout

which is stratified by the topological type of the underlying curve, and the interior of each
stratum is a smooth manifold.

This space is naturally oriented relative the tensor product of the orientation lines of Ry
or Ry with 0z 0w ® Qec Binp(T,) 0y . The boundary is covered by the inverse image of the
boundary strata of Ry or Ry, together with the union, over all ends e of elements of Ry
or Ry, of the images of the fibre products

(3316) ﬁ(T) X Crit(T.) ﬁ(’re) or ﬁ(I) X Crit(T.) ﬁ(’re)
O

3.4. Parametrised Morse moduli spaces. In Section 2| we constructed various moduli
spaces as fibre products of moduli spaces of discs and gradient flow lines, along common
evaluation maps to Lagrangian fibres (see [12] and [15]). This construction is not sufficiently
flexible in general, as iterated fibre products may not be transverse. The standard solution
is to take perturbations of the Floer equations and the gradient flow equations which depend
on the abstract configuration being considered. For our applications, it suffices to perturb
the gradient flow lines, so we adopt this simplified context.

3.4.1. Morse and Floer edges. Let T be a rooted ribbon tree with a label T by elements of
L IIE? 11 A as in the previous section. We define a decomposition

(3.4.1) E(T) = EF\(T) 11 EM°(T")
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into Floer and Morse edges as follows:

(3.42) 20 edge labelled by a pair in ¥ or in X¢ lies in EM°(T). All other edges lie in
o E¥Y(T).

We have a corresponding decomposition of the set of flags of T' into Floer and Morse flags:

(3.4.3) F(T) = FF(T) 11 FM°(T).

To edges in EM°(T'), we shall associate (perturbed) Morse flow lines in a Lagrangian fibre
of X — @. To this end, we set the space of allowable lengths for each edge e of T' to be

= _ J[0,00] ee€ E™(T)
(344 Te= {{oo} e € E=Y(T).’

For each vertex v, recall that T, denotes the ordered subset of T obtained from the
labels of the components adjacent to v, starting again with the component to the left of the
outgoing edge e5"*. Note that we have a canonical identification between the punctures of

an element of Ry, and the Floer edges of T,,, and between the boundary marked points and
the Morse edges. We define

(3.4.5) ﬁT,’r = H ﬁ'ru X H ’Te
veV(T) e€ EMo(T)

Similarly, given a fixed element o € X, and consider an ordered subset Y of X, II Eﬁ mA
satisfying Condition (3.3.8). Referring back to Section and setting V(T to be V*(T)
in order to account for the fact that we have chosen o as a basepoint, we similarly define

(3.4.6) WT,I = H ﬁlv X H ﬁTg X H ﬁ'rv X H 7-5.
veM(T) veVe(T) v@Ve (T)UM(T) e€ EMo(T)
Identifying T, with the interval [—1,0] via the map R —e~E, we obtain the structure
of a manifold with corners on this space. The corner strata are products of the corner strata
of Rr,, Rrs, and Ry  according to the topological type of the corresponding stable disc,

and the stratification of 7, according to whether the length is 0, non-zero and finite, or
infinite. To have a better description of the boundary strata of 7Rz v, we write

(3.4.7) TifR;,T = H ﬁ’rg X H 7-ea

veV(T) e€ EMo(T)

for an isomorphic copy of TRz, whenever T is a sequence of the form

(3.4.8) (Ly00,...,00)
(3.4.9) (0—py...,0-1,L)
(3.4.10) (0—ry--- ,0_1,0'8’, e ,af),

and all elements of ¥ above lie in Y.

Remark 3.6. We stress the difference between W;J and TRry-. In the first case, the
labels for Morse edges are given by pairs of elements of Y, and hence can include elements
of ¥ which differ from the basepoint o. In the second case, all Morse edges have label (o, o).

For each map T — T which collapses internal edges, and v a vertex of T, let T, denote
the subtree of 7" whose vertices are those mapping to v, and whose edges all are edges
adjacent to such vertices. We have a natural identification of strata

(3.4.11) ﬁ'p/’r D) ﬁgl’r - ﬁT,T
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given on one side by the locus where the lengths of all collapsed edges vanish and on the
other by the inclusion ﬁ% C Rr,. We obtain the space

(3.4.12) TRy= |J TRrx/~

[Eex(T)|=|T|

by gluing the spaces TRz, along their common strata. Restricting to trees labelling the
boundary strata of Ry, we similarly obtain:

(3.4.13) TRr= |J TRrx/~
|Bex(T)]=| |

We can stratify the boundary of 7Ry in such a way that the strata are indexed by trees
T labelled by T:

(3.4.14) TRy = [[ TRzt
veV(T)

Such a stratum corresponds to collections where each Floer edge of T can be identified with
the node of a broken disc, and where the Morse edges of T have infinite length. In particular,
the codimension 1 boundary strata are given by a choice of tree T' with |Y| external edges,
together with a distinguished internal edge e € E which is either (i) the unique internal
Floer edge or (ii) the unique internal Morse edge whose length is specified to equal co. Such
a stratum is naturally homeomorphic to the product

(3.4.15) TRy xz X TRy xts

where T, and T." are the trees whose vertices are those vertices of T whose path to the
outgoing edge respectively passes through e or avoids it; the labels T+ are inherited from
T, and we note that there are distinguished external edges

(3.4.16) et € E™YTE)

which is the outgoing edge of T,,, and the incoming edge of T, corresponding to e.
We have a similar description for the moduli spaces 7Ry y with constraints, whose
boundary strata are given by

(3.4.17) ﬁ;:z H WTU,LX H ﬁ;v,rvx H TRz, x.,

veEM(T) veEV e (T) vg Vo (TYUM(T)

where T is required to label a boundary stratum of Ry. With the exception of strata
corresponding to the boundary of R in the cases corresponding to Equations and
, the boundary strata again have either a unique Floer edge, or a unique Morse edge
of infinite length.

Remark 3.7. Since we have chosen to give a uniform description, our construction in the
case T is a subset of Q) is slightly more complicated than strictly necessary for the intended
application of construction an A, category with objects given by a sufficiently fine covering
of Q: the moduli space Ry can be thought of as the union of the moduli space of discs
with points marked by successive elements of T with collars of all its boundary strata.
By collapsing the moduli spaces of discs to a point, one obtains a map from 7R~ to the
corresponding Stasheff associahedron labelling metric ribbon trees (the metric corresponds
to the collar coordinate). Having assumed that the Lagrangian fibres do not bound any
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holomorphic discs, the construction of the A, category can proceed entirely by Morse-
theoretic methods, as in [15], B]. As a consequence of Remark below, our construction
ultimately yields an isomorphic category (i.e. with A, operations that are equal).

We associate to each Morse edge of T' a universal interval over 7Rz y: first, we define
Z, for r € [0,00) to be the interval [0,r]. We extend this to 7 = oo, by setting

(3.4.18) Too =TI, 1IZT_.

We equip the space

(3.4.19) Toe = J[ I
r€[0,00]

with the natural topology away from r = oo, extended to the latter by the requirement that,
for each positive real number R, the sets

(3.4.20) II ©0,R)and [ (-R,0]

R<r<oco R<r<oo
be open, where on the right side we identify the interval (—R,0] with (r — R,7] over r €
(R, 00]. We then define

B f[(],oo] e € Eint (T)
(3.4.21) T.:={[0,00) ee E™(T)

(—00,0] e€ E°(T)

and note that we have a natural projection map
(3.4.22) .o Te.

for all Morse edges of T'. -
Pulling back the universal interval over T . yields the universal interval associated to the
edge e:

(3.4.23) Irx = TRrx.
and the union over all Morse edges is the universal interval over TRr v
(3.4.24) Iry — TRrx,

which is again equipped with a natural smooth structure. The two universal intervals over
the codimension 1 strata of 7Rz, y are naturally isomorphic. We have an entirely analogous
construction of a universal interval

(3.4.25) Iry - TRrx.

3.4.2. Morse data and moduli spaces for pairs. Given a pair of elements T = (Yo, T1) of
Y or Xy, let QT denote the intersection vYTo NvgYTi. Recall that X, ,y denotes the
restriction of the torus bundle X — @ to vQY; we pick a distinguished fibre X, which we
equip with a metric, and with a Morse-Smale function

(3.4.26) fri Xgp = R

Pick in addition a Lagrangian section over vgY, as in Remark [2.15} which induces a trivi-
alisation of X,y by parallel transport. We write

(3.4.27) P27 X, o Xy
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for the induced map of fibres over points ¢,¢’ € v, Y. For simplicity of notation, we may
sometimes omit the subscript from the above maps.

We extend the definition of Morse data given in Equation as follows: for a non-
negative real number r, we define

(3.4.28) Vi (T) = C°(Z,, C™(Xgy, TX gy ))-
For the case r = 0o, we define
(3.4.29) Voo (T) =V (T) x V_(T),

and recall that we require that elements of V. (T) correspond to a family of vector fields
parametrised by Z., which agree with the gradient vector field outside a compact set. We
then define

(3.4.30) Voo (1) =[] Vr(T).
r€[0,00]

Exactly as in Section [2.2.4) we define 7¢(Y,V), for e € {£}II [0, 00), to be the set of
pairs (v,€), with v a path in X, with domain Z, and £ € V() satisfying the perturbed
gradient flow equation ‘;—Z = €. We also define

(3.4.31) Too (T, V) = T_ (T, V) Xcrity T+(T, V),

and obtain the union

(3.4.32) Toa(T,V)= [ 7(T).
r€[0,00]

By adding to 74 (Y, V) the fibre products at the ends with the space 7 (T) of gradient flow
lines, we obtain a fibrewise compactification of T4 (Y, V) over V,, which we denote T (T, V).
In the case @ = 0o, the boundary stratum is given by

(3.4.33) T-(1,V) Xcrity T(T) Xcrity T4(T, V).
Taking the union over r € [0, 00], we obtain the space

which maps to V[p,o.)(T) with compact fibres.

3.4.3. Morse moduli spaces for labelled trees. Let T be a tree labelled as in Section For
each edge in EM°(T), we define

Vi(Ye) X TRy if e is external
Vio,o)(Ye) X7, TRry otherwise.

(3.4.35) Ve(Y) = {

In particular, for any edge e, there is thus a natural projection map
(3.4.36) Ve(T) — ﬁT,T-

The fibre product of these spaces over TR,y for all e € EM°(T) defines the space of Morse
data

(3.4.37) VT(T) — WT,T-

We can define spaces V%(Y) = TRy, y and V7 (Y) — TRy y in exactly the same way.
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A section of V7(Y) thus consists of a choice of perturbed gradient flow equation for
each edge e € EM°(T), metrised according to the image of this point in 77, and hence
corresponds to a map

(3.4.38) Z. = C®(Xgy, , TXqy, )-

for each Morse edge e. We shall assume that such a map is smooth, and moreover agrees to
infinite order, along the boundary of the moduli space, with the map obtained in gluing.

We shall moreover pick the data consistently in the following sense: identifying the ele-
ments of E(T) \ {e} and E(T/e), we assume that the following diagram commutes for each
Morse edge €’ of T

o [TRAy —— IT/e TR

(3.4.39) \ l

X‘IT e/ 7TXqTE/ )

In addition, for each Morse edge e of T', and for each edge €’ # e+ of T:F (with corresponding
edges ¢’ € E(T)), we require the commutativity of the diagram:

76/ R— — 76/ —
Lrx| TRy vz X TRyy vy — Loz x| TRz v

(3.4.40) \ l

C*(Xqr,, TXqx,)-

We impose the analogous condition that the restrictions of the Morse data associated to e
agree, upon restriction to this boundary stratum, with the pullbacks of the data associated
to e+ on the respective components.

Such sections determine moduli spaces

(3.4.41) Te(Y) = TRz,

for each Morse edge e, which compactify the parametrised moduli space of (perturbed)
gradient solutions corresponding to e. The same construction yields moduli spaces
(3.4.42) To(Y) = TRTy

(3.4.43) Te(X) = TR,

whenever e is a Morse edge of a tree labelling a boundary stratum of ﬁfr or Rr.

Remark 3.8. Note that, while we have an identification TR;T = TRr -, the spaces

To(Y) and T.(T?) are spaces of perturbed gradient flow lines for Morse functions which
are a priori different, over fibres which themselves may be different.

For each flag f containing e, we have an evaluation map
(3.4.44) To(T) = X!

qr.’?

while for each infinite end of e, we have an evaluation map

(3.4.45) Te(Y) — Crity,,

so we obtain a decomposition of T(Y) into components T (z; Y) labelled by such critical
points.
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Lemma 3.9 (c.f. Theorem 1.4 of [15]). For generic choices of admissible Morse data,
the moduli spaces To(Y), To(Y), and T.(X) associated to an internal Morse edge e are
manifolds with boundary of dimension equal to

(3.4.46) n+ |Y| — 3 — codim

where codim is as in Lemma [3.5. This manifold is naturally oriented relative the tensor
product of the orientation line

(3.4.47) | Xgr, | = AT X,y

of Xgy, with the underlying abstract moduli spaces, and has boundary given by the inverse
image of their boundaries under the evaluation map.

Ife is a external edge, then To(x;T), To (x;T), and T o(z; X) are manifolds with boundary
of dimension

(3.4.48) {" — deg(z) + || — 3 — codim e € E™P(T)

deg(z) + | Y| — 3 — codim e € E°(T)

which are naturally oriented relative the tensor product of the orientation line of the un-
derlying moduli space with | Xq, | ® det) in the first case, and det, in the second case (see
Equation ). The inverse image of each stratum of the underlying abstract moduli
space is again naturally a submanifold, of the same codimension. There is an additional
boundary stratum of codimension 1, given for T (Y) by

(3.4.49) T(YTe) Xcrit(r.) Te(T)
and similarly for To(Y) and Te(Y).

Sketch of proof. Whenever e is an internal edge, the interior of T (), T, (Y), and T.(Y) is
by construction the product of X,, with the (interior of) moduli space TRz v, and hence
has dimension given by Equation : the identification goes via picking a section of the
universal interval over the interior of 7Rz, which allows us to describe the moduli space
as the space of solutions to a family of ODE’s (prescribed by a point in TRr, y) with initial
conditions given by a point in X, . Whenever the chosen Morse function is Morse-Smale,
transversality of ascending and descending manifolds implies that the inverse images of each
codimension k boundary stratum of T ¢(T), T (), and T(Y) is a manifold of dimension
n+ |T| — 3 — (codim +k). Gluing of (half)-gradient flow lines establishes that the union of
the interior with these boundary strata is a topological manifold with boundary (in fact, it
can be equipped with the structure of a smooth manifold with corners, but we shall not use
this).

The argument for external edges is entirely analogous, keeping in mind that det, is the
orientation line of the stable manifold of the critical point x, whose dimension is given by
deg(z), and that the direct sums of the tangent spaces of the stable and unstable mani-
folds of z is naturally isomorphic to T'X,,_, so that the unstable manifold has orientation
line isomorphic to Xy, | ® dety. Equation (3.4.49) accounts for the boundary stratum
corresponding to breaking of gradient trajectories along either end. O

Consistency of the choices of data implies that the two moduli spaces over each codi-
mension 1 boundary stratum of the boundary are naturally identified: in particular if e
is an internal edge, then the inverse image in T.(T) of the stratum £(e) = oo, which is
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homeomorphic to the product ﬁT; ro X TRTj s is naturally identified with the fibre
product

(3.4.50) Te-(T) XCrit(Ye) Te+ (),

along the evaluation maps associated to the edges ey (see Equation (3.4.16])). We have the
same type of decomposition for boundary strata associated to edges of 7, (T) and T ¢(Y).

3.5. Mixed moduli spaces. Let T be a rooted ribbon tree labelled by Y. Given a choice
of Floer data as in Section and Morse data as in Section we obtain moduli spaces
of holomorphic discs for all vertices and of gradient flow lines for all Morse edges. We shall
define mixed moduli spaces as fibre products with respect to evaluation maps to the fibres.
In order to specify these evaluation maps, we need to make some additional choices:

For any Morse flag f of a tree T labelling a boundary stratum of Ry, Ry or Ry, we pick
maps

(3.5.1) qé: ﬁ'p"r — IJQTf
(3.5.2) a7 TR x — vQYy
(3.5.3) ¢ TRry = vy

subject to the following constraints:

(1) (Value at marked points) For each vertex v such that T, is degenerate, the values of

q!;, q{.’”, or q{f for flags containing v agree. If T, is non-degenerate, ql;Cr is constant

with value q,, while q{A (or qi) agrees with the value of the path gy, or qﬁ?v (resp.

qr, or q% ) at the corresponding marked point of the surface in Sy, (resp. EL,)'
(2) (Compatibility with boundary) The two values of the maps q{a and q£ over each
boundary stratum of TRz, T Ry, or T Ry agree.

To clarify the last condition, recall that we have given a description of each boundary stratum
as either a product of lower dimensional moduli spaces, corresponding to the breaking of a
disc giving rise to a Floer edge or of a Morse edge having infinite length, or as a boundary
stratum common to two different moduli spaces, corresponding to a Morse edge having
length 0, or the breaking of a disc giving rise to a Morse edge.

Let X% denote the pullback of X to a bundle over TR~y under the map q{A. For each
Morse flag f = (v, €), we have a natural evaluation map

(3.5.4) Teo(T) = X4
obtained by applying ¥~ in order to identify the fibres of X!; with X, . We also have a
map from R(Y,) Xy WT,T to the same space, obtained by evaluation at the marked

point associated to e. Let XX define the fibre product over 7Ry of the spaces X2 for all
Morse flags over TRy. We then define the mized moduli space as the fibre product

TRr(T) II 7-x)x JJ Crit(re)

k e€EMe(T) e€EFY(T)

|

II R(rw) xz, TRrxy ——— XFx [ Crit(Yy).
veV(T) fEFFYT)

(3.5.5)
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Unwinding the definition of the fibre product, we find that an element of 7R () consists
of (i) a point in TRrv, (ii) a gradient flow line in 7 over this point in TRz y for each
Morse edge e in T', (iii) an intersection point of the corresponding Lagrangians at each Floer
edge e of T, and (iv) a holomorphic map in R(Y,) over the projection to Ry,. At each
Morse flag v € e, we require that the evaluations of the gradient flow line in 7 .(Y) (at the
end of e) and of the curve in R(Y,) (at the marked point corresponding to €) agree as points
in X{, while at each Floer flag v € e we require the asymptotic conditions for the elements
of R(Y,) to be given by the intersection point of Lagrangians chosen for e.

Taking the same fibre product construction yield moduli spaces TR(Y) — ﬁ;,r, as
well as moduli spaces with constraints

(3.5.6) TRr(X) = TRrx.
Taking the evaluation map at all external edges yields the map
(3.5.7) TRr(Y)— [ Crit(Y.),
e€ Eext(T)

whose fibre at a collection = {z.} of critical and intersection points we denote TRr(z),
and similarly for the other two moduli spaces.

Lemma 3.10. For generic Floer and Morse data, the moduli spaces TRr(z), TR(T),
and TRr(X) are manifolds with boundary of dimension

(3.5.8) |T| — 3 — codim + deg(zeout) — Z deg(ze),
c€ Enp(T)

where codim s as in Lemma(3.5 This space is naturally oriented relative the tensor product
of the tangent space of the underlying moduli space with

(3.5.9) oo ® X 6.
e€EP(T,)
The codimension 1 boundary strata of TRr(Y), TR(Y), and TRy (X) are given by the
inverse images of the boundary strata of the corresponding abstract moduli spaces TRr v,
ﬁ;r, and TRy, together with (i) boundary strata associated to each external edge e €

B (T)

(3.5.10) {TRT(T) X Crit(Te) T(Te) e € EM°(T) N E=<(T)
TRr(Y) Xcriv(r.) R(Ye) €€ EFY(T) N E™4(T)

and (ii) boundary strata associated to each internal flag (e,v) of Floer type

(3.5.11) ﬁT; (Y7) Xcriser.) R(Te) Xcnit(r.) ﬁTj ().

We analogous descriptions for the boundary strata of TR(Y) and TRr(Y).

Sketch of proof. We have already established that each of the moduli spaces in the bot-
tom right and top left corner of Diagram are generically topological manifolds with
boundary, equipped with smooth structure in the interior of each stratum; to prove the first
statement, it suffices to show that one may in addition assume that their fibre product is
transverse as stratified-smooth manifolds, i.e. that the restriction to the interior of each
stratum is transverse.

The key point is that, in each fibre product over X?;, one of the factors is a Morse
gradient flow line, and that the inhomogeneous data for flow lines is allowed to vary with
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respect to the parameter in the abstract moduli space of stable discs and metric trees.
The description of the boundary strata for generic choices is then a consequence of the
description of the boundary strata of each constituent moduli space: the moduli space
R(Y,) has boundary strata associated to breaking of pseudo-holomorphic strips at the
ends, and the moduli space T.(Y) has boundary strata associated to breaking of gradient
trajectories. In the case of external edges, the corresponding stratum of the moduli space
of maps incorporates a matching condition at one of the ends of the strip or the gradient
flow line, corresponding to the fibre product over Crity,. In the case of internal Morse
edges, the breaking of gradient trajectories is incorporated into the length parameter of
the corresponding flow line becoming infinite, and so does not give rise to a new boundary
stratum. Finally, in the case of an internal Floer edge, we consider the decomposition of the
tree T into the trees T, and T, as in Equation (3.4.15)), and obtain a boundary stratum
consisting of elements of the moduli spaces TR, (Y, ) and TR+ (TF) together with a
pseudo-holomorphic strip which matches the asymptotic conditions of these moduli spaces;
there are two such boundary strata, corresponding to whether we consider the pseudo-
holomorphic strip as having bubbled from the moduli space of discs associated to either of
the two vertices to which it is adjacent. |

Since the data are chosen consistently for different trees T', there are codimension 1 strata
which appear in pairs: given a Morse edge e, we have a map
(3.5.12) TRr(D)TRz'y = TR/ (DITRTy
corresponding on the left to locus where this Morse edge has length 0, and on the right to
the locus where it appears from a breaking of holomorphic discs.

Taking the union along the identification induced by Equation over all T with
d + 1 external edges and no interior edges of Floer type, we obtain a moduli space TR(Y)
which admits an evaluation map to Crit(Y,) for each external edge as before. The same
construction yields moduli spaces TR’ (T) and TR(Y). We denote by TR(zo, Z4,...,z1)
the fibre over points in J] ¢ gex Crit(Ye), with zo corresponding to the output. For consis-
tency of notation, whenever T is a pair of elements of our labelling set, and (z,y) is a pair
in Crit T, we write

(3.5.13) TR(z,y) = {T(w, y) if z and y are critical points of a Morse function

R(z,y) if z and y are intersection points of Lagrangians.

Lemma 3.11. If the asymptotic conditions (zg, Z4,...,%1) satisfy
d
(3.5.14) d — 2 — codim + deg(zo) — Z deg(z;) =1,
i=1
then TR(xo,Zd,...,%1) is a 1-dimensional manifold with boundary. The boundary decom-

poses into strata labelled by the codimension 1 boundary strata of TRr, Ti’Rfr, or TR,
together with the boundary strata

(3.5.15) TR(zo,90) X TR(Yo,Tdy---,T1)
(3.5.16) TR(X0, Ty - -+, Yiy---,T1) X T R(Yi, T5)-
O

Remark 3.12. As a special case of the above construction, we consider a subset T of . The
moduli spaces above will be used to define the A, structure on a Fukaya category with
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objects indexed by the elements of . Note that all vertices of a tree labelling a stratum
of this moduli space lie in V9°(T') (see Equation (3.1.5)), which implies, according to the
conditions imposed in the construction, that all pseudo-holomorphic discs with boundary on
a fibre that appear in the construction of 7R(Y) in this situation are ordinary holomorphic
discs with trivial inhomogeneous term, and constant boundary conditions. Since we have
assumed that all such discs are constant, we conclude that rigid elements of the moduli
space 7 R(Y) can only contain holomorphic discs with three marked points, as any moduli
space with more than three marked points passing through any point would have higher
dimension. Since the moduli spaces of constant discs with three marked points form a copy
of the fibre, they can be forgotten from the description of the rigid moduli spaces TR(Y),
which thus agree with the corresponding moduli spaces of rigid gradient trees.

4. CHAIN LEVEL CONSTRUCTIONS

The cover ¥ of @ chosen in Section will be fixed for the remainder of this paper.
Our first task is to refine the global structures from Section 2| to the A, level. We then
proceed to the local case, and establish the equivalence between local and global invariants.
One minor difference with the cohomological construction is that the local category will
have objects labelled by additional choices of basepoints. This leads to a quasi-equivalent
category with many more objects, which is easier to make into the target of our functor.
The classification of objects up to quasi-isomorphism will be the same as in Section

4.1. Statement of the cochain-level results. We shall begin, in Section [4.2] by proving
Proposition this means that we first construct the category F with objects given by
elements of 3, and morphisms given by Equation , from which we see that cohomolog-
ical category of ¥ is naturally identified with the category HF introduced in Section 2| As
discussed in Remark the structure constants of this category can be expressed entirely
in terms of Morse theory, because we have assumed that the fibres bound no non-constant
holomorphic discs. Next, associated to an element L of A, the left and right A,, mod-
ules £, and Ry, over F have underlying cochain complexes that were introduced in Section
and we shall construct the map from Equation (1.3.5), which we are trying to prove
induces an isomorphism on cohomology. As described in the introduction, our strategy for
proving that Equation (1.3.5)) is an isomorphism proceeds by showing that its composition
with Equation factors as in Diagram (1.6.4). The cochain complexes, morphisms,
and the homotopy in this diagram, are also constructed in Section before the proof of
Proposition [1.8]is given.

It is clear from the statement of Proposition [1.8|that Theorem [I.I]would follow by showing
that each of the three arrows which can be composed counterclockwise in Diagram (|1.6.4)
are isomorphisms. It is easiest to see this for the middle arrow:

Lemma 4.1. For each L € A, the left module L admits a filtration whose associated graded
modules are isomorphic to left Yoneda modules over F.

The above result is proved in Section Using the tensor product of A, modules
(see, e.g. [24] Section 2] for a discussion that’s compatible with our sign conventions), we
conclude:

Corollary 4.2. The natural map
(4.1.1) Homgr(EL/,Z) Qg L1 — Homg(ﬁy,z@)? ﬁL)

18 a quasi-isomorphism.



HOMOLOGICAL MIRROR SYMMETRY WITHOUT CORRECTION 81

Proof. This is a special case of the following general situation: we have a pair £y and £; of
left modules over an A, category C and a bimodule P, and consider the map

(4.1.2) Hom, (Eo, P) Qc L1 — HOch(ﬁLO, P Q¢ ﬁl)

The Yoneda Lemma implies that the above map is an isomorphism whenever £, is a Yoneda
module. A filtration argument then implies that the above map is an isomorphism whenever
L1 admits a filteration with associated graded modules which are quasi-isomorphic to Yoneda
modules, which proves the desired result. |

As in Section the remaining two arrows are shown to be isomorphisms by reducing
the global computation to a local one: given an element o € X, let ¥, denote the full
subcategory of F with objects 7 € ¥,. We introduce as in Section the notion of a local
A bimodule, which is an A, bimodule P over F with the property that

(4.1.3) P(o,7) is acyclic whenever P, N P, = ().

By the computations of Sections and [2.7.3) the left and right modules A(c,_) and
A(_, 0) satisfy this assumption. We have the following variant of Lemma

Lemma 4.3. For each left module L over F, and each local bimodule P, the natural maps
(4.1.4) Homg (L, P)(0) — Homy, (L, P)(0)

(4.1.5) P g, L(o) > P g L(0)

are quasi-isomorphisms.

Proof. We consider the map in Equation (4.1.5): the length filtration of the bar complex,
with associated graded complex given by the direct sum of complexes
(4.1.6) P(og,0) ®r F(04—1,04) ®p - - ®p F(o0,01) ®a L(00)-

By assumption, P(04,0) is acyclic unless 04 € ¥,. On the other hand, if 7 € ¥,, and
there is a non-trivial morphism p — 7 in F, then p € X,. Thus the only way for the above

complex to not be acyclic is if all other elements of the sequence (og4,...,00) to lie in X, so
that the inclusion of bar complexes induces an isomorphism on the cohomology of associated
graded groups. The argument for Homs (L, P) is entirely analogous. O

Having reduced the main result to a local computation, we now proceed, as suggested
by the results of Section [2] by comparing the global constructions to local ones. To this
end, we introduce a category Po, whose objects are pairs (g, P) consisting of a polytope P
contained in the neighbourhood vgo of P, fixed in Section [3| and a point ¢ € P, and whose
morphisms are constructed using (perturbed) gradient flow lines, of Morse functions that
depend on the choice of pair (g, P). We construct this category in such a way that we have
a strict Ao, embedding

(4.1.7) j: Fy = Pog,

which at the level of objects assigns to P, the pair (g, P;), and at the level of morphisms and
compositions is achieved by copying the choice of Morse functions (and perturbations) used
in the construction of the non-zero morphisms of F, when constructing the corresponding

morphisms and compositions arising in the image of j.
We then construct modules £y, , and Ry, ., as well as a map of right modules

(4.1.8) R, = Homg, (L1, Apo, ) -

The comparison between local and global constructions is summarised by the following
result, from Section [4.4) below:
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Proposition 4.4. There are quasi-isomorphisms of modules over F,

(4.1.9) §*Apo, = A
(4.1.10) 3 Lre — LL
(4.1.11) J*Ree = Re

which fit in homotopy commutative diagrams of right F, modules

j*:RL,O' — Homffa (j*['L,cnj*APoa)

(4.1.12) l \

RL _— HOmga ([;L,Z) — HOHI(}“U (j*‘CL,G')K)
and of left F, modules

J*Apo, ®5, j* Lo — L1

(4.1.13) l i

Z@f{a Ly, ——— Lg.

This reduces the computations of the global modules over the local category, to compu-
tations of the local modules. In Section 4.5 we prove the A, analogues of Proposition [2.36)

and Lemma 2.41}

Lemma 4.5. The natural maps

(4.1.14) J*Rp o(0) = Homyg, (*LL o, 5" Apo, (0,-))
(4.1.15) J*Apo, (- 0) ®s5, j*Lr,o = j*LL,0(0)

are quasi-isomorphisms.

This is the final ingredient which we need in order to prove the main result of this paper:

Proof of Theorem[1.1. The results of [6] imply that the functor is faithful, so that it suffices
to show that Equation is surjective on cohomology. Proposition and Corollary
reduce this to showing that the bi-module A behaves like the diagonal bimodule when
tensored with £z, and that Ry is the space of left module maps from Ly to A. Both
statements are reduced by Lemma to each local category F,, and reduced further by
Proposition @ to the corresponding statement for the local modules £, , and Ry, ,, and
the pullback of the diagonal of Po,. Lemma thus completes the argument. O

4.2. Global constructions. We start by constructing the category F: given a sequence of
objects T = {0;}%_,, the Ay operation

(4.2.1) pl: F(og_1,04) @ -+ ®a Foo,01) = Foo,04)
is defined by counting rigid elements of TR(T) as follows: given a collection z = (zo; 71, ...,%d) €
Crit (oo, . ..,04), we note that every element of TR(x) induces a map

P, P, P, P, P, Po
(4'2'2) Homf\(Uad—(il_jEd? Uo'd,cilﬂd) @A - Ba Homf\(Uaogﬂu Utfl ,%vl) - Homi\(Uao,?Eo, Utfd,czro)

obtained by parallel transport along all gradient flow line components (the boundaries of
all discs are constant in this case). Tensoring with the map on orientation lines induced by
Equation (3.5.9), we obtain the map

(4.2.3) bt F(O4—1,04) ®p -+ - ®A F(00,01) = F(00,04).
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We define the higher products as the finite sum

(4.2.4) pre= Y (1) s

uET R(z)

where " = 2 — d + Y degz;, as in [26]. The proof that these operations satisfy the Ay
relation goes back to Fukaya and Oh’s work [16] [15] (for a discussion incorporating our
choices of signs and perturbations, see [3]). We recall that the sign conventions in [26] are
associated to assigning to each generator its reduced grading.

Given a sequence Y = (L,01,...,0¢), with L € A and o0; € X, the module structure on
Ly, is defined by counting elements of TR(Y): for each z = (zo; z1,...,2z¢) € Crit(T) and
u € TR(zx), we obtain a map

Ps,_ P, P, P, P, Py
(4'2'5) Hom?\(UGefl,écea Uo'héz) QA - @A Hom?\( o1, U02,2$2) QA Usizy — UO’z,gﬂo
by parallel transport along the boundary of the disc components as well as along all con-
stituent gradient flow lines of u. Together with the map on orientation lines given by
Equation (3.5.9), a rigid element thus induces a map

(4.2.6) Pu: F(op—1,00) @A -+ QA F(01,02) @ L1(01) = LL(00).
We define the higher left module structure maps as the sum
—1|1 u
(4.2.7) pe = 3 (m)EHTE@,
yET R(z)
z€Crit(T)

where E(u) is the sum of the (topological) energies of the underlying strip, and the sign
"4 + 1 accounts for the fact that x¢ and z; are assigned their usual gradings, and all other
generators their reduced grading.

Lemma 4.6. The sum in Equation (4.2.7) converges.

Proof. Fix a path connecting a basepoint on X,, with the intersection point of this La-
grangian with each section ¢,,. This induces a norm on each Floer complex appearing in
Equation , and we shall prove that there are only finitely many elements u of the
moduli space such that valuation of y, is uniformly bounded by any given constant. As
U, is a composition of maps associated to gradient flow lines and to a holomorphic strip,
and the valuation of the maps associated to gradient flow lines is bounded, the valuation of
o, is thus bounded, up to a constant independent of u, by the product of the diameter of
elements of the cover {P,},cx with the length of the boundary of the strip. The latter is
bounded by the reverse isoperimetric inequality as in Lemma |3.3] and the result thus follows
from Gromov compactness. O

For subsequent use, we note the following result, which relies essentially on the assump-
tion that the Lagrangians that we consider are graded: Proposition implies that the
endomorphism A, algebra of each object of F has cohomology supported in degree 0, and
moreover than we have a natural quasi-isomorphism

(4.2.8) HF(o,0) = F(o,0).

This implies that, for each A, module over F, the filtration by degree of the restriction to
o is a filtration by submodules with respect to the action of H¥ (o, o).
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Lemma 4.7. For each 0 € X, and each Lagrangian L, the associated graded HF(o,0)-

module of L1,(c) splits as a direct sum of free modules, indezed by the intersection points of
L with Xg,.

Proof. Since we are considering a single element o € ¥, the only holomorphic discs that
appear in the computation of the module structure of L1,(¢) over F(o, o) are constant discs;
this implies that the action of HF (o, o) respects the direct sum decomposition, and the
proof that the module is free then follows from Corollary O

We now briefly outline how the remaining operations are constructed: if we consider
instead a sequence T = (L, L' o1,...,04), with L, L' € A and o; € X, then the count of
elements of TR(Y) induces a map

(4.2.9) CF*(L,L") — Hom (F(0¢—1,0¢) ®p - -+ ®p F(01,02) ®p L1(01), LL(00)) -

Regarding signs, we use the convention that the generators of CF*(L,L’) and L (oy) are
equipped with unreduced gradings, and all other are equipped with reduced grading.

Fixing L and L', and considering an arbitrary sequence of elements of ¥, we obtain the
map

(4.2.10) CF* (L, L,) — Homyg (ﬁL/,ﬁL) .

Letting Y = (60—, ...,0_2, L), the count of rigid elements of TR(Y) yields the structure
map

(4.2.11) uilklz_lz Rp(0_2) ®p F(o_3,0_2) ®p -+ QA F(0—p,0_rp1) = Rp(0_1)

for the right module Ry. Our sign conventions are again dictated by the requirement that
generators of Ry (o) are equipped with the unreduced grading; this corresponds to the fact

that the moduli space TR(z_1;Z—r41,.-.,Z_2) contributes with sign
-1
(4.2.12) H+1+ ) deg(z)
i=—r+1

in the definition of uilz. Considering the case T = (L,07,...,0.,L’) yields the map
(4.2.13) Rp (o) @A F(0r—1,0+) ®p -+ QA F(o1,02) ®p LL(01) — CF*(L/, L).
The structure map /,L%llr of the bimodule A

(4.2.14)
F(0e—1,00) ®n -+ ®p F(00,01) ®r A(0-1,00) ®p F(0—2,0-1) Qn - QA F(0—r, 0—r41)
- Z(U—T7JZ)‘

is obtained by the count of rigid elements of TR(Y), with T = (0_,...,0_2,0_1,08,0%,...,09).

If we consider instead a sequence T = (o_,... ,0_2,0_1,L,ag’,of, . ,af), we obtain a
map
(4.2.15)

F(oe-1,00)®A @1 F(00,01)OALL(00)OARL(0-1)R4TF (02,0 -1)®A - ®AT (0,0 _r41)
— Ao_r,00).
The maps associated to all such sequences for fixed L yield the map of bimodules:
(4.2.16) L1 ®x RL — A.
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Finally, the sequence Y = (L,0_s,...,0_2, J_l,ag’, Uf, e, af) yields the map
(4.2.17) B
F(00-1,00)®n" - @1 TF(00,01)OAA(0-1,00)®AT (02,0 1)@ - - ®AT(0—r, 0 —r11)®ALL(0—r) = LL(00)-

Fixing L, we obtain the map of left modules:
(4.2.18) Lr ®3~Z—)EL.

We now prove the commutativity of the main diagram:

Proof of Proposition[1.8 Given a sequence T = (L,0_,,.. .,0_2,0_1,L',08§,0f, .. .,UZ’),

the count of rigid elements of TR(Y) defines a map

(4.2.19)

F(o0-1,00)®n" - -®rTF(00,01)®ALL (00)DARL (0-1)@nTF(0_2,0_1)®A- - ®rTF(0_r,0_r41)®nLL(0_r) = LL(00),

which we rewrite by adjunction as a map

(4.2.20) Rp/(0-1) ®r F(0-2,0-1) @A -+ Qr F(O—p,0—ry1) ®p LL(0—1)

— Hom (F(0y—1,0¢) ®p -+ ® F(00,01) ®n L1(00), LL(00)) -
Fixing L and L', and letting the sequences of elements in X vary, we obtain a map
(4.2.21) Rp ®5 L1 = Homy (L1, L1)
which is a homotopy between the two compositions in Diagram O

4.3. Perfectness of left modules. The left module Y, associated to each element o of &
is given by

(4.3.1) Yo (1) = F(o, 7).

Because ¥ is a partially ordered set, and the morphisms in F from o to 7 vanish unless
o precedes 7 with respect to the partial order, we can associate to each of its objects a
different left module M, given by

F(o,0) T=0

432 M T) =

( ) o(7) {0 otherwise,

where the module structure of F(o, o) is the obvious one. The next result asserts that these
modules can be built from Yoneda modules. For the proof, we introduce the notion of a
module being supported at o € ¥ if its cohomology vanishes at every other object of F. By
definition, the module M, is supported at o.

Lemma 4.8. There is an iterated extension of Yoneda modules which is quasi-isomorphic

to M.

Proof. The proof is by induction on the number of elements larger than ¢ in the partial
ordering of X. By definition, the maximal elements correspond to objects o of F such that
F (o, 7) vanishes whenever 7 # o. This establishes the Lemma in the base case of maximal
elements. By induction, we therefore assume that the Lemma holds for all 7 larger than a
fixed element o.

The fact that X is partially ordered provides a filtration of every left module with sub-
quotient direct sums of modules supported on elements of ¥. Applying this to the Yoneda
module Y, the quasi isomorphism between F(o, 7) and F(, 7) implies that Y, is filtered by
modules quasi-isomorphic to M. for ¢ < 7. Applying the induction hypothesis, we conclude
that the Yoneda module Y, admits a filtration so that one subquotient is quasi-isomorphic
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to M., and all others are iterated extensions of Yoneda modules. This implies that M, is
itself obtained as an iterated extension of Yoneda modules, proving the result. O

From the above, we conclude:

Proof of Lemma[{.1 Consider the filtration of £}, associated to the partial order on . The
subquotient associated to each object o € X is the complex Ly, (o) as a module over F(o, o).
By Lemma L1,(c) admits a filtration as a module over I'¥=, with associated graded
quotient that is free. Since the inclusion map I'’* — F(o,0), is a quasi-isomorphism, the
conclusion is immediate. ]

4.4. Local constructions. In this section, we revisit the local constructions from Section
and lift them to the A, level. We start in Section by constructing the category
Po, associated to an element of ¥, which admits F, as an embedded subcategory (recall
that this is the full subcategory of F with objects 7 € X,). We then briefly indicate how
the constructions of Section [4.2 can be adapted to produce left and right modules over Po,
associated to each Lagrangian L € A, and the local duality map from Equation . We
then use the moduli spaces constructed in Section to prove Proposition [1.8

4.4.1. The local category of (based) polytopes. We shall give a relatively convoluted defini-
tion of the category Po,, which ensures that there is a strict A, embedding ¥, C Po,. The
basic idea is that we can think of the structure maps of Po, as counting either (perturbed)
gradient flow segments on X,_, glued together along choices of diffeomorphisms with spec-
ified isotopies to the identity, or as collections of (perturbed) gradient flow segments on
fibres X, over different points in N, glued together along identifications of these fibres.
The diffeomorphisms wg’q’ associated to the chosen section of X over A, will be essential
in comparing these two points of view. In order to achieve an embedding of F,, we also
choose a homotopy between the Lagrangian sections associated to each 7 € ¥, and that
associated to o itself.

The objects of the category Po, are pairs (q, P), where ¢ € P C N,. The choice of
basepoint ¢ is of no real consequence; the objects corresponding to all such choices will be
quasi-isomorphic, and the choice is only included to give us enough flexibility to produce
the desired strict A., embedding.

For each pair T = ((go, Po), (g1, P1)), we choose a fibre gy in Ny, a metric gy on X,
and a Morse-Smale function fy on X,.. We assume that these choices are subject to the
following constraint:

If (g0,91) = (4o0,90,), the data (gr, gr, fr) agree with the data used to define
the Floer complex CF*((09, Py), (01, P1)) in Equation (2.2.36).

To be more precise, since the cover ¥ that we are considering arises from the construction
of Section |3} the data that we consider in this situation agree with the choice of Morse data
specified in Section [3.4.2

(4.4.1)

Remark 4.9. We implicitly assume that, whenever 7 # p, the basepoints ¢, and ¢, are
distinct. Of course, this condition can be easily achieved by generic choices, but more
importantly, we can always enlarge the category Po, so that we can associate distinct
objects of Po, to distinct elements X, as is required in order for Condition to hold.

The morphisms are then given by the Morse complexes

(4.4.2) Po,(T) :== CM* (X4y, Hom{ (UL, UD) ® N) .
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To define the compositions, we pick, for each sequence T of objects of Po,, metric tree T'
labelled by T, and discs with marked points S, € Ry, for each vertex, the following data:
(i) perturbed gradient equations on X,, := X, for each edge of T, (ii) a point ¢, € N, for
each vertex of T', and (iii) a diffeomorphism

(4.4.3) of X, — X,

for each flag f = (v € e), with a specified homotopy to ¥2>%. We again require the
perturbations for sequences of objects of Po, which are the images of totally ordered subset
of ¥, to agree with the choices made in Section

Remark 4.10. The choice of discs associated to vertices is completely unnecessary, and only
appears here to make the construction exactly the same as that for the construction of the
A structure on F.

Because the path space is contractible, there is no obstruction to making such choices
in families, compatibly with degenerations of discs and breaking of edges. In addition, to
ensure compatibility with the construction of the category F,, we require that:

IfY = ((¢59, Fo),-- -5 (go,, Prn)), with o; € ¥, such that o9 < --- < oy, the
choice for any tree labelled by T agrees with that in Sections and

The specified homotopy for sequences coming from objects of ¥ arises from the isotopy,
fixed above, between the Lagrangian sections associated to elements of ¥, and the section
for o itself.

It is now entirely straightforward to see that the counts of such rigid configurations equip
Po, with the structure of an A, category. We obtain an embedding of F, as a subcategory
of Po,, corresponding to the objects (¢,, P,), by using for each pair T = (9, 71) of objects
of F,, the isomorphism

(445) CM* (XqT,Homg(Uig?o JUE e A) ~ OM* (XqT,Homf\(Uf o UF) @ A)

(4.4.4)

induced by the choice of isotopy of sections associated to o and 7.

4.4.2. Modules and structure maps. Given L € A, we have already fixed a Hamiltonian
isotopic Lagrangian L, which is transverse to X, . Given an element (g, P) of Po,, we
define

(4.4.6) Lr(g,P) = CF*(L, (0, P))
(4.4.7) :RL(‘LP) = CF*((”? P)7L)

as in Section In other words, all the groups are defined using holomorphic strips with
Lagrangian boundary conditions (L, X, ).
Let T be a sequence of the form

(4.4.8) (L, (g0, Po), - - - (qe, P2))
(449) ((q—T’P—T)7""(q—lyp—l)’L)
(4.4.10) (q—ry P—r),- -, (q-1,P-1),L, (90, Po),-- -, (e, Pp))-

As in Section let T? denote the sequence obtained from Y by replacing all objects of
Po, by the element o of ¥. We have a corresponding moduli space R(Y°) of holomorphic
discs boundary conditions L and X, , with two ends (adjacent to the segment labelled L),
equipped with a collection of boundary marked points.

As in Section we consider a moduli space TRy of discs and metric trees, which has

a top-dimensional stratum of the form ﬁﬁg X [Teemmo(r) T for each tree T with label T. We
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then proceed to inductively choose Morse data on all edges of the tree T, compatibly with
the choice of Morse data on the trees which define the A, structure. As in Equation ,
we obtain a mixed moduli space TRy (Y) as a fibre product of moduli spaces R(Y?) and
the moduli spaces of (perturbed) gradient trajectories over the common evaluation maps to
Lagrangian torus fibres. For sequences T of the form

(4.4.11) (L, (900, Pog)s -+ - (qae’ Prfe))
(4.4:12) ((qo',T,Po',r)7"‘a(q0717P0'71)7L)
(4-4-13) (qO'_TaPO'_T)a ceey (qa_1,P0_1)7L, (q007P00)7 ) (qo'e’PO'z))7

with 09 < ... <0y, and o_, < ... < o0_; ordered subsets of X, we assume that the choices
agree with those made in Section [3|

The count of rigid elements of the moduli space associated to Equation defines a
map
(4.4.14)
Pocr((qﬁ—ly PZ—l)y (qéa PZ)) QA - QA Pocr((qu PO)? (qlvpl)) A ['L,U(qo, PO) - EL,G(qh Pf)a

which makes L , into a left module over Po,. We similarly obtain the structure of a right
module on Ry, , by considering sequences as in Equation (4.4.9).

We note that these modules allow us to formulate a generalisation of Lemma 4.7 namely,
consider the cohomoloogical category HJF,, with objects given by elements 7 € ¥,. The
morphism spaces in this category were computed in Equation to be given by affinoid
rings, and in particular to be supported in degree 0. Since the morphism spaces in F are
supported in non-negative degree, we have a natural quasi-isomorphism HF, — F,, so that
we can pull back £ , to a module over HF,. With this in mind, the next result follows

from Corollary

Lemma 4.11. The associated graded HTF,-module of the filtration of L1 , by degree is
quasi-isomorphic to the direct sum, over all intersection points of L with X, , of shifts of
the module T +— T'Fr. O

Finally, the sequence in Equation (4.4.10) gives rise to a map

(4.4.15)
Pos((ge—1, Pe—1), (q¢, Pe))®a- - -®aPos ((q0, Po), (g1, P1))®ALL,0 (90, Po)®ARL,0 (g1, P-1)
®AP00((‘]—2a P—2)a ((I—la P—l))®A' : ‘®AP00(((I—N P—r)a (q—'l‘-i-la P—r+1)) - POU’((q—T? P—r)7 ((Ila Pl))'

Fixing L, and letting r and £ vary, we obtain the map of bimodules

(4.4.16) L0 ®Rp,o — Apo, -

4.4.3. The global-to-local comparison. The purpose of this section is to complete the reduc-
tion of the global computations to local ones. The argument is an entirely straightforward
use of the moduli spaces TR(Y) from Section

Proof of Proposition[{.4} Fix an element o € . We first begin by considering sequences T

of the form (L, 09, ...,0¢) or (0—r,...,0-1,L), where o; € ¥,. The counts of rigid elements
of the corresponding moduli spaces define maps
(4.4.17) F(oe-1,00) ®A - -- ®n F(00,01) ®A L1400, Pry) = L1(00)

(4418) :RL(QG_chr_l) A ?(0—27 U—l) A - BA ?(U—rya—r+1) — :RL(O-—T)
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which are the structures maps of left and right module homomorphisms j*£; — £y and
7*Rr, — Ry. Here, we use the identification

(4'4'19) ?(o‘i, Uj) = POG((an PU'i)? (qaj7paj))
giving rise to the A, embedding noted at the end of Section
Considering instead a sequence Y = (0_,...,0_2,0_1, ag Oy UZ’), we obtain a map

(44~20) g:(o'é—la 0-2) ®A e ®A 9:(0'05 01) ®A POO‘((qO'_lapo‘_l); (qa‘o’ PO'o))
A 3:(0—2’ U—l) QA - ®A ?(U—ra U—r-i-l) — K(U—rvaé)’

which defines the map of bimodules j*Ap,, — A.

The homotopies in Diagrams (4.1.12)) and (4.1.13) follow in exactly the same way by
counting rigid elements of TR(Y) for sequences:

(4.4.21) (L,O'_r,...,J_l,ag,af,...,af)
(4.4.22) (0—py-.. .,a_l,L,Ug’,of,. . .,UZ’).
O

4.5. Local computations. We conclude the main part of the paper by performing to the
necessary local computations:

Proof of Lemma[{.5. The two arguments are entirely analogous; we explain the proof of the
duality isomorphism in Equation (4.1.14]). First, using the quasi-isomorphism H¥, — JF,,
we reduce the problem so showing that the map

(4.5.1) J*Rr,0(0) = Homgs, (*LL,0, 5" Apo, (0,-))

is a quasi-isomorphism. By Lemma the decomposition of the intersection points of

L with X, by degree provides a filtration of j*Lr , as a left module over HJ,, hence

of Hompyy, (7*LL 6,7 *Apo, (0,-)) as a cochain complex. It also provides a filtration of
J*Rp (o) as a cochain complex. It suffices to prove that the map at the level of each associ-
ated graded group is a quasi-isomorphism. Since each associated graded summand of j*£L; »

is the module which assigns to 7 the affinoid ring I'¥7, the complex Hompg s, (* L1+, j* Apo, (7, )
is thus quasi-isomorphic to the Cech complex

(4.5.2) ( P Hom§ (T, I™)[-k], Zs) .

To<:<Tk
As in Section we may replace P, in the above expression by P, N P for a polytope
P containing P, in its interior, and covered by the elements of ¥,. By Tate acyclicity,
we conclude that each associated graded group of Homgy, (7*LL o, 5*Apo, (0, -)) is quasi-
isomorphic to the complex CF*(P, P?) whose cohomology is quasi-isomorphic to the linear
dual of T'P~ by Proposition [2.42] O

APPENDIX A. REVERSE ISOPERIMETRIC INEQUALITIES

The purpose of this appendix is to extend the reverse isoperimetic inequalities established
by Groman-Solomon [20] and Duval [11] for holomorphic curves with Lagrangian boundary
conditions, to the case of moving Lagrangian boundary conditions. Since our main result
requires a rather long list of technical hypotheses, we postpone its statement in the form of
Proposition to the end, and develop the basic ideas one step at a time.
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A.1. The basic inequality. Let X be a closed symplectic manifold, S a Riemann surface
obtained from a closed Riemann surface with boundary by removing finitely many boundary
punctures. Let K C X be a closed codimension 0 submanifold with boundary, and assume
that we have a labelling

(A.1.1) YTs: m(0S) = {K}UL

of 8S by {K} U L, where L is a collection of Lagrangians in X. Given i € m(9S), we
write 9;S for the corresponding component of the boundary. We write dx .S for the union
of components labelled by K, and L; for the Lagrangian labelled by a component i. We
assume that all intersections among Lagrangians appearing in £ are contained in the interior

of K, and choose another closed subset K’ containing this intersection, and contained in
the interior of K:

(A.1.2) K'eKcCX.

In addition, we fix a Riemannian metric gx with respect to which we shall compute all
norms.
Given an almost complex structure J, consider a family

(A.1.3) Js: S— 17

of almost complex structures which agree with J away from K’. There is an associated
moduli space

(A.1.4) M(Ys, Js)

of Jg-holomorphic curves with boundary conditions given by Yg in the sense that a point
z € Ox S maps to K’, while a point z € ;S on a component labelled by a Lagrangian maps
to Lz

Recall that the geometric energy E9°°(u) of any element u of the moduli space is the area

(A.15) E9°(u) = / dul.
Moreover, given a component i of 8S, we define
(A.1.6) k (Oiu)

to be the length, with respect to gx, of the collection of curves obtained removing u 'K
from 9;S.

Lemma A.l. For each choice of labels Yg, there exists a constant C, depending on J
but not on the family Js, such that for each element u € M(Yg,Js) and each component
i € mo(0S) which is labelled by a Lagrangian, we have

(A.1.7) L (O;u) < CE9°°(u).
This constant is independent of the restriction of L; to K.

Proof. This is a minor modification of the results of Groman-Solomon [20, Theorem 1.1]
and Duval [11]. We briefly indicate how to adapt Duval’s proof:

We choose a tubular neighbourhood vx L; of L;, which is equipped with a non-negative
weakly plurisubharmonic function p; (with respect to J) that vanishes on the intersection
with K’ U L;, and does not vanish away from the intersection with K U L;. Moreover, away
from K, we require that p; be (strictly) plurisubharmonic with weakly plurisubharmonic
square root. Near K’ N L;, such a function can be locally modelled after the function

(A.1.8) xX(@1) (Jyal* + - + lyal?)
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for the Lagrangian [0, 00) x R"~! C C", where x is a smooth function vanishing for z; < 0.
For simplicity, we assume that gx everywhere dominates the (semi)-metric induced by p
and J.

Let £,,(0u) denote the length of Ju with respect to the (semi)-metric induced by dd°p;,
and E,, the integral of dd°p; over the part of 4 with image in vx L;. There is a constant Cj
such that

(A.1.9) L,,(0u) < CoE,, (u).

The basic idea is that the function W which measures the area of u in the domain
p; < r is monotonic, and by Fubini’s theorem, has limit bounded above by a constant
multiple £,, (Ou) (see [11] for details); the fact that p; vanishes to order greater than 1 along
K’ implies that this part of boundary does not contribute to £,, (0u).

Away from K, the metric induced by dd°p; is uniformly comparable to gx, so we may
assume the existence of a constant C; such that

(A.1.10) Lg0iu < C14,,(0u)

On the other hand, the assumption that gx dominates dd®p; implies that

(A.1.11) E,, (u) < E%(u).

The result follows from combining these inequalities. ]

For applications, it will be convenient to state the estimate in a different way: define
L;/~ to be the quotient of L; by the relation which identifies points in the same component
of KN L;. Given a length metric on L;/~ (see the discussion preceding Lemma , We
have:

Corollary A.2. There exists a constant C such that, for each element u € M(Yg, Js), we
have

(A.1.12) £(Byu/~) < CE(u).
O

A.2. Moving Lagrangian boundary conditions. It will be necessary to have a gener-
alisation for moving boundary conditions, and families of almost complex structures. Let
S be a Riemann surface equipped with a collection of subsets © C S, which we call the
components of the thin part, that include neighbourhoods of all punctures. By abuse of
notation, we will refer to this as a thick-thin decomposition, even though the thin part that
we consider is much larger than the intrinsic one coming from hyperbolic geometry.

Let Ts be moving boundary conditions on S, i.e. a smooth assignment of a subset of X
to each point on S, which we assume is locally constant on the thin-part. We shall only
consider the situation in which the restriction to each component is either a moving family
of Lagrangians, or is a constant family given by a compact subset K C X as in the previous
section. We assume that any component labelled by K is contained in a component of the
thin part.

For each component i € m(8S) labelled by a moving family of Lagrangians, we denote
the graph by L; C 8;S x X. By construction, this map is independent of the first factor in
the thin part, so that we obtain a Lagrangian L; ¢ in X for each component © of the thin
part.
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Assume that we are given, for each such component, an almost complex structure Jg on
X as well as a pair of codimension 0 manifolds with boundary

(A.2.1) Vx® Cux®CX

which contain the intersection of any pair of Lagrangians labelled by boundary components
of S which meet ©. In addition, we assume that K C vx© if © intersects a component la-
belled by the subset K. We pick a family Jg of almost complex structures on X parametrised
by S, such that

the restriction of Jg to the product of a component © of the thin part with
X \ v X agrees with Jo.

Given this data, we shall consider the moduli space
(A.2.3) M(Ts,Js)

of Jg holomorphic curves with boundary conditions Yg: it is convenient to introduce the
almost complex structure Jg on S x X induced by Jg, and describe this moduli space as
the space of Jg holomorphic sections with boundary conditions given by L; over ;5.

Our goal is to prove a reverse isoperimetric inequality for these moduli spaces. The
basic idea is that Lemma provides an estimate for the moduli spaces holomorphic strips
corresponding to each end; we shall extend this estimate to S, at the cost of a possibly
weaker proportionality constant, as well as the addition of a constant term. The main point
is to provide a proof that extends to families of (broken) holomorphic curves.

We shall compare the geometric energy of each curve u

(A.2.4) E9eo(u) = / \duf? = / ww

to the length of the boundary, which we formulate as follows: we denote by L; /~ the
quotient of L; by the equivalence relation which

(A.2.2)

(i) collapses each component of the inverse image of © in L; to a single fibre,
(A.2.5)  and (ii) identifies points in the same component of the intersection of L;
with vx©.

In particular, L; /~ maps to the quotient of 9;S by the components of the intersection with
the thin part, agrees with L; away from the inverse image of these components, and agrees
with the quotient considered in the previous section over each component of the thin part.

Lemma A.3. There exists a constant C such that, for each u € M(Yg, Js) and for each
component i of S, we have

(A.2.6) L(Biu/~) < CE°(u) + a constant independent of u.

The constant depends only on the restriction of the Lagrangian boundary conditions and the
almost complex structures to a neighbourhood of 0;S, but is independent of their restriction
to © x VO for each component © of the thin part.

Proof. The graph L; is a totally real submanifold with respect to the almost complex struc-
ture Jg which at every point in z € S is the product of the complex structure on S with
the value of the family Jg at x. This almost complex structure is compatible with the
symplectic form

(A27) wx +ws,
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where wg is a symplectic form on S of total area 1. If we define E(@) to be the area with
respect to such a symplectic form, we have

(A.2.8) E(i) = B9 (u) + 1,

which will be one origin for the constant term in the statement of the Lemma. The remainder
of the proof proceeds in essentially the same way as that of Lemma

For each component © of the thin part which is adjacent to i, equipped with the
family of almost complex structures Jo, fix the neighbourhood vxL; ¢ and the function
pi,o: vxLie — R considered in the proof of Lemma

By projection to the second factor, we obtain a function on © x X which we denote p; .
We consider a neighbourhood vgx x L; of L; which contains the product © x L; o for all com-
ponents © of the thin part which meet L;, and is equipped with a weakly plurisubharmonic
function

(A.2.9) pi: VsxxLi — [0, 00)
such that the following properties hold

(1) Over © C S, p; agrees with p; e.

(2) Away from © x vx©, the function p; is strictly plurisubharmonic, and only vanishes

on Lz

(3) The square root of p; is everywhere weakly plurisubharmonic.
The existence of such a function follows from the usual patching argument for plurisubhar-
monic functions as in [II]. For simplicity, we also assume that there is a finite diameter
metric on S whose product with gx everywhere dominates the metric induced by p;.

Given a section @ corresponding to an element of M(Yg, Js), let £, (0;@) denote the

length of 0;% with respect to the (semi)-metric induced by dd°p;, and E,, the integral of
dd°p; over the part of % with image in vgx x L;. As before, there is a constant Cy such that

(A.2.10) 0,,(85) < CoE,, (u).

Away from a small neighbourhood of the inverse image of ©, the metric induced by dd€p; is
uniformly comparable to the product of gx with a metric on S. Because p; is non-degenerate
in the fibre direction over ©, we therefore obtain a constant C; such that

(A.2.11) £(0;u/~) < Ci£,,(0;) + a constant independent of u,

where the constant term accounts for the fact that the derivatives of p; in the base direction
vanish identically on ©;.

On the other hand, the assumption that gx and the metric on S dominate dd°p; implies
that

(A.2.12) E,, (u) < E(q).

The result follows from combining this inequality with Equations (A.2.8), (A.2.10), and
(A2.11). O

A.3. Compatibility with gluing. We shall require a uniform estimate for families of
Riemann surfaces. Let us therefore consider a rooted ribbon tree T', and a collection of
Riemann surfaces with punctures S, for each vertex of T', with an identification of the ends
of S, with the edges adjacent to v. We write E™(T) for the edges of T which are adjacent
to two vertices. Given gluing parameters

(A.3.1) R: E™(T) — [0, 0]
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and a choice of disjoint strip-like ends for each end of S, we obtain a Riemann surface St g
by gluing, which is the image of a surjective map with domain the disjoint union of the
surfaces S,,. Assuming that each S, is equipped with a thick-thin decomposition, we obtain
a thick-thin decomposition of St r. We allow the possibility that the decomposition of a
component S, be degenerate, in the sense that the thin part consists of the entire surface.

The ribbon structure determines an embedding T C R? up to isotopy; assume that we
have moving boundary conditions Yg, , which are locally constant on all components of
the thin part, and are consistent for adjacent vertices, in the sense that the subsets of X
assigned to the two ends corresponding to each interior edge of T' agree. We write Y. ,
for the moving boundary conditions on St g obtained by gluing. As in the previous section,
we pick, for each component © of the thin part of a curve S, closed subsets V50 C vx©
of X, which contains the intersections of all labels, and an almost complex structure Jg on
X; we assume that these choices are the same for the thin parts meeting the two punctures
corresponding to a given edge in T'.

Finally, we pick families of almost complex structures Jg, which agree with Jg on © x
X \ V%O, and are also compatible across the edges of T'. Let Jg, , be a family of almost
complex structure on St g which

agrees with the family obtained by gluing (i) in the thick part near each
(A.3.2) boundary stratum, and (ii) in the thin part away from © x v5© for each
component © of the thin part.

Given this data, we shall consider the moduli space
(A33) M(TST,R7 JST,R)

which is given as in the previous section if all gluing parameters are finite, and is given for
infinite gluing parameters by the fibre products, along the evaluation maps for the edges, of
the moduli spaces M(Y'g,, Hs,, Jg,) corresponding to the vertices.

For each i € my(R?\T) with Lagrangian label, and finite gluing parameter R, consider the
quotient f/i, r/~ of the moving Lagrangian boundary condition over the component of the
boundary corresponding to ¢, by the relation considered in the previous section: collapse
each component of the inverse image of the thin part, then identify points in the same
component of V5 O in the fibres over a component © of the thin part. By construction, the
spaces we obtain for different choices of gluing parameters are naturally homeomorphic; we
write L; /~ for any of these spaces, and note that we have an evaluation map

(A.3.4) diu/~: 3Srr — Li/~

for any choice of gluing parameter.

Lemma A.4. There exists a constant C such that, for each R € [0, oo]Eim(T) and u €
M(Ysp psJsr.5), we have

(A.3.5) £(0;u/~) < CE?°(u) + a constant independent of u and R.

This constant depends on the restriction of Js,. , to a neighbourhood of the corresponding

boundary component, and is independent of the restriction of (L’ R, Jsr. ) to the product of
each component © of the thin part with v ©.

Proof. Tt suffices to check that the constants in the proof of Lemma can be chosen in
terms of the corresponding constants for the moduli spaces M(Yg, , Js,) and independently
of R. For Equation (A.2.8), this follows from the fact that the choice of symplectic form
on X x Sy induces a symplectic form on X x St g. For Equation (A.2.10), we note that
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a choice of function p; s, for all v induces, by gluing, a function ps,. ., for which we have
the same estimate. The same argument applies to Equation (A.2.11)), which completes the
argument. (|

A.4. Reverse isoperimetric inequality for families. We now assemble the previous
discussion into a statement for families of Riemann surfaces: consider a toplogical space P
parametrising a family of pre-stable Riemann surfaces with boundary marked points. This
means that we are given a space Sp — P, whose fibre S'p for p € P is a compact pre-stable
Riemann surface with boundary 5',,, equipped with finitely many distinct marked points on
0S,. We assume that the conformal structure on S, as a Riemann surface with marked
points varies continuously with respect to p. Note that P inherits a stratification by the
number of components of S'p, and we shall impose the technical condition that each such
stratum 0" P admits a neighbourhood deformation retract

(A4.1) Tn: vO"P — 0" P

on which the family of Riemann surfaces is obtained by gluing, in the sense that we are
given a map

(A4.2) vd"P — [0, c0]”

and we can choose strip-like ends on either side of each node of S'p for p € 9™ P, so that
S”q for ¢ € vO"P agrees with the result of gluing the components of S’,Tn(q) with gluing
parameters given by Equation (A.4.2)).

We denote by Sp — P the space obtained by removing all nodes and all marked points,
and fix a collection of subsets © C Sp such that each puncture of a fibre S, lies in one of
these subsets, and we require in addition that, whenever p lies in v9™ P, each component of
the gluing region is contained in some subset ©.

Given the above setup, we consider a moving family Y, of boundary conditions on the
family Sp, i.e. a map from 0Sp to the subsets of a closed symplectic manifold X. We
assume that we are given a fixed a closed codimension 0 subset K C X, such that the
restriction of Tg, to each component of 0Sp is either constant with value K, or a moving
family of Lagrangians. In the second case, we assume that the family of Lagrangians is
obtained by gluing near 0" P.

For each component © of the thin part, we consider a continuously varying family of
almost complex structures Jg, on X, parametrised by P, as well as open subsets

(A.4.3) VO Cux® C X X P,

which, over a point p € P, contain the intersection of the Lagrangian labels of the com-
ponents of 05, meeting ©. We finally pick a family Jg, of almost complex structures on
X, parametrised by Sp, such that Condition holds for the restriction to S, for each
peP.

We now define the moduli space

(A.4.4) M(Ys,,Jsp) = [ M(Ts,, Ts,),
pEP

to be the disjoint union over all elements of p of the moduli spaces of Jg, holomorphic maps
with moving Lagrangian boundary conditions considered in Equation (A.2.3). This space
can be equipped with a natural topology as a parametrised moduli space, but we shall not
require it in our discussion.

We have an assignment of a geometric energy E9°°(u) to each element of this moduli space
(see Equation (A.2.4))), as well as a reduced length £(d;u/~) of each boundary component,
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obtained by collapsing the part of the boundary lying in the thin part as in Equation (A.2.5)).
The compatibility of our proof of the reverse isoperimetric inequality in Lemma, with
gluing (as dicussed in Lemma [A.4) implies:

Proposition A.5. If P is compact, there exists a constant C' such that, for each u €
M(Ysp, Jsp) and for each component i of 0Sp, we have

(A.4.5) £(0;u/~) < CE9%°(u) + a constant independent of u.

The constant depends only on the restriction of the Lagrangian boundary conditions and the
almost complex structures to a neighbourhood of 0;Sp, but is independent of their restriction
to © x VO for each component © of the thin part. |

APPENDIX B. TATE’S ACYCLICITY THEOREM

Given an affinoid covering of an affinoid domain, Tate showed in [30] that the augmented
Cech complex of the rings of functions of the domains of the cover is acyclic, and more
generally for the Cech complex with coefficients in a complex of coherent sheaves. Tate’s
argument starts by constructing a null-homotopy for Laurent coverings (see Section
below), then proceeds to use standard tools of homological algebra to conclude the general
case.

B.1. Statement of the main result. In this section, we imitate the strategy of Tate’s
proof in order to be able to use Cech methods to compute morphism spaces in the analytic
Fukaya category. Since the construction is completely local, we consider a torus T™ equipped
with a basepoint and Morse function. Let Po denote the A, -category with objects integral
affine polytopes P C H;(T™,R), morphisms for a pair (Py, P;) given by the complex

(B.1.1) CF*(Py, P1) == CM*(X,, Hom§ (UP,UP) ® \)

and A,, operations as in Section We do not require that the objects of P have
non-empty interior, which implies that the object of Po are closed under intersections.

Let A be a finite partially ordered set indexing a cover {P,}sca of a polytope P, with
the property that the polytopes P, and P, are disjoint whenever a and b are not comparable
(note that the construction outlined after Equation satisfies this property). Given
a totally ordered subset 7 C A, we denote by P, the intersection of the polytopes P, for
a € 7. If T is a subset of o, the inclusion P, C P, gives rise to a canonical element

(B.1.2) 8% € CF'(P,,P,)

whose construction is recalled in Section below.
We obtain a twisted complex

(B.1.3) T{PY) = | @ Pol-loll.s ],

0#c0cCA

where 8 is the Cech differential. Explicitly, if o equals (a1, ... ,as) as an ordered set, then
the restriction of the differential to P, is given by

(B.1.4) > (~1)isguted,

a€A\o
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Proposition B.1. The natural map
(B.1.5) P = T({P,})
induced by P, 4 0% is a quasi-isomorphism in the category of twisted complezes over Po.

The proof of this proposition is given in Section below.

B.2. Restriction maps on Floer cochains. We begin by defining the map in Equation
(B.1.2) more precisely: if P, C Py, the restriction map ' — I'"* induces a map of local
systems

(B.2.1) b 5 uh,

which is a continuous inclusion (we point out again that, unlike in Section we do not

decorate local systems by elements of an underlying cover of Q). These maps are natural in

sense that given a triple P, C P, C Py the map UT® — U®? is given by composition.
Taking the sum of these elements over all maxima of the Morse function on T", we obtain

(B.2.2) 5pt € CFO(Py, Py).
To tie back to Equation (B.1.2), we define
(B.2.3) 87 =6pc.

B.3. Tate’s null-homotopy. Following Tate, we begin by considering an integral affine
function u on H;(T™,R), which we assume is primitive in the sense that the class of du €
HY(T™,Z) is not divisible.

If P is an integral affine polytope, let P, and P_ denote the subsets of P where u is
non-negative, respectively non-positive, and let Py denote their intersection. In the language
of rigid geometry, this corresponds to a Laurent cover with two terms (Tate calls these two
term special affine coverings, see [30, Lemma 8.3]).

Consider the two-term Cech complex C”(I'P; {+,—})

(B.3.1) IP+ @TP- 4, P,

This complex is natural in the sense that every inclusion P C P’ induces a natural map of
complexes

(B.3.2) CT (P {+,-}) = C* (P {+,-)D).

Lemma B.2. A choice of complementary subspace to the lizze spanned by du in H*(T",Z)
determines a continuous null-homotopy for the augmented Cech complex

(B.3.3) Tp = C (7 {+,-})

which is natural in P.

Proof. Applying a change of coordinates, we may assume that u is a coordinate function

on Hy(T™,R), corresponding to a monomial z in the group ring I'. We formally write every
element of the ring of functions on Py, P, P_, and P as

+oo

(B.3.4) F(z,w) = Z 21 f;(w)

=00
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where w = (wy, ..., w,) are the other coordinates, and define
400 ]
(B.3.5) F,(z,w) = Z 2* fi(w)
i=1
O .
(B.3.6) F_(z,w):= Y Zfi(w).

Evidently, F_ + F, = F. On I'’"*, the null homotopy is provided by
(B.3.7) P @TP- « 1 j
(B.3.8) (Fy,—F_ )« F

The valuation of this map is non-negative because the minimal valuation of Fy on Py is
achieved on Py, and d o h|T'0 is the identity, where d is the differential on the augmented
Cech complex. On I'"+ @ I'P~ | the null homotopy is

(B.3.9) P 1P @rf-: h
(B.3.10) F_+G, + (F,G),

which again has non-negative valuation. The reader may easily compute that ho &|FP is

the identity. On '+ @ I'P-| we have
F_+ Gy - . F-G

(F.4+Gy+(F-G) 1, F_+G.— (F-G)_),

(B.3.11) (F,G)

from which the equation for a null-homotopy follows.

Naturality with respect to restriction maps is automatic from the fact that we did not
appeal to any property of P in constructing fAL, and the only choice we made is the choice
of complementary subspace that determines the decomposition in Equation (this
decomposition clearly does not depend on the actual coordinates (ws,...,w,), but only on
subspace of H!(T",Z) spanned by their derivatives). O

Given a topological vector space V', we consider the complex
(B.3.12) Hom$ (C*(T'F; {+,-}),V) = Hom§ (I'"*, V) — Hom§ (I'™+, V) @Hom$ (I'F-, V),

where Hom§ is the space of continuous maps. Composing with h, we obtain a null-homotopy
for the augmented complex

(B.3.13) Hom$ (C*(D7; {+,-}), V) = Hom§ (I'7, V)

which is natural in P and V.

B.4. Acyclicity of the augmented complex. We next consider a general Laurent cover:
let {um }tmenr be a collection of integral affine functions on H; (T",R) indexed by a finite
set M. Given a polytope P, we associate to each element of M x {+, —} the polytope P, +
given by the subset where u,, is non-negative (or non-positive). We say that the elements
P, + are the Laurent cover associated to M x {4+, —}, so that we obtain a twisted complex
T(P,M x {+,—}) on Po given by Equation (B.1.3).
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Let (P, P’) be a pair of polytopes. By definition, the space of morphisms in the category
of twisted complexes on Po from T(P, M x {+,—}) to P’ is given by

(B.4.1) &b crFr (P, P)-n]s

UCMX{+7_}

with the differential induced by restriction.

Lemma B.3. For each pair of polytopes (P, P'), the natural map

(B.4.2) @ CF (P, P)[-n],6 | = CF*(P,P)
UCMX{+7_}
18 a quasi-isomorphism.

Proof. Filtering by the degree of critical points of the Morse function, it suffices to prove
that the augmented complex

(B.4.3) P  Hom§ @, r*") - Homi (I",I'")

oCMx{+,-}
is a quasi-isomorphism. As in [30, Lemma 8.4], induction on the number of elements of M
reduces this to the case of a singleton, which follows immediately from Lemma O
Corollary B.4. If M x {+,—} indezxes a Laurent cover of a polytope P, there is a natural
quasi-isomorphism

(B.4.4) P = T(P,M x {+,-}).

We now prove the main result of this section:

Proof of Proposition We essentially follow the method introduced by Tate in [30, Sec-
tion 8]: every cover ¥ admits a refinement by a Laurent cover M x {+,—} obtained by
considering the functions defining all boundary facets of polytopes appearing in the cover.
The naturality of the construction of the complexes T implies that we can write the map
from P to the Cech twisted complex associated to M x {+,—} as a composition:

(B.4.5) P T(P,%) —» T(P,M x {+,-)}),

where the first arrow is the map which we would like to show is a quasi-isomorphism. By
Corollary it suffices to show that the second map is a quasi-isomorphism. Filtering by
the number of elements of a subset o € X, this follows by applying Corollary [B.4] to

(B.4.6) P, = T(Py, M x {+,-}).
0

APPENDIX C. COMPUTATIONS OF COHOMOLOGY GROUPS WITH TWISTED COEFFICIENTS

The main goal of this section is to prove Propositions and As in Appendix
we consider the local situation: given a Morse function on the torus, we define a Floer
group CF*(Py, P1) for each pair of polytopes in H;(T™; R).
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Proposition C.1. If P, C Py, the Floer group HF*(P,, Py) is supported in degree 0, and
we have a natural quasi-isomorphism

(C.0.1) ' — CF*(Py, Py)

given by the inclusion of T'™r in CFO(Py, Py). If Py is contained in the interior of P,
the Floer group HF™*(Py, P1) is supported in degree n, and a choice of orientation of Py
determines a quasi-isomorphism

(C.0.2) CF*(Py, P;) = Hom§ (T'??, A)
given by the trace map on CF™ (P, Py).
Along the way, we shall prove that morphisms between disjoint polytopes vanish.

Remark C.2. A version of the results of this section hold for the completions of the homology
of the based loops space of any topological space having the homotopy type of a finite CW
complex, where the polytopes are integral affine subsets of first cohomology. The proof
would take us too far afield, so we give a computational and explicit proof in the case of
tori.

Throughout this section, we shall write Hom(A, B) and A® B for the group of homomor-
phisms and for the tensor product of two abelian groups A and B. If A and B are equipped
with (semi)-norms, we write Hom°(A, B) for the group of bounded homomorphisms, and
A® B for the completed tensor product (i.e. for the completion of A® B with respect to the
induced semi-norm). When R is a (commutative) ring, and A and B are modules over R, we
write Hompg (A4, B) and A ®g B for the R-homomorphisms, and the tensor product of mod-
ules. Finally, assuming that R is a normed ring, and A and B are R-modules equipped with
(semi)-norms, we write Hom% (A, B) for the group of bounded R-module homomorphisms,
and A & gB for the completion of A ® B.

C.1. The 1-dimensional case. Consider the circle equipped with the standard Morse
function f with a unique minimum and maximum, and let U denote the local system
corresponding to the regular representation of the fundamental group. Identifying the space
of paths from the minimum to the maximum with the space of based loops at the maximum
via the choice of a path connecting these two points, and the homology of the latter with
the Laurent polynomial ring T' = Z[z, 27 !], the differential in the Morse complex

(C.1.1) CM*(f;Hom(U,U))

with coefficients in Hom (U, U) can be expressed as the map

(C.1.2) Hom(T',T') - Hom(T', T")

(C.1.3) p>d—z-¢-271,

and the kernel of this differential is naturally isomorphic to

(C.1.4) I 2 Homp(T',T') € Hom(T',T).
Consider the map

(C.1.5) Hom(T',T') + Hom(I',T') : h,

which is recursively defined by the formula

(C.1.6) P(2") + 2(hp) (z"71) = (hy)(2")

which we normalise by setting (hy)(1) = 0. Note in particular that the above formula
implies that (ht)(z) = ¥(2), and (h)(271) = —2z~19(1).
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Lemma C.3. The map h defines a homotopy from the identity of CM*(f; Hom(U,U)) to
the composition

(C.1.7) CM*(f;Hom(U,U)) - T - CM*(f; Hom(U,U)),
where the first map is the projection

(C.1.8) Hom(T',T') - Homp (I, T') :=T

(C.1.9) ¢ (1)

from CM°(f;Hom(U,U)) to T, and the second map is the inclusion in Equation (C.1.4). O

For later purposes, it is convenient to derive this complex, and the corresponding null-
homotopy, from a version of the Koszul complex: namely, consider

(C.1.10) rer T @T
with differential
(C.1.11) df®g)=f®g—2""f®g- 2

The complex CM*(f; Hom(U, U)) is naturally isomorphic to the complex of I'-module maps
from Equation (C.1.10) to I', and the homotopy h arises from a null homotopy of the
extended complex

(C.1.12) rer -rel'—T,
where the last map sends f ® g to the product f X g.

Remark C.4. Note that the choice of Koszul complex depends on a choice of decomposition
of Laurent polyonomials into positive and negative powers. In particular, the differential
d_ associated to swapping the roles of z and 27! is related to the above differential by the
equation

(C.1.13) d_=—z-d-27%.

The minus sign above accounts for the need to choose an orientation when we define the
trace map on the dual Floer cohomology group.

C.2. The standard Morse complex on the torus. We consider the torus T" := S x
---x S1, and denote by I the group ring of H1(T";Z). The product decomposition, and an
orientation of each factor, induce an isomorphism

(C.2.1) L=z, 25

It is convenient to switch back and forth between this notation, and the notation wherein
we write elements of " as z* for a € Z"™.

Consider the standard Morse function, i.e. the sum of the standard Morse functions on
each factor, having a unique minimum and maximum, and pick on each factor a path from
the minimum to the maximum. Consider the universal local system whose fibre at a point is
the space of paths to a basepoint, which we choose to be the maximum. Our choice of paths
identifies the Morse complex with coefficients in the endomorphisms of this local system
with

(C.2.2) Hom(T',T") ® H*(T™; Z),
with a differential given by

(C.2.3) Op®a)= Z@i(qﬁ ®a)=Y (¢—2z-¢-2z;") ®b;Aa,

%



102 M. ABOUZAID
where {b;}}_, is the standard basis of H'(T";Z).

There is a natural subcomplex of Equation (C.2.2)) given by the inclusion
(C.2.4) I' > Hom(I',T') @ H*(T™; Z)

whose image lies is Homp (T, T') ® H°(T"; Z). We shall construct an explicit retraction from
the right to the left hand side.
To this end, we define a map

(C.2.5) hj: Hom(I',T') = Hom(T',T")
) ay 0 if a; = 0
(026) hﬂ/)(z ) - {w(za) + 2 - ¢(za—€j) otherwise

where o € Z™, and e; is the 4t basis element. Note that this is a recursive definition of
hj1, and that the explicit formula is

Yoty Ae(zeTie)  0<ay
(C.2.7) hij(2%) = = ior 1 e
7 —Zi:lajz ih(z*7*) a; <O0.

We then define

2.8 : Hom(I',I') ® T";Z) - Hom(I',T') ® T Z
C h: Hom(T',T') @ H*(T" Hom(T,T") ® H*(T"
(C.2.9) h=> h;®u,

j=1

where ¢; is the slant product

(C.2.10) H*(T™;Z) — H* Y(T"; Z)

with the basis element of e; € Hq1(T";Z).

Lemma C.5. The map h is a homotopy between the identity on Hom(T',T') @ H*(T";Z)
and the composition of the inclusion T C Hom([',T') ® H°(T"; Z) with the projection
(C.2.11) Hom(I',T') ® H*(T™; Z) — T,

which vanishes on the graded components of strictly positive degree, and is given on the
degree 0 component by the map

(C.2.12) p®1— ¢(1).

Proof. The complex Hom(I',I") ® H*(T™; Z) is naturally isomorphic to the complex of I'-
homomorphisms from the n-fold tensor product of Equation (C.1.10) to I', and the homotopy
to the projection is induced from the corresponding homotopy in Equation (C.1.6]). (]

C.3. Construction of the homotopy for inclusions: I. Our goal is to extract from
Lemma a bounded homotopy for the completions. To this end, we now use I" to denote
the ring of Laurent polynomials over the Novikov field A.

Let P, and P; be integral affine polytopes in H'(T™;R). The standard Morse complex
computing morphisms between the corresponding local systems is given by

(C.3.1) CF*(Py, P) = Hom§ (TP, T71) @ H*(T™; Z),

with differential given by Equation (C.2.3]). Moreover, we have the inclusion of Hom§.(I'*, T'F1)
in degree 0.
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Lemma C.6. If P, C Py, the homotopy h is continuous, hence induces a retraction
(C.3.2) Hom$ (I, 1) @ H*(T™; Z) — Hom& (TP, I'P) = h

Proof. 1t suffices to prove that each map h; is continuous, in which case is suffices to bound
(C.3.3) val(h;t) — valy

for any (continuous) map 1 from I'*® to I'*. A straightforward computation reduces this
to proving that

(C.34) valp, z; < valp, z;

which follows immediately from the inclusion P, C P. O

C.4. Construction of the homotopy for disjoint sets. Let us now consider the case
where Py and P; are disjoint integral affine polytopes. By a change of coordinates, we may
assume that the first lies in the region where the first coordinate is strictly positive, and the
second in the region where it is strictly negative. We then define

(C.4.1) h: Hom§ (', ™) @ H*(T™) — Hom§ (I'"°, TF1) @ H*(T™)
oo

(C4.2) ¢®vl—>2z{-w-zfi®qv.
=1

We note that the infinite series on the right hand side is convergent because
(C.4.3) val(zi - - 217 1) = val(y) + i (valp, (2) + valp, (27 1))

and the assumptions on P, and P; respectively imply that
(C4.4) 0 < valp, z and 0 < valp, 2.

Lemma C.7. The map h defines a null-homotopy of Hom§ (', T'F1) @ H*(T).

Proof. Let us write H*(T™) as the direct sum H°(S') @ H*(T"!) @ H'(S') ® H*(T"1).
The compositions

hod,: Hom§ (TP I'7)® HO(S') @ H*(T" ') — Hom4 (I'P*, 7)) @ HO(S') @ H*(T" 1)
01 o h: Hom§ (e, ) @ H'(S') @ H*(T™ ') — Hom§ (I'"°, 7)) @ H'(S*) ® H*(T™ 1),

both agree with the identity by an explicit computation. On the other hand, h commutes
with each differential 9; for ¢ # 1. The result follows. |

Corollary C.8. If PyN P, =0, the cohomology group HF*(P,, P1) vanishes. |

C.5. Computation of morphisms for inclusions: II. Consider the 1-dimensional case,
with bounded closed intervals P, € Py (i.e. so that P; is included in the interior of Py) .
Recall that

(C.5.1) valp, z < valp, z and valp, z~* < valp, 271,
thus, there is a constant ¢ such that
(C.5.2) valp, 2* — valp, 2* > c|il.

For the next statement, recall that & denote the completed tensor product.
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Lemma C.9. The natural inclusions
(C.5.3) Hom{ (T, T#0) +— Hom§ (I'F*, T7°) — Hom§ (I'7*,TF)
factor through the inclusions
(C.5.4) Pt & Hom§ (I'F*, A) € Hom (PP, TF).
Proof. We can formally write any element ¢ € Hom§ (I'*, ') as
(€5.5) > 6i() @ pi,
i,J
where ¢;(27) is the coefficient of 2% in ¢(27), and p; is the homomorphism which assigns 1

to 27 and 0 to every other monomial basis element of I'. The assumption that ¢ is bounded
implies that there exists a constant K such that

(C.5.6) min (val ¢;(z7) + valp, 2* — valp, 27) > K.

,L,J
The result now follows from Equation (C.5.2), since replacing valp, 2* by valp, z* allows us to
add cli| to the right hand side, so that, when considered as an element of Hom§ (I'*, I'F1),

there are only finitely many terms with valuation bounded above by any given number.
Replacing valp, 27 by valp, 2/ implies the same for Hom§ (I'Fe, I'70). O

We conclude that there is a natural trace

(C.5.7) tr: Hom§ (I, T70) — A,
given by the composition of the inclusions into I'* @ Hom (I'f*, A) with the evaluation map
(C.5.8) P & Hom§ (I'F,A) — A
(C.5.9) f®p—p(f).
Explicitly, the trace can be written as
400 )

(C.5.10) BRI CO

i=—00

where the subscript records the coefficient of z?. This in particular shows that the traces
defined via endomorphisms of I'* and I'"* agree.
We now consider the map

(C.5.11) e: Hom§ (T, T'7°) — Hom§ (', A)
(C.5.12) eW(f) =tr (Yo f).

It is easy to see that e composes trivially with the differential on CF*(Py, Py) hence
defines a cochain map to Hom§ (I'F*, A). Consider the map

(C.5.13) Hom§ (T, T70) + Hom{ (T, A): §

(C.5.14) p(f) = 6(p)(f)-

Lemma C.10. The composition € o § is the identity on Hom§ (I'F*,T).

Proof. Consider the map 6(p) - 2°. We compute that

(C.5.15) 5(p) (2" - 27) = p(2"17).

Thus the trace of this map is given by setting j = 0, and is equal to p(2?). O
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We now define a map /& which will serve as a homotopy between the identity and the
composition § o €, and which is determined by the expression

(C.5.16) Hom§ (I'7*, I'7°) « Hom§ (I'Fr, TF0)
(C.5.17) Y+ Rz oypoz) = h() 1,

which we normalise by requiring that i(t)) vanish if the image of v is contained in the image
of §. We obtain an explicit expression for this map as follows: formally write

(C.5.18) p=>
i€z
with 1; having image in the line spanned by z!. We have

E;;%)z_j ooz 1<
(C.5.19) hp; =<0 1=0
Z;zll 2700 i< -1,

and we (formally) define

(C.5.20) hp = haj;
1€EZ

(C.5.21) = Z 20 opcjozt + Zz_j othjr1< 02,
j<-1 0<y

where 1)< is the sum of all components v; with ¢ < j, and 1, 1< is the sum of all components
with 74+ 1 <3.

Lemma C.11. The expression in Equation (C.5.21) is convergent, and the map h is con-
tinuous.

Proof. We compute that, for j strictly negative, the valuation of 277 - <, - 27 is given by
the infimum over all Laurent polynomials f of

(C.5.22) valp, 277 < - 27 f — valp, f = jvalp, 27 +valp, < - 27 f — valp, 27 f

(C.5.23) +valp, 27 f — valp, f

(C.5.24) > jvalp, 27! + valy<; + valp, 27

(C.5.25) >—j (valp1 271 — valp, z_l) + val .

The desired bound in this case thus follows from Equation . The case of positive
monomials is similar, and the result immediately follows. |

Lemma C.12. The map h defines a homotopy between the identity on CF*(Py, Py), and
the projection d o €.

Proof. The fact that % o d is the identity follows trivially from Equation (C.5.17). The
equality d o i = id — 6 o € follows from a computation using the formal decomposition used
above. In particular, for ¢ with image in the line spanned by z* with i positive, we have

(C.5.26) dhgp =d (p+ 27 gtz +--- + 2712 1)
(0.5.27) = ¢ — Z_ld)z + Z_1¢Z _ Z_2¢Z2 e — z—i¢zi
(C.5.28) =¢ — 27 'p2".

The result thus follows from the equality J o e(¢) = 2 ~*¢2". O
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We now consider the higher dimensional situation: let P; € P be nested integral affine
polytopes in R™, with the property that the interior of Py contains P;. As before, we have
a map

(C.5.29) e: Hom§ (I'"*, %) — Hom§ (', A)
(C.5.30) ep(f) =tr(of).
with one-sided inverse given by the inclusion

(C.5.31) §: Hom{ (I'"*, A) — Hom§ (T'F2, ')

whose image consists of maps factoring through A -1 C T'Fo,
Consider the maps 7; given by

(C.5.32) Hom(T'", T'70) +— Hom(T'"*, ')
(C.5.33) b+ hi(z5 " opozy) =N (P) < ¢,

which we normalise by requiring that 7,(¢) vanish if the image of 1 is contained in the
space spanned by monomials with trivial power of z; (i.e. convergent Laurent series in the

variables z; for ¢ # j). As in Section we set
(C.5.34) h=> hj®u;.
j=1

This map provides a homotopy between the identity on CF*(P;, Py) and the projection to
Hom§ (', A) given by the composition

(C.5.35) CF™(Py, Py) —> Hom§ (I'", A) —>~ CF"(Py, Py),

on the degree n graded component of the Floer complex, which we extend by 0 to the other
graded components.

Proof of Proposition[C.1 For Morse functions on T"™ which are products of the standard
Morse function on S!, the first part of Proposition follows from Lemma and the
second from the homotopy % constructed above. To conclude the result for general Morse
functions, we use the standard argument that continuation maps in Morse theory induce
homotopy equivalences of Morse complexes; these are automatically continuous, because
each continuation map and each homotopy of continuation maps is a sum of finitely many
terms. ]

Remark C.13. The constructions of this section are formally dual to those of Section
in the sense that the formulae we use can be derived from those of that section by dualising
with respect to the pairing

(C.5.36) Ioal — A
(C.5.37) f®g+— Res (fgdzz)

where the symbol Res(hdz) assigns 1 to the monomial A = 27!, and 0 to every non-trivial
monomial. One can thus link the discussion of this section with the theory of residues via
Tate’s approach [29].
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APPENDIX D. INVARIANCE OF THE FAMILY FLOER FUNCTOR

In this Appendix, we briefly outline an argument for the independence of the family
Floer functor on the choices we have made (after placing further constraints on them). For
simplicity, and as in [6, Appendix A] where the A, functor is constructed, we consider
the functor on a single tautologically unobstructed immersed Lagrangian L equipped with
a compatible almost complex structure Jp so that L bounds no holomorphic discs and
no holomorphic 1-gons; the case of a finite collection of mutually transverse tautologically
unobstructed Lagrangians is only more complicated for notational reasons.

Using the methods of this paper, the essential choice in the construction of the functor is
that of a system of paths of fibres as in Equation : for each holomorphic disc ¥ with
two punctures and a choice of £ < dim @ + 1 boundary marked points on one of the two
components of the boundary, together with a labelling of the segments between the marked
points by a collection (g1,...,qe) of points in @ which lie in a ball of radius 1, we choose
a smooth path gy in @), parametrised by the part of ¥ carrying the marked points, and
subject to the conditions listed in Section We write 8 for such a system of paths,
to which we can assign according to Lemma [3.3] a reverse isoperimetric constant Cs for
the families of moduli spaces of strips with one boundary condition along L, and the other
along the paths of Lagrangian fibres prescribed by 8, parametrised by the choices of points
(qla s 7ql)~

We obtain from these moduli spaces a module £, over the category F4 from Section
whenever A is a cover of () whose associated cover X 4 by the partially ordered set of non-
empty intersections satisfies Condition (2.1.2), and which is sufficiently fine with respect to
the constant Cs so that Condition holds. Moreover, we have a map
(DOl) CF*(L,L) —)HOIHQFA(LL,LL).

Following the methods of [6, Appendix A], we can extend this map to an A..-homomorphism
from the category Fr, with one object (with endomorphism CF*(L, L)) to the category of
modules on F4. The key point is that this does not require any further constraint on the
cover because the higher terms of the functor are defined using moduli spaces of strips with
marked points along both boundary segments; we use the system of paths S along one, and
boundary condition L along the other. The reverse isoperimetric constant which we used
for the construction of the linear part of the functor thus applies to the higher parts as well.

Proposition D.1. If 8 and So are systems of paths, there is a commutative diagram

(D.0.2) / ?f \

mody, <+—— mody, ,,, — mody, ,
whenever Ay and Ay are sufficiently fine covers, in which the arrows from Fy, to the cate-
gories of modules over F 4, and F 4, are respectively defined using S1 and Sa.
Sketch of proof: Consider a system of paths 815, defined for sequences
(D.0.3) (L G0y 10, 90% -+ > G
(D.0.4) (L, @3s- - 98, 8%+ G8°)

with all points ¢; and ¢;* (or ¢7 and ¢j?) lying within a ball of radius 1, and where £ is
bounded by dim @ and k by 2dim Q). We require that these satisfy again the conditions
listed in Section [3.2.4] and that they extend the choices of paths §; and 85 in the sense
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that they agree with them whenever there are no points labelled q}z. According to Lemma
there is a reverse isoperimetric constant Cs,, for the moduli spaces of strips with one
boundary condition along L, and the other along the paths prescribed by 81s.

We now consider covers A; and Ay with the property that any sequence of nested non-
empty intersections of elements of these sets has length smaller than or equal to dim @ + 1.
This implies that any sequence of nested non-empty intersections of elements of A; U A, has
length smaller than or equal to 2dim ) + 2. These non-empty intersections are the objects
of the category J4,114,, Which is equipped with natural embeddings of F 4, and J4,.

Using the system of paths 82, we may construct a functor

(D05) I — .rfAl]_[Az.

The key point is to use the points labelled g} and ¢? as basepoints of the objects of Fa,114,
which respectively come from J4, and F4,, and qjl-2 for the remaining objects. This choice
ensures that Diagram commutes. The main results of this paper and of [6] imply
that the functors we have constructed from JFr, to these categories of modules are all fully
faithful embeddings (upon imposing a further constraint on the size of the covers). |

In order to conclude from the above result that the family Floer functor is independent
of choices, we need as well a comparison between the categories of modules over F 4,114, and
JF4,. While these categories are not equivalent, Lemma and the fact that continuation
maps induce equivalences of family Floer homology groups (c.f. [5, Corollary 3.13]) together
imply that the image of this functor lies in our model for the derived category of (twisted)
coherent sheaves (c.f. [6, Definition 2.7]): this subcategory consists of those modules M for
which (i) the value on any object o is a perfect module over F(o, o), and (ii) the induced
map
(D06) M(U) ®fr"(a,a) .{T(O', T) — M(T)
is an equivalence.

Lemma D.2. The functor mods, ,, — mods,, restricts to a fully faithful embedding on
the subcategory corresponding to complexes of (twisted) coherent sheaves.

Sketch of proof: Let Sﬂ-l denote the subcategory of F 4,114, consisting of objects which do
not lie in F4,. By construction, there are no morphisms from objects of ?jl to those of
F 4, (i.e. this is a semi-orthogonal decomposition). The morphism space between modules
M and N over F 4,114, is thus naturally isomorphic to the cone of the map

(D.0.7) HOIIl_ffA1 (M, N) () Homrfﬁl (M, N) — Hom:;jl ($k1 A:;Al ®§A1 M, N),
where 51 Ag, is the bimodule associated to the semi-orthogonal decomposition of F4,114,,
1

and we omit any notation for the restriction of the modules to 4, and F, . This isomor-
phism identifies the kernel of the restriction map (on cohomology) with the cohomology of
the cone of

(D.0.8) Homgcf11 (M,N) — Homr;j1 (g‘jl Az, ®5, MN).
The finiteness assumptions on M and N, imply that this complex is quasi-isomorphic to
(D.0.9) Homg. (Cone(s1 Az, ®5, M—M),N).
1 1
Equation implies that the cone of the map 54, Ag, ®gz, M — M vanishes on every

object of ?jl except those which are objects of F4,. We shall use this to show that the
complex in Equation is acyclic.
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The filtration of the category F 1J4_1 by the number of elements As appearing in the nested
intersection associated to each object reduces the result to the following situation: P is an
integral affine polytope (i.e. a polytope associated to an object of F4,), Ap is a cover of
P by integral affine polytopes (i.e. the cover obtained from intersecting the elements of A;
with P), and € is a module over the category obtained from F4, by adding one object op
corresponding to P (with endomorphism algebra I'”), so that C vanishes on every object
other than op, and whose value on op is a perfect complex. Given another module N whose
value on op is perfect, and such that Equation holds, our goal is then to show that
the space of morphisms from C to N is acyclic. Given the vanishing assumption on € and
Equation (D.0.6), this complex is quasi-isomorphic to the cone of the map

(D.0.10) Hompe (C(op), N(op)) —
HOIII:,FAP (3‘AP A?(Up,ap) ®rr G(O'p),g:AP Arp Qrp N(O’p))

The result now follows from Tate acyclicity using the perfectness of C(op) and N(op). O
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