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a b s t r a c t 

During the decay phase of the interaction of a femto-second Gaussian pulse with a single spherical par- 

ticle, the presence of quasi-periodic short oscillatory bursts of electromagnetic energy at points in the 

near field outside the particle have been observed in three-dimensional simulations. Analogous behavior 

can be very easy produced and understood in simple one-dimensional scattering calculations. In two di- 

mensions the situation immediately becomes more complicated and interesting. Here we discuss results 

from two-dimensional pseudo-spectral time-domain simulations of scattering from circular, elliptical, and 

hexagonal particles with the real index of refraction m = 1.3. Our focus is on how energy initially trapped 

within a particle after interaction with an incident Gaussian pulse is released over time, and we show 

two kinds of events that can result in “bursts” of energy release from the particles: (i) the coalescence 

of counter-propagating wave-packet-like electromagnetic field structures that have maximum amplitude 

near the surface of the particle, and (ii) encounters of individual packets with surface regions of high 

curvature. The coalescence events in the circular case show the dynamical origin of a two-dimensional 

form of “photonic nanojet.” The two-dimensional simulations make clear the reason for quasi-periodic 

intermittent bursts at fixed near-field points outside the particle. Examination of field evolution shows 

that distinct near-surface internal field maxima, ostensibly the “source” of the emission bursts, are in 

fact inter-connected by caustic-like internal field structures that extend throughout the particle and 

have complex time evolution. The revealed intricacy of these connections suggests that understanding 

the origins of pulsed emissions in three dimensions, even for simple particle geometries, may be quite 

challenging. 

© 2019 Published by Elsevier Ltd. 
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. Introduction 

The subject of single particle scattering plays a fundamental

ole in developing methods to model the many interactions and

eedbacks between atmospheric and oceanic particles (ice crystals,

ater droplets, soot, dust, wide varieties of aggregates, plankton,

tc.) and the ambient electromagnetic radiation field. These meth-

ds find use both in direct models of atmospheric phenomena on

ime-scales ranging from seconds (weather simulations) to cen-

uries (climate simulations), and indirect models of great utility in

emote sensing of the atmosphere and oceans. 

The work discussed in this paper had its origin in an attempt

o understand how to economize on cpu time when using a par-

icular method of studying single particle scattering that is based

n a numerical simulation of a solution to Maxwell’s equations.

ommonly used methods can be divided broadly into two classes,
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time-domain” and “frequency-domain” methods, depending on 

hether they are based on the equations themselves or a Fourier

ransform in time of the equations. Examples of the former are

he Finite-Difference Time-Domain (FDTD: e.g. [1,2] ) and Pseudo-

pectral Time-Domain (PSTD; e.g. [3,4] ) methods, and an exam-

le of the latter is the Discrete Dipole Approximation (DDA; e.g.

5,6,7] ). This short list could easily be made longer. The use that

s typically made of the FDTD or PSTD is to simulate the electro-

agnetic interactions in and near a particle (the “near-field”), an

ffort that can involve considerable cpu time; the results of these

alculations are recorded at points on or within some computa-

ionally convenient surface (a “Huygens surface”) outside the par-

icle, then mapped to large distances from the particle (the “far

eld”) using some surface- or volume-integral based method called

 “near-to-far-field” transformation. In the DDA method, the far-

eld is the sum of the contributions of individual dipoles. The

DTD and DDA are exact numerical methods, as is the T-matrix 

ethod [8–10] . 

The near-to-far field mapping (see, e.g. [11] for a discussion)

ommonly is done frequency-by-frequency, and a determination

https://doi.org/10.1016/j.jqsrt.2019.01.015
http://www.ScienceDirect.com
http://www.elsevier.com/locate/jqsrt
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Fig. 1. Simple conception of pulse interaction. 
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must be made of when to stop the integration in the time-domain

simulation of the near field evolution. This is a particularly impor-

tant consideration when particles having a size large compared to

the wavelength(s) incident on the particle are under study. The cpu

time rises rapidly as the relative particle size, and with it the rel-

ative computational domain size, increases. The non-dimensional

measure of the relative particle size we use is the size parame-

ter x , defined in terms of a characteristic linear dimension a (e.g.

the radius of a spherical particle, or the radius of a circumscribing

sphere for a non-spherical particle) and a characteristic wavelength

λ or wavenumber k by 

x = 

2 πa 

λ
= ka (1.1)

Given current computational technology, in-depth study of scat-

tering properties over an interesting range of particle shapes, com-

positions, and indices of refraction is limited to size parameters

roughly in the range of 150–200. We were using the PSTD in this

range, and were interested in finding a way to determine a pri-

ori when to stop our numerical time integrations of the near field

before passing the results to the near-to-far-field calculation. 

The particular kind of calculation we were doing involved an

incident Gaussian pulse of electromagnetic radiation. In concept,

the idea was simple (see Fig. 1 ): an incoming pulse would inter-

act with an isolated particle over a period of time, with “even-

tual” radiation of the incident energy, and the calculation could be

stopped once the particle was sufficiently emptied of the energy, in

the sense that further integration would have no appreciable effect

on the temporal Fourier transforms needed for the near-to-far-field

transformation. 

Ignored in this simple view is the definite possibility that some

energy could remain “trapped” in the particle for a time, and that

the manner in which the energy “eventually” is released might

depend on particle geometry (not to mention particle composi-
ion) could be itself both interesting and important to the design

f time-domain computations. One advantage, in fact, of using a

ime-domain method is the immediate view it can provide of the

volution of coherent field structures that may only leave a shadow

f their nature in frequency domain simulations, a shadow whose

hysical origin might be more difficult to understand. 

In a preliminary attempt to understand the rate and nature of

he radiation of energy from a simple homogeneous spherical par-

icle which had undergone an interaction with an incident Gaus-

ian pulse, data were gathered from a three-dimensional PSTD cal-

ulation at points outside the particle, points situated at centers of

aces of a cube outside the particle (See Fig. 2 a). Time series of the

ertical component of the electric field that resulted in two PSTD

alculations using homogeneous spherical particles are shown, for

 = 30 and x = 80, in Fig. 2 b and c. 

While it was clear that amplitudes at all points showed an over-

ll decay with time, an unexpected feature of the time series was

he presence of intermittent bursts of amplitude in the process of

his decay. The existence of bursts in themselves suggested a dif-

culty in determining when to stop a calculation based on instan-

aneous values of field strength. More intriguing was the evidence

hat the bursts seemed, especially in the case of the smaller par-

icle, to have a characteristic structure and to occur at something

ike regular intervals. The bursts seemed to indicate some inter-

sting events in the evolution of the electromagnetic field in the

article after the “main” signal of the incident pulse had passed

y the particle. 

A little thought suggested how similar intermittency at points

utside the particle could arise in the case of an incident Gaussian

ulse in simple one-dimensional model, in which a “particle” was

imulated by a permittivity pattern that was constant at a value

bove 1 in a localized region. In physical terms, this would be a

odel of a pulse normally incident on an infinite homogeneous

lab, the slab itself oriented normal to the x axis in a Cartesian
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Fig. 2. Time dependence of the electromagnetic field component E z at the six points centered on faces of Huygens surface indicated in (a) for spherical particles with size 

parameters (b) x = 30 and (c) and x = 80. 
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oordinate system. With electromagnetic fields 

E = E y ̂  y 

 = H z ̂  z (1.2) 

axwell’s equations have the simple form 

ε

c 

∂ E y 
∂t 

= −∂ H z 

∂x 
1 

c 

∂ H z 

∂t 
= −∂ E y 

∂x 
(1.3) 

nd the presence of a “particle” can be modeled by a localized de-

arture of the permittivity from unity in a region between x = x 1 
nd x = x 2 : 

( x ) = 

{ 

1 x < x 1 
εp x 1 ≤ x ≤ x 2 
1 x > x 2 

(1.4) 

Fig. 3 a displays some results from a PSTD simulation (with a 1-

 version of the UPML) of a solution to Eqs. (1.3 ) and (1.4) ) in the

ase of a Gaussian pulse with center wavelength 0.55 μ incident
n such a particle with index of refraction m = 1.3. What is illus-

rated in the figure is the electric field component E z (t,x): in the

gure time (on the horizontal axis) is scaled by the time it would

ake the pulse to cross the particle. The simple events of refraction

nd reflection are clear, and it is easy to understand how “pulses”

ppearing at fixed points outside the particle would occur. In fact,

s Fig. 3 a and b indicate, the amplitudes of the pulses are well

redicted by arguments based on Fresnel’s Laws (indicated on the

gure by dotted lines denoted “Fresnel predictions” for successive

vents). 

The next logical step was to consider a two-dimensional prob-

em, one known on the basis of ray-tracing studies to have more

nteresting phenomenology, and on the basis of frequency do-

ain studies to have complicated geometric structure [12,13] . The

STD time-integrations we made clearly showed the presence of

ave fields traveling within the particle, and totally different 

echanisms for generating “pulses” of departing radiation than 1-

 calculations could show. In this paper we focus on two partic-

larly simple ways pulses are generated, leaving for later a more

etailed examination of how the two are modified by changes
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Fig. 3. One-dimensional calculation: PSTD-computed electric field as function of position and time (a); PSTD-computed electric field amplitudes as function of time at two 

fixed positions, one ahead of particle (b) and the other beyond particle (c). Dotted lines in (b) and (c) indicate Fresnel predictions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. The instantaneous E z field at timestep 151. The red dot indicates one of two 

|E z | maxima within the particle: its angular position at this time is θ ≈ 176 o . The 

other maximum is at a position symmetrical about the particle centerline and is not 

indicated. The image is from timestep 151, where the time step increment is δt ∼
2 . 62 × 10 −17 s. (For interpretation of the references to color in this figure legend, 

the reader is referred to the web version of this article.) 

n

o

d  

c

in geometry, index of refraction, angle of incidence, or incident

pulse shape. Accordingly, we consider just one central wavelength,

0.55 μ, for the incident Gaussian pulse, a single index of refrac-

tion for m = 1.3 (ice) and unit magnetic permeability for the par-

ticles, and normal incidence. The e-folding time for the pulse at a

fixed point was chosen to be 1.7 ×10 −15 sec for most of the results,

though in a few cases discussed below the sensitivity of pulse du-

ration to doubling or halving was tested. 

The two-dimensional problem that we pose can be thought of

as the case of a cylindrical particle (of specified cross-section) il-

luminated by an incident wave or wave packet approaching at an

angle normal to the cylinder axis. We will study the TE case, in

which the incident field is polarized parallel to the cylinder axis,

and use the model equations 

ε

c 

∂E 

∂t 
= ∇ × H 

1 

c 

∂H 

∂t 
= −∇ × E (1.5)

with 

E = E z ̂  z , H = H x ̂  x + H y ̂  y (1.6)

The presence of a particle is recorded by the spatial dependence

of the permittivity, ε = ε( x, y ), and in this study we considered

cases of circular, elliptical, and hexagonal departures from ε = 1. 

All of the PSTD calculations were conducted in a computational

domain bounded by a uniaxial perfectly matched layer (UPML);

some details can be found in [11] . As mentioned above, the cen-

tral wavelength in the Gaussian pulse will be held at 0.55 μ and

the index of refraction at m = 1.3. A shaped pulse necessarily in-

cludes wavelengths other than the central one; the PSTD method

we use assumes the same index for all the component wave
umbers and our simulations are consequently “non-diffusive”

nes. (See [14] for a demonstration of the relatively modest 

ifferences between diffusive and non-diffusive calculations in the

ase of a spherical raindrop.) 
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Fig. 5. (a–f) Incident Gaussian pulse interacting with cylindrical crystal with circular cross-section: timesteps 931, 1081, 1171, 1231, 1381, and 1771. (g–l). Continuation of 

previous figure: timesteps 2371, 2461, 3601, 3751, 4861, and 5041 (m). The Ez field at timestep 2101, which is intermediate between the times of f and g. 
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Fig. 5. Continued 
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Fig. 5. Continued 
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Section 2 of this paper examines the case of an infinite cylin-

er of circular cross section, and introduces a first mechanism of

ulse generation, a consequence of a particular evolution of the

nternal wave field. The wave fields at times show features of

traveling waves” with maximal amplitude near the surface, ap- 

arently traveling at a speed intermediate between the speed in

ir and in ice. In Section 3 we review a very simple model of how

 traveling wave solution to Maxwell’s equation could exist and

ow the speed of travel is determined. In Section 4 we return to

wo-dimensional calculations of particles with two different cross-

ections, namely elliptical and hexagonal, and demonstrate another

ay pulses are generated. Section 5 contains a brief summary dis-

ussion. 

. Circular cross section: pulses from interactions of 

counter-propagating waves.”

Figs. (4 and 5 a–f, g–l) show instantaneous fields of E z (x,y,t) for

 particle with circular cross section and x = 30. In each panel, the

hite arrows indicate the local Poynting vector 

 = E × H, 

hich indicates the local flux of electromagnetic energy, and which

n our case is necessarily horizontal. Times recorded in these

nd following figures are in terms of multiples of computational

imestep δt ∼ 2 . 62 × 10 −17 sec. Fig. 4 shows the incoming pulse

eginning to interact with the particle, and has two other features

ndicated that will be useful in subsequent discussion. The red dot,

lightly to the right of the center line, indicates a point of maxi-

um amplitude of the E z field within the particle. The maximum

s slightly off center because the internal field is already reacting

o the leading edge of the pulse but at an amplitude too small

o be visible in the color scheme of the figure. The angular po-

ition of this maximum, with the angle determined counterclock-

ise from the forward-scattering direction as indicated in Fig. 4 ,

as recorded at each timestep for diagnostic calculations that are

iscussed below. Because of the symmetry of the problem, there

s another maximum on the other side of the particle near −178 °.
his is not shown here or in subsequent figures relating to the cir-

ular particle, nor is it shown later in figures for cases particles

onsidered with the same symmetry with respect to pulse propa-

ation direction. 

Fig. 5 a and b show that the part of the incoming pulse that

s outside the particle has progressed farther than the part that

as encountered the particle, as would be expected from the dif-

erences in indices of refraction. The figures also show that the

nternal energy flux appears to be focused toward the forward
cattering direction, and that the maximum amplitude of the elec-

ric field is near the surface of the particle. 

Fig. 5 c shows a time just after the two maxima have coalesced,

oved further inward, then started to “split” symmetrically apart.

n animations of the field evolution, this coalescence and “split-

ing” has the appearance of two counter-propagating wave pack-

ts with maximum amplitude near the surface passing through

ach other. The maximum amplitude in the entire field is at this

ime concentrated in a relatively narrow pulse moving off in the

orward-scattering direction, perhaps a version in this computation

f a “photonic nanojet” [15] . After this stage, the evolution of struc-

ure in the field may be loosely described as dominated by a time-

volving mixture of wave-packets with maximum amplitude near

he surface of the particle, and internal curvilinear concentrations

r beams of amplitude representing caustic-like features. Although

t times the packets may appear to be highly localized near the

urface, they have no clear relation to what are classically called

electromagnetic surface waves [16,17,18] . 

The Fig. (5 e–l) suggest that the electromagnetic energy leaves

he particle only slowly (more on this below) from the particle

s the counter-propagating near surface maxima make their way

round the particle until they meet and coalesce, at which times

ursts of energy are shed alternately in the direct forward- and

he direct back-scattering directions. Fig. 5 m, corresponding to a

ime between those of Fig. 5 f and g, illustrates features of elec-

ric field structure upon which we will comment below. In viewing

he images, it should be kept in mind that while the color scheme

hanges only a little, the figures are constantly being rescaled to

eep field structure clearly discernible: in fact the true amplitude

s decreasing with time. This rescaling can be seen by the values

ndicated by the color bar included in each panel. (The time evo-

ution of internal energy will be shown more clearly in Figs. 6–8

elow.) 

The major releases of energy that occur in bursts in the forward

nd backward directions give an interesting interpretation to the

amiliar forward and backward peaks in the phase function. The

anels in Fig. 5 furthermore make it clear that at fixed points out-

ide the particle, there should be intermittent bursts of oscillatory

 z as the curvilinear wave-fronts outside the particle (cf. Fig. 5 i

nd k) that are connected to the near-surface wave packets sweep

y the points. Time series at individual points (not shown) would

how behavior qualitatively similar to that seen in the case of 3-d

imulations ( Fig. 2 b and c). 

Turning to a consideration of the overall evolution of electro-

agnetic energy with time, we first represent this evolution in a

anner motivated by [14] . Fig. 6 shows evolution of field energy

n two different ways. Fig. 6 a shows the energy at a fixed distance
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Fig. 6. Energy angle-time diagrams for circle, ellipse, and hexagon: (a) at a fixed distance outside the particle and (b) total inside the particle. Panels in the same row are 

for successive intervals of time. See text for details. 
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outside the particle (but not in the absorbing boundary layer), as a

function of the angle θ (defined in Fig. 4 ) and time. The part of the

evolution shown is after timestep 1500, which is after the main

part of the incident pulse, as well as the first forward-scattering

pulse, has passed out of the computational domain; it is between
he times of Fig. 5 e and f. Using the symmetry of the simulation

e need only record the θ range [0, 180]. Fig. 6 b shows the total

nergy within the particle, again as a function of angle and time,

ut recorded not in terms of energy at a fixed position, but in-

tead in terms of the energy in a cone of width 2 ° centered on the
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Fig. 7. Time series of data gathered inside (a–d) and outside (e–h) the circular cross-section particle. Asterisks in the panels in the second row indicate times of Fig. 4 a–l. 

Shown are: pointwise maximum of |E z | (a and e); total electromagnetic energy (b and f); distance of pointwise maximum from particle center (c and g), with red line 

indicating particle boundary; and angle at which pointwise maximum occurs (d and h), with forward direction = 0 °. See text for more details. (For interpretation of the 

references to color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 8. Tangential speed estimates for movement of |E z | maxima constructed from data shown in Fig. 5 . The speeds are normalized by the speed of light c; see details in the 

text. 
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ngle θ . The upper row of three panels in 6a and 6b are for the

ircular case; lower rows are for the elliptical and hexagonal cases

iscussed later. The rows are split into three successive time inter-

als in order to handle the decay of energy with time: successive

anels in a row use re-allocation of colors to energy levels (note

he colorbar values), this assignment being held constant during

he time interval of each panel. 

Because the simulation is conducted in the near field, not all

eatures of the data gathered outside the particle are easy to in-

erpret in terms of implications for the far field. The amplitude

axima occurring at near backscatter in the second panel for the

ircle in Fig. 6 a, and the one at the forward scattering angle in

he third panel are as would be expected (cf. Fig. 5 g and j). But

he maximum at about θ = 105 ° near timestep 20 0 0 in the first

anel is a little harder to interpret. It also shows up in the internal
nergy plot at about the same time. Examination of the entire field

t these times shows that the energy being “launched” at about

imestep 1771 ( Fig. 5 f) reaches the sampling radius during the in-

erval of the amplitude maximum in the first panel. 

The second two panels in Fig. 6 a and especially in Fig. 6 b in-

icate, aside from the decay of internal energy, that there is an 

pproximately constant angular velocity associated with the move-

ent of energy. To look more closely at this movement, we con-

ider another method of analysis that also is useful for showing

he relation between the release of energy from the particle and

eatures of the wave field, a way that will prove particularly useful

hen we consider other particle shapes below. Recall that the red

ots in Fig. 5 panels indicate the location of maximum |E z | inside

he particle. Values for these amplitudes and corresponding posi-

ions, along with values of total internal electromagnetic energy
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inside and outside the particle, were recorded during the simula-

tions and are displayed in Fig. 7 . 

The figure shows features of the electromagnetic field inside

(left-hand column) and outside (right-hand column) the particle.

Here “outside the particle” means in the part of the computa-

tional domain outside the particle but exclusive of the UPML. (The

presence of this layer means that all field quantities should even-

tually decay with time.) Panels (a) and (b) show, respectively, a

time series of the value of maximum |E z | at any interior grid point

and the total electromagnetic energy (both electric and magnetic)

within the particle. The asterisks on the curve in the internal en-

ergy time series (7b) indicate the times of the images shown in

Fig. 5 ; the asterisks on the series for external energy (7f) have the

same meaning. The interior grid point maximum |E z | (7a) at first

rises as a part of the incident pulse begins to influence the field

within the particle, remains relatively constant until the “focus-

ing” of energy seen in Fig. 5 b and c cause a local rise at the re-

gion from which the first forward pulse will be emitted, and then

drops as that pulse is emitted. At this time total internal elec-

tromagnetic energy drops sharply, while both the maximum grid

point |E z | outside the particle and total outside electromagnetic

energy ( Fig. 7 e and f) rise. Subsequent drops in total energy in-

side the particle when backward or forward jets are formed are too

small to show on the plots, and the main indications of jet gener-

ation events are the short “jiggles” on the maximum |E z | curve in

7a, which are observed to occur when counter-propagating pack-

ets coalesce. This comment on event timing will be made clearer

below. The dotted curve in panel 7f is a copy of the internal en-

ergy curve shown in Fig. 7 b, and is included as an aid in recog-

nizing the phasing of internal and external events. The amplitude

scale in panels 7a, 7b, 7e, and 7f is logarithmic; the subsequent

pulse emissions are not nearly as clearly defined as the first in

the total energy fields in this circular case, but they can be recog-

nized by the episodic burst-like behavior of the interior grid point

maximum |E z |. 

The two bottom panels in each column show the positions

of grid point |E z | maxima, recorded in (r, θ ) form. Recall from

Fig. 4 that θ == 180 corresponds to the entry point of the

pulse, the direct back-scatter angle, and θ = 0 corresponds to the

forward-scatter angle. Thus the “bottom” edge of a θ plot in the

panels corresponds to the “bottom” of the circular boundary in

Fig. 5 (a–l). In Fig. (7 c and g), which show radial position, a solid

red line has been added to indicate the distance corresponding

to the radius of the particle. There are some numerical difficul-

ties in tracking locations of maximum |E z | when, as appears to be

the case in the panels of Fig. 5 , that maximum is attained along

a curve rather than at a single point, in a locally ripple-like struc-

ture. Adding to the difficulty of interpreting movement of maxima

is evidence from studies using other methods that there is a very

intricate internal field structure near the boundaries [19] . For these

and perhaps other reasons the “curves” shown have irregularities

that we have not tried to smooth out. In spite of the irregulari-

ties certain features are clearly apparent, especially after the main

pulse has passed by. 

The confinement of maximum interior |E z | near the boundary of

the particle is clear, although there is some indication of a “hop-

ping” between two preferred near-boundary positions that even-

tually disappears. This hopping may be an artifact of the algo-

rithm used to find the maximum, but it also may be related to

the complicated near-surface structure reported in [13] , a structure

that our numerical resolution perhaps only poorly represents. The

θmax plots in panels 7d and 7h show that, after the incident pulse

has passed by, the movement of maximal |E z | location around the

particle boundary, described qualitatively above in connection with

Fig. 6 , does appear to be at a constant angular velocity. More will

be said about this movement below. 
r  
The θmax plots help “time” events in the other panels of Fig. 7 .

he three short bursts of interior |E z | maximum of similar shape

een in Fig. 7 a mentioned above are clearly associated with the in-

eraction of the counter-rotating wave structures mentioned above

hat leads to the emission of pulses. The times at which the loca-

ions of maximal |E z | outside the particle are far away from the

article primarily occur in the period between the first forward

nanojet” pulse ( Fig. 5 d) and the first backward pulse ( Fig. 5 h). The

rst two outward movement events are related to parts of the in-

ident pulse that passes by the particle (before the wide dip of

he θmax curve near θ = 0) and the nanojet pulse itself (during the

ide dip). The third outward movement of the exterior field max-

mum occurs before the first backscatter pulse, between the times

f panels 5f and 5g. It is part of a broad outward-sweeping field

tructure that trails back from the departing nanojet pulse, main-

aining a weak but clear connection to the field inside the parti-

le as it spreads away from it until it is absorbed by the UPML.

ig. 5 m, showing the E z field at a time intermediate between that

f Fig. 5 f and g, shows some of this structure. The last two evident

utward |E z | movements correspond, as Fig. 7 h shows, to the first

ack-scatter pulse and the second forward-scatter pulses. 

Returning to the observation that the internal field |E z | maxi-

um appears to travel at an approximately constant angular ve-

ocity once the main part of the incident pulse has passed by, the

pproximate constancy suggests a consideration of how the related

peed might compare with the speeds corresponding to the indices

f refraction of the particle and of the surrounding medium. An

ttempt to measure the implied speed of movement, using radial

osition and a finite difference approximation for angular velocity,

as only partly successful, partly because of the “hopping” of ra-

ial position mentioned above and partly because of the difficulty

f numerically differentiating a noisy θ time series. Fig. 8 shows

he result. In the figure the approximately measured tangential

peeds are scaled by the speed of light c outside the particle. The

hree horizontal lines in the tangential speed plot correspond to

he outside speed (uppermost line), the speed in the particle (low-

st line, at ordinate 1/m), and the average of the two. Given all the

ncertainties of the measurement, it is hard to conclude more than

hat the speed of travel is almost always less than c and is most of

he time greater than the speed in a homogeneous medium with

ndex of refraction m. 

It is much easier to track amplitude maxima and energy ejec-

ion events than it is to characterize the intricate internal struc-

ure, structure that connects localized near-surface “wave-packet-

ike amplitude maxima on opposite sides of the particle. Before

urning to consideration of how packet-like behavior and inter-

al wave structure evolves in other particles, we first recall in the

ext section an idealized model that illustrates in a simple way

raveling wave speed determination and connection of near-surface

axima on opposite sides of a particle through internal structure. 

. Phase speed and structure in a “slab” model of traveling 

aves 

The 2-d Maxwell Eqs. (1.1) in the case (1.2) that we have been

onsidering yield a wave equation for the electric field component

 z : 

∂ 2 E z 
∂ t 2 

= 

c 2 

ε

(
∂ 2 E z 
∂ x 2 

+ 

∂ 2 E z 
∂ y 2 

)
(3.1)

The previous section, as well as the sections to follow, consid-

red properties of numerical solutions to this equation in the case

f a 2-valued permittivity. The index of refraction m = 

√ 

ε, has been
ssumed to have just two values: 1 outside the particle and some

eal number greater than 1 within the particle. The problem is a
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Fig. 9. (a) Graphical demonstration of the existence of a solution to the transcendental Eq. (3.10) and (b) geometry of slab model and structure of gravest even mode. 
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lassical one, and separable solutions for some simple geometries

ave been thoroughly studied. 

The particularly simple model we consider is one consisting of

 uniform dielectric slab in a background dielectric medium: in our

ase the background medium is a vacuum. We recall here elements

f the argument for traveling waves in that model: details may be

ound in [20,21] . The “particle” is an infinite strip of width 2 L ori-

nted along the x axis. The spatial dependence of the index of re-

raction is assumed to be 

 ( y ) = 

{ 

1 y > L 
m p − L ≤ y ≤ L 
1 y < −L 

(3.2) 

(See Fig. 9 b.) With c ∗ denoting the wave speed, we look for so-

utions of the form 

 z ( x, y, t ) = cos ( kX ) Y ( y ) , X = x − c ∗t (3.3)

These are waves traveling in the x direction with a speed c ∗
hat is not a priori known: its determination is made by bound-

ry conditions at the particle boundary and depends on m p , k, and

 in addition to those conditions. Substitution of this form in the

q. (3.1) results in the relation 

 
′′ − G ( y ) Y = 0 (3.4)

here the y-dependent expression G(y) is 

 ( y ) = k 2 1 − c 2 ∗m 
2 

c 2 
(3.5) 

The function G(y) is piecewise constant, with jumps at y = L and

 = −L; in the context of quantum mechanics, G is a “square well

otential.” The natural choice for a solution Y(y) is one that is con-

inuously differentiable everywhere, with a second derivative that

as a jump where G does. Away from those jumps, the solution

ither is oscillatory or exponential in y, depending on the sign of

(y). Motivated by our simulations, we require that Y decay ex-

onentially away from the particle and be oscillatory within the

article. Thus we look for a solution that has a wave speed c ∗ such

hat 

 ( y ) = 

{
> 0 , | y | > L 
< 0 , | y | < L 

(3.6) 

The fraction appearing in Eq. (3.5) is just the square of ratio of

he unknown wave speed c ∗ to the speed c p = c/m of an infinite

lane wave in a medium with index m p . So we see that the re-

uirement we place in Eq. (3.8) implies (on the standing assump-

ion that m p > 1), that 

 p < c ∗ < c (3.7) 

.e., that the unknown wave speed is intermediate between the

peed within and without the particle. 
This result, which was seen in the numerical experiments, here

s a direct consequence of the wave equation and the assumed

ualitative structure in y of the solution. The next step in the argu-

ent is to find a value of c ∗ that allows satisfaction of the condi-

ions of continuity of Y(y) and Y’(y) at the boundaries of the parti-

le. Making use of the observation that because the second deriva-

ive operator is even, and the geometry of the problem is by con-

truction even in y, solutions exist which are either even or odd

n y. The even solution most suits our purpose; the odd solution

s no different as far as our main points are concerned. With the

efinitions 

 0 = 

√ 

G = k 

√ 

1 −
(
c ∗
c 

)2 

, | y | ≥ L 

 1 = 

√ 

−G = k 

√ (
c ∗
c p 

)2 

− 1 , | y | ≥ L (3.8) 

he even solution may be sought in the form 

 ( y ) = 

⎧ ⎪ ⎨ 

⎪ ⎩ 

Y 0 ( y ) = A e −l 0 ( y −L ) y ≥ L 

Y 1 ( y ) = Bcos ( l 1 y ) − L ≤ y ≤ L 

Y 2 ( y ) = A e −l 0 ( −L −y ) y ≤ −L 

(3.9) 

Requirement that Y and Y’ are each continuous at y = L and

 = −L then lead in the usual way to a relation that can be writ-

en in the form 

an 

[
kL 

√ 

( c ∗/ c p ) 
2 − 1 

]
= 

√ 

1 − ( c ∗/c ) 
2 

( c ∗/ c p ) 
2 − 1 

(3.10) 

The unknown in this equation is the traveling wave speed c ∗ .
he easy way to see that a solution must exist is the graphical

ethod, namely by consideration of what graphs of the right- and

eft-hand sides of Eq. (3.10) must look like as functions of c ∗ in the

nterval between c p and c. Solutions to Eq. (3.10) occur when those

urves intersect and a simple argument shows that there must be

at least) one intersection. 

As c ∗ decreases toward c p , the right-hand term grows without

ound, while, as c ∗ increases toward c, that term goes to zero.

ence the right-hand term can have all positive values, and a

raph of it would be a curve monotonically falling to zero as c ∗ in-

reases from c p to c. The exact form of this curve is shown in red

n Fig. 9 a. On the other hand, the left-hand term is zero at c ∗ = c p ,

nd initially rises with the increase of argument for the tangent

unction. The upper limit of that argument occurs when c ∗= c, in

hich case the term on the left-hand side of Eq. (3.10) becomes 

an 

[
kL 

√ 

( c/ c p ) 
2 − 1 

]
= tan 

(
kL 

√ 

m 
2 − 1 

)
(3.11) 
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Since the graph of the right-hand term of Eq. (3.10) is a mono-

tonically falling curve covering all positive values, an intersection

must occur if the product kL is large enough: with L fixed, this

means if the wavenumber k is large enough. The blue curve in

Fig. 9 a is a graph of the left-hand side of Eq. (3.10) , drawn in the

case that kL is large enough that an intersection can occur. (As

kL continues to increase, more solutions are possible [20,21] , but

our purposes are served by considering just the first solution that

emerges.) 

Fig. 9 b shows qualitatively the structure of Y(y) that corre-

sponds to the indicated intersection. It is immediately clear why

the combined requirements of exponential decay outside the par-

ticle, oscillatory behavior inside, and continuity of Y and its deriva-

tive lead to a maximum amplitude near but inside the boundary of

the particle. 

The important features that this simple model demonstrate

are that traveling wave solutions have speeds intermediate

between the speeds that would be predicted by the indices of re-

fraction of the two media, and that travelling waves with maxi-

mum amplitude near the surface have deep “roots” in the interior

of the particle, roots that extend all the way through the parti-

cle, and in fact connect to the other side. These features are also

known to be properties of azimuthally-traveling waves in a circu-

lar 2-d particle, the geometry we have considered for the com-

putations in the previous section. The demonstration is consid-

erably more complicated, involving transcendental relations con-

taining logarithmic derivatives of Bessel functions instead of the

relatively simple expressions in Eq. (3.10) , but the central argu-

ments and results, including a multiplicity of possible modes, are

the same. Evidently, the curvilinear beams of large amplitude seen

in the Fig. 5 (a–l) are due to time-evolving linear combinations of

those modes, modes that extend throughout the circular particle.

Analogous features will be seen in the results shown in the next 

section. 

4. Pulses generated by curvature maxima 

We now consider two cylindrical particles with cross-sections

having less symmetry than a circle: an ellipse and a hexagon.

These shapes, especially the hexagon, have some relevance to ice

crystal scattering studies, but here we just treat them as illustrative

of another feature that can excite pulse generation, namely sur-

face curvature variations. We first consider the case of an ellipse 

oriented with its major axis orthogonal to the direction of

propagation of the same incident Gaussian pulse considered 

in Section 2 . 

Fig. 10 (a–l) show images from a case in which the ratio of the

semi-minor axis to the semi-major axis, which we call the as-

pect ratio, is 0.5, and the size parameter is again x = 30. Aside

from the fact that Poynting vectors are not shown, the evolution

in Fig. 10 (a–d) is qualitatively similar to that seen in Fig. 5 (a–d) for

the circular case. However, the claimed resemblance to “nanojet”

formation in the circular case (5d) is less evident in Fig. 10 (d), and

what appears instead is broader and less focused departing wave.

(Anticipating what is seen later in the evolution, we attribute this

to a much weaker curvature in the neighborhood of the forward-

scattering angle.). Fig. 10 (e–g) show something not seen in the cir-

cular case: as the wave packets that appear near the surface of

the particle pass through θ = 90 ° on their trip toward the back-

scattering angles, a wave is generated that spins outward, carrying

electromagnetic energy away from the particle. 

Fig. 10 (i and j) shows behavior qualitatively similar to that seen

for the circle (5 g,h), but the back-scattered pulse is again broader

and less focused in the elliptical case. The remaining panels, 10(k,l)

show the same kind of energy release as the near-surface wave

packets once again encounter a region of high curvature. 
These qualitative statements about the relation between curva-

ure and energy release can be quantified as shown in Figs. 11 and

2 . Fig. 11 shows time series of local |E z | maximum values, total

lectromagnetic energy, and the (r, θ ) position of the |E z | maxi-

um, inside and outside the particle as in Fig. 7 . (As in Figs. 7 f, in

1 f the internal energy curve is included as a dotted curve.) Again

sing the θmax time series curve to indicate position, we recog-

ize the intermittent “bursts” in the |E z | series as corresponding to

ounter-propagating surface maxima coalescing at direct forward

nd direct back-scattering angles. Unlike the case of circular cross

ection, though, the major drops in internal electromagnetic energy

o not occur during these events, but instead occur half-way in be-

ween them, when the |E z | maxima enter the regions of maximal

urvature. Fig. 11 f shows clearly that the significant drops in in-

ernal energy that occur then are accompanied by temporary rises

n the total exterior energy, a feature harder to see in the case of

ircular cross section ( Fig. 7 f); in the latter case the forward- and

ack-scatter energy release events involve relatively smaller frac-

ions of the particle’s total internal energy and so, aside from the

rst major internal energy release, do not stand out so clearly in

ither internal or external energy time series. 

Also unlike the case of the circular cross section, the angular

elocity suggested by the θmax time series in Fig. 11 d is no longer

onstant. This velocity decreases as the wave packets encounter

he region of higher surface curvature, where major energy release

akes place, then speeds up again once that region is passed. Sim-

lar behavior can be seen in the movement of total internal en-

rgy, as seen in the middle row of panels Fig. 6 b that are for this

ase. More striking is the appearance in the middle row of panels

n Fig. 6 a of strong energy maxima outside the particle located at

bout 90 °. 
Fig. 12 shows the relation between curvature and energy re-

ease for ellipses of two different aspect ratios. Green curves on

he figures are for analogous quantities from the circular cross-

ection case considered in Section 2 . (What is in fact plotted for

he two different ellipse cases is the radius of curvature divided by

he incident Gaussian pulse half-width.) It is immediately clear in

he case of the ellipse with smaller aspect ratio ( b/a = 0.5) that the

lectromagnetic energy drops most dramatically when the packet

arrying the |E z | maximum enters regions of small surface radius

f curvature (i.e. large curvature). This is also true in the case of

he ellipse with a larger aspect ratio and hence smaller maximum

urvature, but the effect is less dramatic and the rate overall loss

f energy by the particle is much closer to that of the circle. 

Once the complete symmetry of the circle is broken by pass-

ng to an elliptical cross section, there immediately enters another

onsideration, namely the orientation of the major axis with re-

pect to the direction of propagation of the incident pulse. We do

ot show here the behavior of the internal wave field when the

ajor axis is parallel to the direction of propagation of the inci-

ent pulse, because the regions of maximum curvature are then

n the exact forward and backward directions, and the only pulses

f energy release are of the sort of seen in the case of the circle:

ajor energy release in jet-like features in the direct forward and

irect backward directions when counter-propagating packets coa-

esce. These jets are more focused than in the circular case. When

he major axis has an orientation between these two extremes,

ixtures of energy release of both sorts occur but we do not dis-

lay or comment on them here. 

Having seen the effect of curvature in the case of elliptical

ross-section, with rate of loss of energy increasing with increased

alues of local curvature change, we may anticipate what will hap-

en in the case of hexagonal cross-section, where the boundary is

 mixture of regions of no curvature and “infinite” curvature (lo-

ally straight but non-colinear boundaries meeting). Consideration

f the previous cases lead us to expect that most energy release
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Fig. 10. (a–f). Timesteps 481, 571, 811, 991, 1531, and 1591 in the evolution of the wave field for elliptical cross-section. (g–l). Continuation of previous figure: timesteps 

1651, 1801, 1951, 2161, 2551, and 2671. 
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Fig. 10. Continued 
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Fig. 11. Elliptical cross section. Time series of |E z | maximum, total electromagnetic energy, and (r, θ ) positions of the maximum, both inside and outside the particle. Asterisks 

in the second row panels indicate timesteps illustrated in (a–l). 
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ccurs when near-surface amplified traveling wave encounter cor-

ers, with relatively little release occurring along straight edges. 

Fig. 13 shows selections of images chosen to illustrate typical

ehavior near corners. The size parameter is the same (30) as in

he elliptical and circular cases. 

In Fig. 13 b, the incident pulse oriented as shown in Fig. 13 a has

ostly passed out of the computational domain, and the first for-

ard jet pulse has almost exited the region. The red dot in that

mage indicates a maximum at a midpoint position along the bot-

om edge of the particle, but evidence can be seen of a leading

air of oppositely propagating features near the boundary. In the

ext image of the sequence (13c), the internal maxima have moved

round the first corner on their travel back toward the back-scatter

irection. Note the flux of energy indicated by the Poynting vector

hat is heading away from the particle parallel to the bottom sur-

ace of the particle. Energy shed in this manner, namely parallel

o the particle side along which the maximum is travelling when

t encounters a corner turns out to be characteristic in the evo-

ution. Fig. 13 f and g show this behavior at the next corner, and

imilar behavior at the top corners (13h) has the effect of actually

nhancing the back-scatter jet shown in Fig. 13 i. The formation of

his jet occurs in a complicated constructive interference between

he outward moving wave structure just mentioned generated at

ach of the top corners by the counter-propagating packets and

nother generated by the counter-propagating packets when they

eet at midpoint along the top edge. The remaining three images

n Fig. 13 are for subsequent corner encounters, with the final of

he three again showing emergence of a flux that will contribute

o another forward-scattering pulse a few timesteps later as de-

cribed in the back-scattering event of Fig. 13 i. 

We remark in passing that while images are not shown here

hat make the point most dramatically, maximum |E z | often occurs

ell within the particle, typically along the vertical symmetry axis.

uggestions of how this may occur are seen in Fig. 13 (c–e). The
ccurrence of internal energy maxima at times well within the

article is a common feature of non-circular particles we have in-

estigated. 

As was the case for the elliptical particle, the angle-time de-

endence of the energy outside the particle shown in Fig. 6 a (third

ow) is distinctive. Bursts are recorded at angles near 30 ° 60 ° and
20 °. The first panel shows in addition amplitude maxima near

80 °. Fig. 13 i shows the field at a timestep 2281, during the pe-

iod when the maxima appear: the maxima are clearly a signal of

he first back-scattering pulse. The subsequent forward-scattering

ulse shows up as the maximum in the lower-right edge of the

iddle panel at timestep 3500. 

Fig. 14 , constructed as in Figs. 7 (circle) and 12 (ellipse), shows

ore quantitatively the major events just described qualitatively.

ne perhaps surprising finding is the apparent constancy of angu-

ar velocity shown in the θmax time series, a constancy not shown

n the case of the ellipse. While there is evidence of corner en-

ounters in the movement of the radial position of the |E z | max-

ma, there is virtually no impact on the rate of progression of the

axima around the particle. Again, this series serves to indicate

he timing of key events: the quasi-periodic bursts of maximal |E z |

n the forward- and back-scatter pulse generation events, the three

ajor drops in internal electromagnetic energy, evidently equally

paced in time between these events that correspond to corner

ncounters, and near-surface location of the maximal |E z | at the

nset of these energy drops. (Note: the two red lines in the time

eries for distance from the particle center correspond to the max-

mum and minimum distances of points on the hexagon from 

ts center.) 

Fig. 15 shows time series for the three non-circular cases (two

llipses and one hexagon) and the circlular case, green curve. 

he figure makes it clear that the strong “flattening” of the ellipse

ith aspect ratio 0.5 has accelerated the rate of release dramati-

ally in comparison with the other cases. While a finding that the
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Fig. 12. Time series: surface curvature at point on surface of particle with same angle as nearby interior |E z | maximum, and total electromagnetic energy, for two aspect 

ratios. Size parameter x = 30 in each case. The energy time series for a circular cross-section particle with the same size parameter is included for comparison. 
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“

ellipse with the larger aspect ratio has a rate of energy release

closer to that of the circle might be expected, on a view of the 

ellipse with larger aspect ratio as a less deformed circle, we

have no explanation for the fact that the rate of release is ac-

tually slower than that of the circle for most of the evolution

after the main incident pulse has passed by. This fact stands

in the way of making an argument that the faster release of

energy from the flatter ellipse might also due to the smaller

area enclosed, or the greater ease with which packets can “reach

across” the particle when they are traveling on the flattened sides:

such arguments would predict the rate of release of the 0.75

aspect ratio ellipse to be greater than, not less than, that of 

the circle. 

We also have no explanation for the fact that the rate of release

of energy from the hexagonal particle is similar to that seen in the

circular case for a while, but then increases significantly. 

5. Summary and concluding remarks 

This study was undertaken with the intent of explaining how

the intermittent, quasi-periodic oscillatory bursts of electromag-

netic field strength at points outside a particle, observed by the au-

thors in previous three-dimensional scattering calculations, might

arise. An answer in the case of a one-dimensional scattering model
as simple in terms of elementary reflection and refraction argu-

ents, and the next step was to consider two-dimensional scatter-

ng. 

Using a two-dimensional version of our three-dimensional

seudo-spectral time-domain code, we simulated interactions of

aussian pulses with particles of circular, elliptical, and hexag-

nal shape and found in each case that electromagnetic energy

rapped after the main pulse passage had an intricate but (in

hese simple geometries) highly organized form. Although inte-

ior maxima of field amplitude were seen at times to appear deep

ithin the particle, for much of the time the field showed max-

mum amplitude in near-surface wave-packet-like structures that

ravel around the boundary of the particles when they are “undis-

urbed.” The two kinds of “disturbance” we observed were coa-

escence with a counter propagating packet, and travel into a re-

ion of increased surface curvature. In each case the result was

 brief but relatively intense release of energy to the surround-

ngs: given the symmetries of our simple shapes there were al-

ays ejections in the direct forward-scattering and back-scattering

irections, but changes in curvature led to ejections in other di-

ections. We were able to document the correspondence between

nergy release and surface curvature, and we pointed out aspects

f the evolution that resulted in the generation of two-dimensional

photonic nanojets.”



R.L. Panetta, S. Zhai and P. Yang / Journal of Quantitative Spectroscopy & Radiative Transfer 228 (2019) 27–46 43 

Fig. 13. (a–f) Timesteps 391, 1201, 1411, 1501, 1621, and 1771 in the evolution of the wave field for hexagal cross-section. (g–l) Continuation of previous figure: timesteps 

1891, 2131, 2281, 2581, 2911, and 3301. Same size parameter (30) as in elliptical and circular cases. 



44 R.L. Panetta, S. Zhai and P. Yang / Journal of Quantitative Spectroscopy & Radiative Transfer 228 (2019) 27–46 

Fig. 13. Continued 
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Fig. 14. Hexagonal cross section. Time series of |E z | maximum, total electromagnetic energy, and (r, θ ) positions of the maximum, inside the particle. Asterisks in the second 

row panels correspond to the timesteps of a–h. 

Fig. 15. Comparison of time series of total internal electromagnetic energy for cases 

of circle (black), the two different ellipses (green for aspect ratio 0.5, red for 0.75), 

and hexagon (blue). (For interpretation of the references to color in this figure leg- 

end, the reader is referred to the web version of this article.). 
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In spite of the noisiness of the estimate, we were able to show

n the case of a particle with circular boundary that near-surface

axima of the electric field travelled at a speed somewhere be-

ween the speed intrinsic to the particle and that intrinsic to the

urrounding medium, a result familiar from analyses of intrinsic

odes in simple idealized models. The regularity observed in the

ravel speed, combined with the symmetries of the particles con-

idered, and with the oscillatory structure of the outgoing curvilin-

ar “beams,” made clear how the electric field behavior at a fixed

oint outside the particle would show quasi-periodic intermittent

ursts of oscillatory field strength. 

Even in the context of 2-d simulations with idealized and sym-

etric particles, there are many ways in which the simple study

e have presented might be extended. While a qualitative similar-
ty was observed between the structure of what we called wave

ackets and the structure of the incident pulse, we have not yet

onsidered just how the structure of the packets is determined by

he structure of the incident pulse, nor how the structure of the

acket in turn affects the structure of the outgoing energy releases.

etails surely involve the geometry of the particle itself. Similarly,

ffects of incident pulse shape on structure of internal fields and

ates of energy release have not yet been investigated, although

e have mentioned that changes in the Gaussian half-width pa-

ameter σ did affect the amount of energy lost in the pulses emit-

ed in regions of high curvature, particularly in elliptical particle

ases. 

As far as the structure of the incident pulse is concerned, a

ore fundamental issue needs exploration: the simulations were

onducted using PSTD code that effectively assumes a constant in-

ex of refraction for all wavelengths. The calculations are hence

non-diffusive,” and while diffusive effects were shown in [12c] to

e modest, our finding of sensitivity in energy release to change of

ncident Gaussian pulse width, which of course means change in

he structure of the component frequency band, suggests that non-

iffusive effects may also be important. In another vein of explo-

ation, some of the intricacies of the internal field structure field

ight profitably be explored by considering a time-domain version

f the analysis of caustics following the work of [22] . 

However simple our cases have been, one important feature has

een brought out that deserves emphasis. Taken literally, speak-

ng of near-surface concentrations of energy as central features in-

olves taking what is definitely a first-order and highly approxi-

ated view. Our simulations show that the surface maxima gener-

lly have deep roots within the particle, stretching across the par-

icle to another maximum symmetrically located on an opposing

ide, and at times field maxima actually leave the surface and ap-

ear deep inside the particle. 
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With the intricacy of the internal field patterns that is revealed

in these simple two-dimensional simulations, understanding the

physical origin of bursts of energy leaving three dimensional par-

ticles, even highly symmetrical ones, may present many surprises.

Work in this direction is currently in progress. 
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