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ABSTRACT: The local structure of conjugated polymers governs key optoelectronic properties, such as charge conduction and photogeneration at donor–acceptor interfaces. Because conjugated polymers are large, stiff, and relax slowly, all-atom molecular dynamics simulations are computationally expensive. Here, we describe a coarse-graining method that exploits the stiffness of constituent aromatic moieties by representing each moiety as rigidly bonded clusters of atoms wherein virtual sites replace several atoms. This approach significantly reduces the degrees of freedom while faithfully representing the shape and interactions of the moieties, resulting in 10 times faster simulations than all-atom simulations. Simulation of a donor polymer (P3HT) and a non-fullerene acceptor (O-IDTBR) validates the coarse-graining method by comparing structural properties from experiments, such as the density and persistence length. The fast simulation produces equilibrated systems with realistic morphologies. The simulation results of an equimolar mixture of P3HT, with a molecular weight of 1332 g mol$^{-1}$, and an O-IDTBR mixture suggest that the interface width must be larger than 7 nm. Also, we investigate the effect of slow cooling on morphologies, particularly the number of close contacts that facilitates carrier transport. Slow cooling increases close contacts, and the effect is more pronounced in crystal-forming P3HT than in O-IDTBR, where bulky side-groups hinder crystal formation.

1. INTRODUCTION

The flexibility, lightweight, and transparency of organic photovoltaic cells (OPVs) may lead to numerous applications, such as power-generating windows, electronic textiles, synthetic skin, and space applications.$^{1–3}$ To improve the efficiency of an OPV, the donor–acceptor morphology should have an optimal domain size for exciton diffusion, maximum interfacial area for charge separation, and an interpenetrating network for charge extraction.$^4$ The efficiency depends not only on the mesoscopic morphology at the donor–acceptor interface but also on the local conformation and packing of polymer chains.$^5$

At the donor–acceptor interface, charge separation and charge recombination compete; minimizing recombination reduces voltage loss and improves the OPV efficiency.$^6,7$ This recombination loss depends on the energy of the charge transfer (CT) state and the electronic coupling ($t_{E-C}$) between the CT state and the lowest local excited (LE) state, which is sensitive to local molecular conformations at the interface.$^8$ Also, the interface width, or the fraction of the mixed region, in a bulk heterojunction (BHJ) impacts the performance of OPVs.$^9$ Therefore, characterizing the local morphology of the interface is an essential step toward developing efficient OPV materials and devices.

Various approaches, such as bandgap engineering, side-chain engineering, and device design modifications, have been employed to improve the OPV efficiency.$^{10–12}$ They characterize the device morphology by experimental techniques such as grazing-incidence wide-angle X-ray scattering, transmission electron microscopy, atomic force microscopy, scanning electron microscopy, and neutron reflectometry.$^{13–16}$ These studies connect morphology with the device efficiency; however, characterization of the donor–acceptor interface remains a challenge that hinders OPV design efforts.

Molecular dynamics (MD) simulation can provide a nanoscale view of the donor–acceptor interface. Huang and others have studied semiconducting polymer morphologies using all-atom and coarse-grained MD simulations.$^{17–22}$ However, all-atom simulations of large, stiff, and slow relaxing semiconducting polymers are computationally expensive.

For instance, Kupgan et al. used an all-atom simulation to study the morphology of the PTB7-Th polymer with various non-fullerene acceptors (NFAs).$^{20}$ Optimistically, the authors assumed that the system equilibrates within 30 ns because the density and total energy converge to a constant value. However, this is not long enough for any but the most local features of blend morphology to relax, as we shall show below.
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One way to accelerate equilibration is coarse-graining. For example, Huang et al. coarse-grained each monomer of poly(3-hexylthiophene-2,5-diyl) (P3HT) and phenyl-C61-butyric acid methyl ester into a single bead to study its morphology. However, a severe shortcoming of this approach is that it cannot represent the planar structure and the dipole moment of P3HT monomers, which dictate the interchain charge transfer rate. In addition, key details of molecular conformation that govern CT state energies are not represented.

In this work, we develop an efficient method of coarse-graining that reduces the simulation time while retaining the shape and interactions of the monomers in stiff conjugated polymers. We take advantage of the stiffness of the constituent aromatic moieties by representing them as a cluster of rigidly bonded atoms and replacing several atoms with virtual sites. This approach reduces the degrees of freedom and significantly improves the simulation efficiency.

We apply this new coarse-graining approach to a commonly studied donor polymer, P3HT. We validate our simulation by comparing to the experimentally obtained persistence length and melt density. We extend the method to study a non-fullerene acceptor oligomer, \((\text{S}Z,\text{S}’Z)-\text{S},\text{S}’-((7,7’-(4,9,9\text{-}\text{tetraoctyl-4,9-dihydro-}\text{s-indaceno}\text{-}2,7\text{-diyl) bis (benzo[\text{c}]1,2,5\text{-thiadiazole-7,4-diyl})) bis (methanylylidene)}) \text{bis (3-ethyl-2-thioethoxazolidin-4-one) (O-IDTBR)}, which we validated by comparing the simulated crystal density to the experimental one.

Using our fast simulation method, we obtain realistic morphologies for the P3HT/O-IDTBR interfacial region. We demonstrate the role of the side-group architecture by comparing the effect of bulky O-IDTBR side-groups and the more evenly distributed P3HT side-groups on the probability of close contact between moieties. Our results reveal that the out-of-plane attachment of the O-IDTBR side-group sterically hinders \(\pi-\pi\) stacking, whereas the in-plane attachment of the P3HT side-group does not.

We also study the effect of slow cooling on morphology. Experimentally, annealing alters the morphology of donor–acceptor blends. Our fast simulation techniques allow us to explore such morphological changes qualitatively. We anneal each pure system and the blend from 600 to 300 K over 600 ns and compare the resulting morphology with a system quenched to 300 K. We find that such annealing increases the number of close contacts between monomers, relevant to interchain charge transport.

2. VIRTUAL-SITE COARSE-GRAINING

Coarse-graining increases the simulation efficiency by reducing the degrees of freedom. In one approach, a group of atoms is represented by one bead. For example, each ring in a molecule consisting of stiff rings can be represented by a single bead. However, a reduction in degrees of freedom always entails some loss of information. A stiff ring represented as a bead loses its planar structure and dipole moment, which play a vital role in interchain interactions. Therefore, we develop a coarse-graining approach that increases the simulation efficiency while retaining the shape and interactions of constituent moieties.

The focus of our study is conjugated polymers consisting of aromatic rings as repeat units. Aromatic rings are stiff, so the relative position of atoms in the ring does not vary significantly. Therefore, we dispense with the slight variation in bonds, angles, and dihedrals within a monomer and consider them fixed. This allows us to reduce the number of independently moving particles by replacing some real atoms with virtual sites.

GROMACS provides a way to define virtual interaction sites, which have defined positions relative to real atoms. A virtual site does not move independently but contributes to non-bonded forces as if for real atoms. The mass of the virtual site is distributed among nearby real atoms. Therefore, we do not lose any critical information by replacing real atoms in stiff moieties with virtual sites.

Our strategy to coarse-grain an aromatic ring is as follows. First, we represent three atoms describing the plane of the ring as real atoms and the rest of the atoms as virtual sites, as shown in Figure 1. The virtual site position \(r_v\) is given in terms of real atom position \(r_i\) by

\[
r_v = \sum_{i=1}^{3} w_i r_i
\]

in which \(w_i\) are scalars, \(w_1 = 1 - a - b\), \(w_2 = a\), and \(w_3 = b\), with \(a\) and \(b\) chosen to reproduce the ideal monomer geometry. The ideal monomer geometry is an energy-minimized structure computed using density functional theory with the B3LYP functional and the 6-31G basis set in Gaussian.

The virtual site mass \(m_v\) is distributed to neighboring real atoms with mass \(m_r\) such that the final mass of the real atom \(m'_r\) becomes

\[
m'_r = m_r + \frac{\sum m_v}{3}
\]

Fixing the bond lengths \(b_i\) between real atoms as in Figure 1 likewise fixes all the angles and dihedrals within the ring, which further reduces the degrees of freedom. For example, in a thiophene dimer, as shown in Figure 1, the number of atoms, bonds, angles, and dihedrals is drastically reduced by the virtual site method of coarse-graining, as enumerated in Table 1. For other polymers and oligomers with stiff moieties, the degree of freedom reduction will depend on the number of aromatic rings.

For an MD simulation, we require bonded and non-bonded forcefield parameters. We obtain the non-bonded Lennard-Jones parameters from the optimized potentials for liquid simulations (OPLS) database. We evaluate the charges and bonded parameters using density functional theory with the B3LYP functional and the 6-31G basis set. Partial charges are determined using electrostatic fitting. The bond, angle, and dihedral between adjacent monomers are not constrained, so bonded potentials are required for these interactions. We determine these by performing scans in Gaussian.
Table 1. Degrees of Freedom of a Thiophene Dimer Shown in Figure 1

<table>
<thead>
<tr>
<th>type</th>
<th>all-atom</th>
<th>united atom</th>
<th>virtual site</th>
</tr>
</thead>
<tbody>
<tr>
<td>atoms</td>
<td>16</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>bonds</td>
<td>17</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>constraints</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>angles</td>
<td>26</td>
<td>14</td>
<td>2</td>
</tr>
<tr>
<td>dihedrals</td>
<td>20</td>
<td>14</td>
<td>3</td>
</tr>
<tr>
<td>total</td>
<td>79</td>
<td>49</td>
<td>22</td>
</tr>
</tbody>
</table>

We calculate the bond-stretching potential by stretching the bond around the minimum bond length $b_0$ with a rigid scan such that every other bond, angle, or dihedral remains fixed. We fit the resulting energy versus bond length to a harmonic potential $V_b(r_b) = 1/2k_b^0(r_b - b_0)^2$ to obtain the bond spring constant $k_b^0$. Similarly, to obtain the angle spring constant $k_{\phi}^0$, we perform a rigid scan of the angle around the minimum angle $\theta_{ijk}^0$ and fit the result to a harmonic potential $V_{\phi}(\phi_{ijk}) = 1/2k_{ij}^0(\phi_{ijk} - \theta_{ijk}^0)^2$.

We obtain the improper and proper dihedral potential parameters with a similar method. The dihedral potential obtained from such a scan includes the 1–4 Lennard-Jones (LJ) interaction. However, the OPLS conventions for dihedral interaction partially exclude this LJ interaction. Hence, to obtain a dihedral potential with this convention, the 1–4 LJ interaction is determined by evaluating the energy of each scanned configuration, which is then subtracted from the DFT energy. We fit the difference to a Ryckaert–Bellemans function $V_{\phi}(\phi_{ijk}) = \sum_{n=2}^{\infty} C_n (\cos(\phi_{ijk}) - \theta_{ijk}^0)^n$ to obtain the parameter $C_n$. We have evaluated potential parameters for P3HT and O-IDTBR, which are listed in Sections S3 and S4 of Supporting Information.

In GROMACS and other simulation platforms, each molecular structure to be simulated requires a topology file, which supplies the constituent atom properties and the bond, angle, and dihedral interactions. Writing such a file by hand is tedious for large molecules. GROMACS supplies a utility pdb2gmx, designed for proteins but applicable to polymers, which automates this task. Unfortunately, pdb2gmx generates all possible bonded interactions, notably including a large number of dihedral interactions. In contrast, part of the efficiency of our approach arises from generating the absolute minimum set of bonded terms. Therefore, we pursue an alternate approach; we write by hand an .itp file for each monomer, designed such that a single Python script can readily assemble these files for a long chain. We describe this approach in more detail in Section S1 of Supporting Information.

2.1. Coarse-Graining Validation. Any simulation method must be validated against experiments to ensure realistic results. For our study of P3HT and O-IDTBR, we simulate each pure system and compare the results with experimental properties. For P3HT, we compare the melt density and chain persistence length in experiment. The density depends on the non-bonded parameters, and the persistence length depends on the dihedral potential; thus, a favorable comparison to the experiment gives confidence in these potential parameters. For O-IDTBR, we simulate the O-IDTBR crystal and compare its density and structure with experiment.

2.1.1. Pure P3HT. Our simulated melt consists of 96 regioregular P3HT oligomers of 8 monomers each. The system consists of 72 real atoms and 16 virtual sites per molecule. The details of constraints and potential parameters are listed in Section S3 of Supporting Information. In the initial configuration, molecules are placed in all-trans conformations in a regular array at a low density in a simulation box with periodic boundary conditions, as shown in Figure 2a. To equilibrate, we minimize the energy, resize it to the approximate melt density in a 5 ns simulation, and finally simulate for 300 ns at 600 K and 1 atm. The simulation time step is 4 fs, and we use the velocity rescaling thermostat and Berendsen barostat for temperature and pressure control, respectively. The NPT simulation is 5 times longer than the time required for a molecule to diffuse its own radius of gyration. Figure 2b shows a snapshot of the equilibrated system.

Our coarse-grained simulations run 10 times faster than conventional all-atom simulations. The P3HT simulation described above runs at 300 ns/day with GPU acceleration and four processors; the all-atom simulation with an equivalent system and hardware runs at 30 ns/day. The all-atom simulation has the same temperature and pressure control as the virtual site simulation and uses a 1 fs simulation time step. In comparison, our virtual site simulation uses 4 times larger time step and 5 times fewer degrees of freedom. We conclude that the 4-fold increase in time step boosts the simulation speed by a factor of 4, and the 5-fold reduction in degrees of freedom boosts the simulation speed by a factor of about 3.

We simulate the system at 600 K to take advantage of faster dynamics at high temperatures to obtain an equilibrated isotropic melt. To validate our results, we compare the simulated melt density with experiments. The equilibrated P3HT system has a melt density of 0.91 g/cm$^3$ at 600 K. Real P3HT degrades at 600 K; so, to compare, we extrapolate the experimental density obtained by Zhan et al. for regiorandom P3HT, which is amorphous for a large temperature range. The extrapolated density of 0.93 g/cm$^3$ agrees with the simulation.

We also compare the persistence length $l_p$ of P3HT from simulation with experimental results of McCulloch et al. We evaluate the persistence length from the exponential decay of the tangent–tangent correlation $\langle \tau_i \tau_0 \rangle = e^{-l_p/\ell_0}$. Here, $\tau_i$ and $\tau_0$ are the tangents of two monomers separated by $i$ steps along the chain, and $\ell_0$ is the arc length between the $i$th and 0th monomer. We find the $l_p$ of 3.8 nm for a P3HT melt at 600 K, comparable to the experimental value of 3.0 ± 0.3 nm obtained by McCulloch et al.
2.1.2. Pure O-IDTBR. The crystal structure of O-IDTBR has been determined by Che et al.\textsuperscript{32} We construct an initial state of 128 molecules of this crystal structure and equilibrate for 400 ns at 300 K and anisotropic pressure coupling of 1 atm. The system consists of 59 real atoms and 29 virtual sites per molecule. The details of constraints and potential parameters are listed in Section S4 of Supporting Information. We use the same time step (4 fs), thermostat, and barostat as given for P3HT simulation.

From the simulated crystal structure, we do not observe a significant change in density, and the crystal structure remains stable throughout simulation, as shown in Figure 3. The simulation box dimensions are shown in Table 2. The experimental density of crystalline O-IDTBR is 1243 kg/m\textsuperscript{3}, which compares well to the simulated density of 1153 kg/m\textsuperscript{3}.

![Figure 3](https://example.com/figure3.png)

Figure 3. (a) Experimental and (b) simulated (400 ns) O-IDTBR crystal (side-groups not shown).

3. BLEND MORPHOLOGY

OPV efficiency depends on the local morphology of the donor–acceptor interface, at which excitons dissociate and produce current. Our virtual site coarse-graining approach enables simulations of realistic configurations of the blend at an atomistic scale. However, the system must be well equilibrated to obtain a realistic blend morphology. The most persuasive test of equilibration is to show that very different initial states produce the same equilibrated state. Therefore, we compare the equilibrated system obtained from different initial states to see if they have equilibrated to the same state despite starting from a very different initial configuration.

The real P3HT/O-IDTBR BHJ uses P3HT chains much longer than our octamers; the resulting blends could certainly be immiscible, while our system may be miscible because of short P3HT chains. Here, we estimate the critical chain length required to observe phase separation in simulation.

For a polymer blend, the critical $\chi$ for demixing is given by\textsuperscript{33}

$$\chi_c = \frac{1}{2} \left( \frac{1}{\sqrt{N_A}} + \frac{1}{\sqrt{N_B}} \right)^2$$

(3)

where $N_A$ and $N_B$ are the number of monomers of polymers A and B, respectively. Our system of octamers P3HT and O-IDTBR consists of 24.4 and 21.6 “reference monomers” with a volume of 0.1 nm\textsuperscript{3} each, respectively. Therefore, the critical $\chi_c$ equals 0.087 per 0.1 nm\textsuperscript{3} reference volume. From our simulation, we can readily obtain only the enthalpic contribution to $\chi$ from the energy difference between pure and mixed systems as

$$\chi_h = \frac{\Delta H_m}{kT \phi_A \phi_B}$$

(4)

which gives $\chi_h$ equal to 0.041, smaller than the critical value $\chi_c$. If the entropic contribution to $\chi$ is negligible, we should not observe phase separation with our short octamer P3HT chains. If we assume $\chi = \chi_h$, then to observe phase separation, P3HT should consist of at least 197 reference monomers, corresponding to 64 3-hexyl thiophene repeat units or a molecular weight of 10.6 kg mol\textsuperscript{-1}.

Even if the entropic $\chi$ is such that the total $\chi$ slightly exceeds $\chi_c$ for our oligomers, we might still obtain a homogeneous system, if the equilibrium interface is too wide to fit in the simulation box. By this argument, we expect a real P3HT/O-IDTBR interface that must be greater than half of our simulation box size of 15.8 nm. Thus, our simulation may be regarded as representing a locally homogeneous portion of the donor–acceptor interface. If we could obtain a value of $\chi$ through experiment or simulation, we can estimate the interface profile using the Helfand–Tagami result.\textsuperscript{34} In this study, we focus on the properties of the interfacial region as represented by our simulation.

3.1. Side-Group Effect on Morphology. Side-groups are electronically inactive parts of conjugated polymers; they are added to make the polymer soluble and play a critical role in determining the morphology. Here, we examine the effect of P3HT and O-IDTBR side-groups on local morphology, which we characterize with respect to the number of close contacts of a chain.

Table 2. O-IDTBR Crystal Structure Dimensions from Experiment and Simulation

<table>
<thead>
<tr>
<th>dimension</th>
<th>$a$</th>
<th>$b$</th>
<th>$c$</th>
<th>$A$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>experiment</td>
<td>13.7638</td>
<td>15.8480</td>
<td>32.7182</td>
<td>90.0000</td>
<td>96.8530</td>
<td>90.0000</td>
</tr>
<tr>
<td>simulation</td>
<td>15.1772</td>
<td>15.2840</td>
<td>33.1586</td>
<td>90.0580</td>
<td>97.0824</td>
<td>89.7299</td>
</tr>
</tbody>
</table>
Interchain electron transfer occurs between neighboring moieties in close proximity. The electronically active part of donor and acceptor molecules is conjugated moieties along the backbone. We define a “contact pair” between moieties when the distance between their geometric centers is less than 0.5 nm; a “face-on pair” is a contact pair in which two rings are parallel within ±10°. To quantify local morphology relevant to carrier transport, we count the number of contact pairs and face-on pairs.

We label the P3HT monomer as “Th”; correspondingly, the moieties of O-IDTBR are labeled as “Rh” for rhodanine, “BTZ” for benzothiadiazole, “IDT” for thiophene in the center moiety, and “IDB” for the phenyl ring, as shown in Figure 6.

The architectural details of solubilizing side-groups profoundly affect the number of close contacts of the attached moiety. In P3HT, the side-group is a flexible hexyl chain attached to each ring, as shown in Figure 6. The first side-group carbon attached to the ring is in the plane of the ring due to sp² hybridization. In O-IDTBR, two octyl side-groups are attached to the bridge carbons near the center of the molecule. The first carbon atom of each octyl side-group in O-IDTBR projects out of the backbone plane. As a result, close contacts are more prevalent in P3HT due to the flexibility of the hexyl chain.
contacts with central moieties on O-IDTBR are sterically hindered and should be less frequent than other moieties.

Figure 7 represents the total number of contacts and face-on contacts per monomer for all moieties in a P3HT/O-IDTBR blend. For each type of moiety, the number of contacts with other types of moieties is represented by the color-coded contribution to the total height of the bar. Contacts are most common for BTZ, to which no side-group is attached. Rh has an ethyl chain attached to its nitrogen atom and hence has a lower number of contacts per monomer than BTZ. Although Th also has a side-group, it is attached in the backbone plane and does not hinder other monomers from approaching closely. Indeed, contacts with Th are most prevalent for all moieties. In contrast, the bulky side-group of O-IDTBR is attached to both sides of IDB, which effectively disrupts close contact with other monomers, especially with other IDB molecules. The IDT ring in O-IDTBR is also affected by the out-of-plane side-group but less severely than IDB. These results suggest that we can favor contacts with given moieties by engineering the side-group appropriately. In this way, we can promote charge transfer or suppress charge recombination by promoting or preventing contacts between specific moieties.

3.2. Annealing Effect on Morphology. Capturing the effect of annealing in simulation is extremely challenging because polymer chains rearrange very slowly, especially at lower temperatures. However, the virtual-site coarse-graining enables us to explore annealing and quenching even in a chemically realistic system.

We study the effect of annealing on the local structures of pure P3HT, pure O-IDTBR, and an equimolar blend. We cool the system from 600 to 300 K in about 600 ns using the following protocol: we hold the temperature constant for 100 ns and drop it by 50 K in 1 ns to the next lower temperature, as shown in Figure 8.

As we slowly anneal the blend from 600 to 300 K, the molecular diffusivity decreases and is negligible below 500 K, as shown in Figure 9a. However, in Figure 9b, we observe the growth of peaks in the radial distribution function (RDF) of P3HT with respect to O-IDTBR even below 500 K. Although
molecules do not diffuse much, the RDF increases by local rearrangements.

Annealing affects the local structure of the two pure phases very differently from the mixed phase. The number of contacts in all three systems increases at different rates, as shown in Figure 8. Annealing O-IDTBR does not increase the number of contacts very much, primarily because of the large steric hindrance of the side-group. In contrast, the in-plane side-group on P3HT does not impede the π−π stacking; indeed, we observe some tendency to crystalize by annealing, as shown in Figure 10a. The crystallization in pure P3HT increases the number of contact pairs to two per monomer—each monomer has one monomer above and one below. In contrast, the number of contacts per monomer in the blend is lower than the average number of contacts for pure systems. As we anneal the mixture, the presence of O-IDTBR molecules disrupts the formation of π−π stacking in P3HT, as shown in Figure 10c, so the number of contacts in the blend does not increase very much.

4. CONCLUSIONS

We have developed an efficient coarse-graining method to reduce the simulation time significantly while faithfully retaining the monomer structure and interactions. The resulting simulations are 10 times faster than an equivalent atomistic simulation and produce a realistic morphology for a P3HT/O-IDTBR blend. The octamers P3HT and O-IDTBR form a miscible blend in the simulation, suggesting an interface width greater than 7 nm even if these two materials phase separate in experiment.

Simulation results for pure O-IDTBR show that the bulky O-IDTBR side-group sterically hinders close contact with the IDB moiety. Hence, we speculate that most interchain charge transfer in these materials must be mediated by BTZ and Rh moieties. In contrast, simulations of pure P3HT show that the in-plane side-group of P3HT provides little steric hindrance for close contacts, which facilitates better interchain charge transfer.

Here, we also demonstrate that annealing increases the number of contacts per monomer, more so in pure P3HT than in pure O-IDTBR, because pure P3HT tends to crystallize within the timescale of our simulations. In the blend, O-IDTBR hinders π−π stacking of P3HT, thereby frustrating both crystallization and close contacts.
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