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ABSTRACT

Modern scientific instruments, such as detectors at synchrotron light
sources, generate data at such high rates that online processing is
needed for data reduction, feature detection, experiment steering,
and other purposes. The same high data rates also demand memory-
to-memory streaming from instrument to remote computer, because
local computational capacity is limited and data transmissions that
engage the file system introduce unacceptable latencies. But effi-
cient and secure memory-to-memory data streaming is challeng-
ing to realize in practice, due to a lack of direct external network
connectivity for scientific instruments; and authentication and se-
curity requirements. In response, we propose here SciStream,
a middlebox-based architecture with appropriate control protocols
to enable efficient and secure memory-to-memory data streaming
between producers and consumers that lack direct network connec-
tivity. We describe the protocols that SciStream uses to estab-
lish authenticated and transparent connections between producers
and consumers, and the extensive experiments that we have con-
ducted to evaluate alternative implementation approaches for key
SciStream’s components. Experiments on the Chameleon Cloud
show that SciStream improves the throughput of a streaming
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pipeline by an order of magnitude compared to state-of-the-art data
transfer methods, and adds only ~4 psec latency compared to an
ideal scenario in which producers and consumers have direct external
connectivity.
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1 INTRODUCTION

Recent technological advances allow scientific instruments to gener-
ate data at rates that can exceed tens of gigabytes per second [25].
Rapid analysis of generated data, e.g., to permit real-time feedback
and experiment steering, often requires computational capabilities
greater than those available at the experimental facility—and/or the
use of specialized computer systems [39]. Thus, the use of powerful
remote computers (e.g., compute clusters, supercomputers, and in
some circumstances, clouds: what we refer to here, without loss of
generality, as high-performance computing or HPC) for analysis
often becomes a necessity. The speed at which data can be moved
between experiment and HPC then becomes important, particularly
when rapid response is needed for experimental steering.
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(b) Secure, memory-to-memory data streaming with intermediate hops.

Figure 1: Data movement approaches for remote data analysis
in scientific environments

For remote data analysis, current practice, as shown in Figure 1(a),
is often to stage data as files from experiment to HPC via an inter-
mediate file system: typically, one accessible from dedicated data
transfer nodes (DTNs) located in a Science DMZ [19] at the perime-
ter of the HPC facility’s campus network. The incoming data from
the wide area network (WAN) are received by services (e.g., Globus
GridFTP [46]) running on the DTNs, which write the data to the file
system; analysis codes running on HPC compute nodes then read the
data from the file system. This use of the intermediate disk-based file
system for data staging has the advantages of simplifying security
and permitting separate optimization of wide area transfer and local
data access [14], but can introduce significant performance degra-
dation, even when using a high-performance parallel file system. In
addition to the need to write and read the data, contention for the
shared file system can result in significant overhead [27].

Real-time analysis of streaming data, a need highlighted in recent
reports from federal agencies [1, 40, 51], requires (1) effective and
reliable methods for acquisition of network and computing resources
at a specific time for a specific period, (2) infrastructure for efficient
and secure data streaming from scientific instruments to remote com-
pute nodes, and (3) analysis of data streams at data generation rates
so that timely decisions can be taken. Methods and tools exist for
(1) [31] and (3) [11, 17], but have been lacking for (2). SciStream
addresses this gap by providing the infrastructure (architecture, sys-
tem software, etc.) necessary to enable memory-to-memory data
streaming between scientific instruments and remote HPC.

We note that scientific applications differ from many other stream-
ing applications in their high throughput requirements (a single
application may require >10 Gbps) and the fact that the data pro-
ducers (e.g., data acquisition applications on scientific instruments,
simulations on supercomputers) and consumers (e.g., data analy-
sis applications on HPC systems) are typically in different secu-
rity domains (and thus require bridging of those domains). The
SciStream system that we describe in this paper establishes the
necessary bridging and end-to-end authentication between source
and destination, while providing efficient memory-to-memory data
streaming. SciStream focuses on addressing these challenges so
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that any data streaming tool that handles high volume and veloc-
ity can be readily used in scientific environments. In other words,
SciStreamis nota data streaming tool per se—rather, it is a tool to
address the infrastructural challenges that otherwise hinder memory-
to-memory data streaming in secure scientific environments.

Though NATs and other techniques provide mechanisms to punch
holes through firewalls and middleboxes have been used to accel-
erate data streaming in other contexts [16], SciStream addresses
unique needs that arise in scientific settings. These unique needs
include a) the ability to handle transfers across multiple security
domains with multiple user identities; b) the ability to support dele-
gated authentication and authorization mechanism as data streaming
is typically a part of larger scientific workflow; and c) the ability
to decouple these sophisticated identity and access management
functionality from the application so as to minimize the changes to
the application as well as to reuse as much of the security architec-
ture currently in place for file based communication. To meet these
needs, SciStream will leverage federated identity systems such
as InCommon [9] and identity and access management platforms
such as Globus Auth [15], which is widely adopted for file transfers.

SciStream intends to utilize the Science DMZ [19] that con-
nects internal and external networks, to host (on-demand) proxies
on specialized gateway nodes (existing DTNs or software-defined
switches can be used in place of gateway nodes where appropri-
ate) for creating bridges between the internal instrument/HPC net-
work and the external wide area network (WAN). The SciStream
toolkit includes negotiation and control protocols that allow users to
request resources from gateway nodes, as well as an implementation
of the on-demand proxy based on a Layer-4 (TCP) proxy with a
reconfigurable circular buffer.

This paper makes three major contributions:

¢ A middlebox-based architecture to enable (third-party initi-
ated) data streaming between nodes (with no direct external
network connection) in multiple security domains in scientific
environments.

o A suite of protocols to establish authenticated and transpar-
ent connection between producer and consumer (in different
security domains) via intermediate gateway nodes (aka mid-
dleboxes or proxies).

e A prototype and evaluation results that show SciStream
improves the throughput of an streaming pipeline by an order
of magnitude compared to file-system-based, state-of-the-art
data transfer methods.

The rest of the paper is organized as follows. We provide applica-
tion drivers on §2. We describe SciStream’s design considerations
in §3, design in §4, and implementation in §5. Section 6 presents
our evaluation results, we discuss challenges in §7, present related
work in §8, and conclude in §9.

2 APPLICATION DRIVERS

Analysis of scientific data as they are being acquired is emerging as
an important requirement in many science fields [23, 24]. Here we
describe such examples to motivate the need in scientific environ-
ments for moving data with low latency and high bandwidth from
memory of a scientific instrument to the memory of remote HPC.
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2.1 Light source applications

Light sources are crucial tools for addressing grand challenge prob-
lems in the life sciences, energy, climate change, and information
technology [10, 25]. For instance, the x-rays produced at the Ad-
vanced Photon Source (APS) enable scientists to study internal
morphology of materials and samples with very high spatial (atomic
and molecular scale) and temporal resolutions (<100 ps). These ex-
periments can generate massive amounts of burst data. For example,
tomographic imaging stations can collect 1,500 projections (images
each with 2048x2448 pixels) in 9 seconds with an Oryx detector,
generating data at >8 Gbps. These experiments are performed to ob-
serve time-dependent phenomena that might spread over long time
periods, resulting in very large datasets. Real-time streaming and
analysis of these experimental data enable scientists (or the control
software) to 1) make timely decisions that, in turn, can significantly
accelerate the scientific progress of lengthy experiments, 2) do smart
experimentation, such as changing the parameters interactively or
finalizing experimentation with only sufficient data, and therefore
can enhance the overall efficiency of end-to-end scientific workflow,
as demonstrated in [11, 18]. It has been demonstrated that such a
capability can double data acquisition and analysis speed [11, 45].

2.2 Cosmology workflows

To understand the Universe, cosmologists use large telescopes to
conduct observational surveys [50]. These surveys are becoming in-
creasingly complex as telescopes reach deeper into space, mapping
out the distributions of galaxies at farther distances. Cosmological
simulations that track the detailed evolution of structure in the Uni-
verse over time are essential for interpreting these surveys. In order
to achieve high-quality simulations, high temporal and spatial resolu-
tion are critical. Current (and next-generation) supercomputers (will)
allow them to attain high spatial resolution in large cosmological
volumes by simulating trillions of tracer particles. For example, a
trillion-particle simulation with the Hardware/Hybrid Accelerated
Cosmology Code (HACC) code [32] can generate huge amount of
data (several PBs of data in each run) that they store only one in every
five or ten snapshots. To overcome the storage issue, a pipelined data
analysis has been proposed in which the files are moved to a HPC
for analysis at the end of each snapshot during the simulation [39].
To analyze these snapshots as they are produced, the data needs to
be streamed directly from the memory of the compute nodes that
perform the simulation to the memory of the compute nodes that
perform the analysis.

3 DESIGN CONSIDERATIONS

The considerable success of the Science DMZ architecture is due
in large part to its clean separation of local and wide area concerns.
It allows for the creation of high-throughput, friction-free wide
area paths to data transfer nodes (DTNs) that are placed at the
perimeter of the institutional network. The local communication
between DTN and the scientific instruments or computing systems
typically happens through a file system that is mounted on both the
DTNs and instruments. To support scientific streaming applications,
we want to design an architecture that utilizes the science DMZ
but bypasses the file system and stream data directly to/from the
memory of instruments. Such an architecture needs to consider
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Figure 2: SciStream architecture for supporting efficient and
secure data streaming from data producer’s memory to remote
data consumer’s memory using gateway nodes and on-demand
proxies (ODP).

the unique requirements that arise in scientific environments (as
described in the previous section). We consider a middlebox-based
architecture that creates on-demand proxies between an instrument’s
LAN and the WAN as shown in Figure 2. We use on-demand proxies
because infrastructure requirements vary from one experiment to
the other: (1) instruments and HPC resources are reserved for each
individual experiment and (2) IP addressing schemes are not known
until resources are provisioned. Thus we must provide a solution that
can be instantiated for each new experiment request, and removed
upon termination. We next describe high-level design considerations
for the SciStream architecture.

3.1 Third-party streaming

One common data transfer pattern is streaming data between two re-
mote computers (or instruments), initiated by a “third-party” user or
application. This type of streaming allows users to initiate, manage,
and monitor producer-to-consumer data streaming from anywhere.
Further, it provides flexibility for integrating data streaming with
commonly used scientific workflow engines such as Galaxy [29],
Swift/T [57], Kepler [S], Panorama [20], and Pegasus [21], and their
transparent execution on remote resources. Third-party streaming
involves distinct control and data channels, with the control channel
used for sending protocol messages between system components
(e.g., to authenticate and authorize users, and to request initiation of
streaming) and the data channel providing the link between producer
and consumer processes for streaming data. The separation of the
control and data channels improves the extensibility of the data chan-
nel in a transparent way and reduces the impact of a data channel
crash. We want ScisStream to support third-party streaming.

3.2 Secure streaming

Securing the channels is important especially because SciStream
supports streaming data between geographically distributed facilities
with each facility in a different administrative (and thus different
security) domain. There are standard process for authenticating and
authorizing users and (control and data) connections for third-party
file transfers by using a campus identity through InCommon feder-
ation [9] as employed, for example, for Globus file transfers [15].
Such standard process is not sufficient for memory-to-memory data
streaming with intermediate hops.

End-to-end data streaming in SciStream involves four control
connections and three sets of data connections: more than used in
standard services supported on campuses (e.g., Globus uses two con-
trol and one set of data connections for each transfer request). But
SciStream employs four more internal connections - a control
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connection between the application and SciStream control pro-
cess and a data connection between the application and SciStream
data process at both the producer and consumer side, more details in
§4.4. The authentication and authorization of the connections inter-
nal to a facility require a different approach. SciSt ream requires
a control connection between the application and SciStream con-
trol process and a data connection between the application and
SciStream data process at both the producer and consumer side.
SciStream should authenticate all control and data channels by
default. It should provide the ability to encrypt communication on
control and data channel on a need basis. The authentication and
authorization approaches should be designed to avoid changes to
streaming libraries and minimizes code changes to data producer and
consumer applications. As described in §4.2, SciStream uses a
shared key-based authentication for control connections and source-
based authentication for data connections.

3.3 General and Transparent Streaming

Each end-to-end data stream must traverse three network segments—
data producer to local proxy, local proxy to remote proxy, and remote
proxy to consumer. We consider the following three approaches to
bridging these network segments.

Network layer (L3) network address translation (NAT) or L3
tunnels: A NAT may be the easiest solution to deploy but is difficult
to scale, as it requires load balancers or other supporting technologies
to distribute traffic among several gateways. Furthermore, it is a
known issue that when NAT is deployed on software, it may have
a negative impact on throughtput performance. L3 tunnels avoid
the need to maintain stateful connections, but may introduce larger
header overhead to each IP packet.

Application layer (L7) proxies: L7 proxies would arguably be
the least complicated in terms of connection management, but the
gateway then needs to run multiple proxies, to support both standard
streaming libraries (e.g., ZeroMQ, RabbitMQ, nanosec, DASH) and
custom, application-specific approaches.

Transport layer (L4) proxies: An L4 proxy is agnostic to stream-
ing libraries, but complicates connection management as we need
to ensure that the number of transport layer connections for a given
streaming request is the same in each of the three network segments
listed above.

We want to make SciStream agnostic of streaming application
and avoid HPC resource reconfiguration, while at the same time
creating a flexible design that can support application-specific ap-
proaches. In addition, we want to make the chain of connections
transparent to the applications as much as possible. In §5.2 we
evaluate these approaches and provide our implementation of an
on-demand proxy for SciStream.

3.4 Provisioned vs. Best-effort Resources

Ideally, all network and compute resources needed to stream and
process data at generation rate would always already be acquired
and ready for use when streaming is initiated on SciStream, mak-
ing SciStream design less complicated. In fact, advance reserva-
tion of HPC resources is supported by many facilities, and some
scientific computing facilities even have a real-time queue serv-
ing on-demand requests. Some research and education networks
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(e.g., ESnet, Internet2) support bandwidth reservation [31, 37]; other
efforts extend bandwidth reservations to the last mile inside the
campus [12, 36, 59]. Nevertheless, most applications still wait on
batch queues and use best-effort network transport. We want to make
sure that SciStream supports both scenarios. To support the sce-
nario where HPC and network resources are provisioned on-demand,
SciStream allows for provisioning the necessary gateway (proxy)
resources. To support the best-effort scenario, the SciStream con-
trol design (see §4.4) allows (for a given streaming request) the
third-party client, producer, and consumer to connect independently,
whenever they become ready.

4 SCISTREAM DESIGN

We architect SciStream to meet the design considerations of §3.
The overarching goal is that users be able to request resources for
their streaming analyses; as each scientific facility is an indepen-
dent administrative domain, we design SciStream as a federated
system in which participating facilities make their resources avail-
able through programmatic interfaces. We describe in the following
deployment options for gateway nodes (GNs) (§4.1), the software
components (§4.2), negotiation (§4.3), and control (§4.4) protocols
that compose SciStream.

4.1 Gateway Node deployment options

To switch between the WAN and HPC interconnect, gateway nodes
(GNs) may need to use IP over HPC interconnect and in some cases
HPC interconnect stack over Ethernet (e.g., for RoOCE). GNs should
also be compatible with newer Ethernet-compatible interconnects for
Exascale computers such as Slingshot and Omni-Path. Furthermore,
a wide range of scientific institutions may deploy SciStream,
and what works for a large scientific facility may not be best for
a university campus. A dedicated set of GNs will provide better
performance than repurposing existing DTNs to host SciStream
at the Science DMZ, since file-based data transfers can introduce
additional contention on the resources [43, 44, 47]. Dedicated GNs
will also be easier to maintain and manage. However, repurposing
existing DTNs may be more cost-effective for some institutions.
Figure 3 illustrates two options for deploying gateway nodes on a
Science DMZ. SciStream is designed to work in both scenarios.

4.2 Software components
We realize SciStream using three software components:

SciStream User Client (S2UC) is software with which the end user
and/or workflow engines/tools acting on behalf of the user interact
to orchestrate end-to-end data streaming. A request to S2UC must
provide (at least) the location of producer and consumer, the number
of streaming channels, and the required bandwidth in bps (either
per streaming channel or aggregate). S2UC allows the user to fetch
short-term proxy credentials through integration with federated iden-
tity management and certificate generation systems. It authenticates
(on behalf of the user) with SciStream Control Server (see next)
on the GNs and orchestrates the creation of end-to-end data channel.
It also generates shared keys that the user must pass to producer and
consumer applications in order for the applications to communicate
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Figure 3: Design options for deploying SciStream on a Science DMZ

with control elements of SciStream. Once data channel connec-
tions are established, the S2UC provides monitoring information
(e.g., streaming workflow status and throughput) to the user.

SciStream Control Server (S2CS) runs on a gateway node. It
interacts with S2UC, data producer / consumer and S2DS (see next).
It authenticates the user and producer / consumer applications (using
pre-shared keys) and creates a mapping between them. It manages
gateway node resources and SciStream Data Servers (S2DS),
including initiating, monitoring, and terminating S2DS processes.

SciStream Data Server (S2DS) runs on gateway nodes. It acts as a
proxy between the internal network (LAN or HPC interconnect) and
the external WAN and authenticates external connections between
remote facilities using proxy certificates that the user passes through
S2UC and the internal connections (with the producer/consumer
application) using source-based authentication methods.

4.3 Negotiation Protocol

Before a user can issue a request to SciStream, producer and
consumer systems must agree on the number of streaming channels
and bandwidth required to sustain the streaming data analysis. After
receiving a user request, S2UC will generate a unique ID and pass the
request to both producer and consumer S2CS. Each S2CS will check
available resources and respond by either accepting the request,
declining it, or offering a new allocation of resources. This new
allocation should honor the requested bandwidth but can change
the number of channels. It is possible that S2DS at either end need
to use more than the requested number of channels to satisfy the
bandwidth requirement. In such a scenario, S2CS will propose a
greater number of channels than the requested by the user. S2CS will
split the bandwidth equally among the number of channels. After
receiving all offers, S2UC will compute the maximum of the number
of requested channels by the user and the offers from both producer
and consumer S2CS. The user can accept or decline the offer from
S2UC. Upon acceptance, S2UC will initiate the control protocol as
described in §4.4.
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Figure 4: SciStream negotiation protocol

4.4 Control Protocol

Figure 5 outlines the control flow used by SciStream to establish
streaming data channels between two facilities.

Here we assume that the data producer is ProdAPP running at
Facility 1 (F1) on the left side and the data consumer is ConsAPP
running at Facility 2 (F2) on the right. Before initiating an end-to-
end data streaming setup request with S2UC, the user should have
requested appropriate experimental / computing resources from both
facilities. The steps to form authenticated and transparent end-to-
end data streaming connections between ProdAPP and ConsAPP
(labeled with numbers in Figure 5) are shown below:

@ Send request. The user establishes a connection with S2UC
and submits a new request, which includes information such
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as connection details regarding the producer and consumer
facilities and the required bandwidth. For fully provisioned
scenarios, the request should also include a start and end
time. The user authenticates with the facilities via S2UC so
that S2UC obtains X.509 certificates [56], which S2UC can
use to act on the user’s behalf to authenticate and interact
with S2CSs at the producer and consumer. The negotiation
protocol of §4.3 happens within this step, but we omit it for
simplicity.

@ Acknowledge request. The S2UC issues a response to the

user, including connection information about the two facilities
as well as the unique id assigned to their request. The unique
id will be used later by other components, since multiple
incoming requests may be handled at once; it can also be
used to manually release the request.

@ Inform facilities. The S2UC relays the request information

to the S2CS located at each facility. Each S2CS then checks
that enough resources are available to handle the request; if
not, the S2CS raises an error, which is sent to the S2UC so
that the user can be notified.

@ Reserve resources. If enough resources are available, the

S2CS instantiates new S2DS instances and passes relevant
request information to each. Note that these instances need
not be hosted on the same machine.

@ Return listening ports. The S2DS allocates a port for data

to be sent through and will return this information back to
the S2CsS. The port is chosen automatically by the operating
system and can be reused upon termination of the S2DS.

@ Send unique-id. The user needs to give the unique id of

the request to the ProdAPP and ConsAPP controllers so
that they know which request is being set up. Note that this
communication is out-of-band of the SciStream control

protocol but still necessary (i.e., user does not communicate
with S2UC in this step).

@ Relay controller information. Both application controllers

establish communication with the S2CS. In particular, the
ProdAPP controller includes the ports ProdAPP listens on,
as well as other connection and resource information. Note
that steps @ and @ are both performed irrespective of when
the user submits the initial request.

Acknowledge controllers. Each S2CS issues a response

to the respective application controllers. In particular, the
ConsAPP controller includes the ports that the consumer
S2DS instances are listening on.

@ Centralize information. Each S2CS then relays connection

information to the S2UC. This step is needed in order to
bridge the connection between producer and consumer S2DS
over the WAN, but other connection information is also in-
cluded to offer transparency to the user.

Create connection map. The S2UC creates a connection

map defining each data movement path from ProdAPP to
ConsAPP. These paths are based upon available S2DS band-
widths, in order to evenly distribute requested resources.

@ Distribute connection map. The S2UC sends the connection

map to each S2CS so that it can update its internal structures
and propagate the new information to other components.

@ Update connections. Each S2CS relays the update connec-

tion information to the respective S2DS instances. In partic-
ular, the producer S2DS are informed of which consumer
S2DS they are to connect to, and send data to, over the WAN.

Start connection. The ConsAPP controller signals to ConsAPP

that the setup is complete and data is ready to be streamed.
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Connect and proxy. Each component in the data movement

path connects to the component from which it is to receive
data, so as to ensure that data are sent to the correct place and
will be received.
Stream data. Once the ProdAPP launches the request as-
sociated with this request’s unique-id and begins collecting
data, it transmits the data to the established producer S2DS
instances, which then forward the data to the consumer S2DS,
and finally to the ConsAPP.

To release a request, the user again submits a request to the S2UC
and includes the desired unique-id of the request to be released.
The s2UC will then relay the information to each S2CS so that the
appropriate resources can be released. This includes terminating
S2DS instances and releasing any ports associated with the request.
Finally, each S2CS will send a response to the S2UC so that it can
clean up any of its own resources allocated to the request.

5 IMPLEMENTATION

We describe the SciSt ream control protocol implementation (§5.1)
and evaluate S2DS implementation approaches (§5.2).

5.1 Control Protocol Implementation

The prototypes for the S2UC, S2CS, and the application controllers
are implemented in Python. The S2UC and S2CS are designed as
finite state machines to help with organization and for smoother error
handling. The S2UC also uses multithreading to handle multiple
incoming requests at once by assigning a dedicated worker thread
to each request. For all the components, any allocated resources for
a request are automatically cleaned up upon user request or error.
Additionally, all resources allocated by a particular component are
released upon program termination.

For preliminary benchmarks, the prototype architecture was tested
locally using a virtual machine running Ubuntu 20.10 with 4GB of
RAM. Initiating a data streaming request as seen in Figure 5 takes
~0.12 s per request, under the assumption that each step is executed
consecutively. Similar performance was achieved regardless of there
being tens of other requests already active. Releasing a request took
on average only 0.003 s. The memory footprint for each component
was also negligible, with values ranging from 10 MB for the S2UC
to 9 MB per S2CS process.

5.2 s2Ds Implementation Approaches

As mentioned in §3.3, SciStream’s S2DS can be implemented
as NAT, an L3 tunnel, an L4 proxy, or an L7 proxy. To maintain
SciStream application-agnostic, we would like to avoid the op-
tion of using L7 proxies as they require the GN to support user’s
libraries. As previously mentioned, NAT could be difficult to scale
as we may need load balancers to steer the traffic to the right GN and
if implemented in software it could hurt performance. Furthermore,
L3 tunnels would not work on all scenarios. Consider for example
the case in which only one end of the streaming pipeline lacks ex-
ternal connectivity. This means that one end of the tunnel should
be deployed/configured inside the user’s resources or application,
breaking the transparency requirement. Moreover, any L3-based so-
lution may require changes to the campus or Science DMZ network
in terms of routing. Thus, L4 proxies are the most general solution
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Setup 1: Three Ethernet segments connected by two gateway nodes (GN)
—

Prod GN, GN, Cons
Subnet 1 Subnet 2 Subnet 3

Eth @ 10Gbps Eth @ 10Gbps Eth @ 10Gbps

Setup 2: An Infiniband (IB) segment connected to an Ethernet segment through a GN
—

Prod GN,
Subnet 1 Subnet 2

IB @ 56Gbps Eth @ 10Gbps

Cons

Figure 6: Experimental setup on Chameleon Cloud

to support memory-to-memory streaming analysis in an application-
agnostic and transparent way. Nevertheless, in the rest of this section
we present our evaluation of S2DS’s implementation approaches:
NAT for L3, TCP proxy for L4, and ZMQ Pub/Sub proxy for L7.

We evaluate the performance of S2DS implementation approaches
in terms of goodput (or the throughput measured at the consumer
application level) for two scenarios: bridging between two Ethernet-
based networks and between an Infiniband (IB) interconnect and
an Ethernet network. We also evaluate how much latency S2DS
adds to an streaming pipeline and how the presence of S2DS affects
the inter-message delay variation (or jitter) of a scientific streaming
pipeline. For our experiments, we assume that all resources have
been provisioned by the negotiation (§4.3) and control protocols
(§4.4). We conduct our evaluation on a LAN to avoid fluctuations
and transients that could happen on a WAN environment. This en-
sures our results are reproducible and allows us to create controlled
WAN conditions using Linux’s t ¢ and netem tools.

5.2.1 Experimental Setup. We conduct our experiments using
Chameleon, a reconfigurable, open experimental platform for com-
puter science research [38]. Chameleon has two sites connected
by a 100 Gbps WAN: one at the University of Chicago (UC) in
Chicago, IL, and the other at the Texas Advanced Computing Center
(TACC) in Austin, TX. We perform our experiments at TACC as
it has nodes with IB support. Each bare metal node has 48 cores,
128 GB of RAM, and two 10 Gigabit Ethernet network interface
cards (NICs); the nodes with IB support have one 10 Gigabit Eth-
ernet NIC and one 56 Gbps 4X FDR IB adapter card. Each node
runs Linux Ubuntu 20.04 as the OS, Python 3.8 for emulating the
data generation and consumption processes, and ZeroMQ [33] to
implement a Pub/Sub streaming application pipeline in Python. For
the IB nodes, we installed CentOS 7.9 as the OS.

Figure 6 shows our two experimental setups. Setup 1 is composed
of four bare metal servers and three Ethernet segments. The two
edge nodes act as producer and consumer, while the inner nodes
act as gateway nodes (GN). This setup can be reconfigured to use
only three nodes in which only the middle node functions a GN.
Setup 2 is composed of three bare metal servers, an IB segment, and
a Ethernet segment. Again, the edge nodes work as producer and
consumer, while the inner node works as GN.

5.22 Methodology. To evaluate the effect of inserting S2DS on
a scientific streaming analysis pipeline, we compare the application
goodput of SciStream with the ideal scenario in which producer
and consumer have direct connectivity over the network. We also
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evaluate latency added by S2DS and how the presence S2DS affects
the inter-message delay variation of a scientific streaming analysis
pipeline. Our prototype of the S2DS is a transport layer (L4) proxy
with a reconfigurable circular buffer. We hypothesize that the pres-
ence of this buffer will help amortize the jitter produced by WAN
scenarios. For these experiments we focus on a TCP implementa-
tion, although S2DS could be implemented as a UDP proxy as well.
We further compare this implementation with a L7 proxy that uses
the Python implementation of ZMQ Pub/Sub proxy and L3 NAT
using iptables. We repeat each experiment 10 times and present
average values.

We conduct our evaluation on Chameleon’s TACC LAN with no
cross-traffic in the network. For the goodput evaluation, the producer
generates samples as fast as possible (i.e., no sampling delay). In
each experiment, we transfer 10 GB for a fixed sample size, which
we vary across experiments from 512 bytes to 1 MB in power-of-two
increments. For each experiment, we compute goodput as the size of
the received dataset (num_samples X sample_size) divided by the
elapsed time between the arrival of the first sample and the arrival
of the STOP message (A t = fstop — Ifirst_sample)- We configure
the circular buffer of the L4 S2DS to be 10 MB for all experiments,
corresponding to 10 messages for the largest sample size. We use
default settings for L7 proxy.

For latency and inter-message delay variation experiments the
producer generates 100,000 samples with a sampling delay of 1 ms.
The round-trip time (RTT) of each Ethernet segment is 136 ps (mea-
sured with ICMP ping), so the accumulated RTT from producer to
consumer, passing through two GNs is 408 ps. We compute inter-
message delay by subtracting the arrival time of a message to the
consumer minus the arrival time of the previous message (tj+1 — ;)
and store the result in an array. At the end of the experiment we
compute the average and standard deviation of our measurements to
obtain the latency and inter-message delay variation, respectively.

5.2.3 s2Ds Goodput Evaluation. Our experimental results show
that in the absence of cross-traffic and in the presence of a single
instance of S2DS, both NAT and the L4 proxy closely follow the
goodput of the ideal scenario in LAN environments (see Figure 7(a)).
The L7 proxy shows a bad performance for small to medium sample
sizes, but after 32 KB it starts catching up with the baseline and L4
proxy. We repeat this experiment with two GNs between producer
and consumer (see Figure 6, Setup 1). For the proxies we just run an
instance of the L4/L7 proxy on each GN, while for NAT we configure
the appropriate iptables on each GN. Figure 7(b) shows that the
goodput behavior is consistent with the one S2DS experiment. For
completeness, we evaluate the IB scenario (see Figure 7(c)) using
IP-over-IB (IPoIB).

Note that we optimized neither the OS nor our Pub/Sub appli-
cation for IPoIB, and only collect measurements for the L4 proxy
as this is best candidate for S2DS. For this experiment, we use the
all-Ethernet ideal scenario as comparison, because in real scenarios
the WAN connecting producer and consumer will always be Ethernet
based. We observe that the results are consistent with the previous
experiments and L4 S2DS closely follows the goodput of the ideal
scenario. We conclude that SciStream does not add significant
overhead to a scientific streaming analysis pipeline, although we
recommend to avoid L7 proxies for small-sized messages. We note
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that, L4 proxy enables us to has a buffer to absorb the fluctuation
of WAN congestion (will be validated in §5.2.5). As discussed in
§3.2, L4 proxy also enables transparent secure streaming over WAN
without adding complexity to producer and consumer applications.

5.2.4 Latency and Inter-message Delay Variation. Streaming
analysis pipelines are highly sensitive to latency. Increased appli-
cation latency may result in a workflow missing a phenomenon
and thus not steering an experiment at the right time. We measure
SciStream’s added latency in the presence of two instances of
S2DS over a LAN environment. For these experiments, we generate
samples at 1 kHz on the producer side and measure the inter-message
delay at the consumer side for sample sizes from 512 bytes to 1 MB.
Figure 8(a) shows the average added latency for the ideal scenario
(no SciStream) and our three S2DS implementations: NAT, L4
proxy, and L7 proxy. We compute the added latency as the average
inter-message delay for each run minus 1 ms (sample generation
period); this encompasses the network propagation delay and the
added delay of the two S2DS instances. We observe that the added
latency is negligible. On average, the NAT adds 3.65 ps, the L4
proxy adds 4.23 ps, and the L7 proxy adds 4.30 ps.

Jitter is an important metric for defining the QoS of real time
streaming applications over IP-based networks. It is defined as the
variantion of the inter-packet delay, and can severely affect VoIP
or video streaming applications if it crosses certain threshold (e.g.,
150 ms for VoIP). Analogous to network jitter, the inter-message
delay variation can affect scientific streaming analysis pipelines.
For instance, if samples generated at a remote instrument do not
arrive on time to the supercomputer, precious computation time
may be wasted. Figure 8(b) shows the inter-message delay variation
experiment results. Again, we vary the message size from 512 bytes
to 1 MB in power-of-two increments. We observe that the inter-
message delay variation of the L4 proxy is almost two orders of
magnitude larger than the ideal scenario for small message sizes and
~30 ps larger than the ideal scenario for medium-to-large message
sizes. NAT and L7 proxy remain pretty close (+10 ps) to the ideal
scenario. Nevertheless, when we look at absolute numbers, the worst
case scenario for L4 proxy is ~4 ms, which is negligible when we
consider that the typical WAN RTT for remote analysis is an order
of magnitude larger.

5.2.5 Emulated WAN Evaluation. We study the effect of S2DS
on WAN scenarios by emulating long delays between producer
and consumer GNs using Linux’s tc and netem tools. For these
experiments we use a fixed message size of 256 KB as this provides
one of the best goodput results on previous experiments. We vary the
RTT from 10 ms to 100 ms in 10 ms increments. We measure both
goodput (see Figure 9(a)) and inter-message delay variation (see
Figure 9(b)). The value of zero in the X-axis of the plots represent
the results observed on the WAN environment when no synthetic
delay is added. The goodput results show that for RTTs between
10 ms and 50 ms, both L4 and L7 proxies perform better that the
ideal scenario and NAT. We attribute this performance gain to the
presence of buffering capabilities on the proxies, something that
both the ideal scenario and NAT lack. For the inter-message delay
variation results, the L4 proxy has a variation 400 ps smaller that the
ideal scenario, demonstrating that the presence of the circular buffer
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Figure 9: S2DS evaluation on an emulated WAN with a streaming application using a message size of 256 KB.

helps amortize the jitter on the WAN, similar to the effectiveness of
jitter buffer in VoIP scenarios [52, 53].
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6 SCISTREAM EVALUATION

To demonstrate the benefits of SciStream, we compare a stream-
ing application running on a state-of-the-art scientific environment
configuration (i.e., DTNs and file-based data movement methods)
with the same application running over a SciStream environment
(i.e., GNs and memory-to-memory data streaming). As mentioned
in §1, the state-of-the-practice for data production, consumption,
and analysis in scientific environments involves generating all the
samples at the producer before starting a file-based data transfer to
the consumer. To enable remote streaming over the state-of-the-art
environment, we had to modify the workflow so that a producer
starts transferring samples as soon as they are completely written to
disk. We conduct these experiments on the Chameleon Cloud testbed
(see §5.2.1) using our Setup 1 configuration shown in Figure 6. As
Chameleon nodes do not have high-performance disks, we mount
the disk to RAM using the tmpfs tool. For SciStream we use
our implementation of L4 proxy with circular buffer.

In Figure 10, we emulate a set of synchrotron light source work-
flows to show the performance differences between variety of data
transfer methods. Specifically, we emulate data acquisition of X-
ray images with fixed sizes at 1/T Hz. We conduct experiments
with three sample sizes (small: 1 MB, medium: 4 MB, and large:
10 MB) and three time gaps between each sample production (T =
{1, 10,100} ms; i.e., 1000 Hz, 100 Hz, and 10 Hz.) For SciStream
the buffer size is always 10 times the sample size. We produce 1000
samples in each experiment and run each experiment five times. For
each run we measure the average completion time, i.e., the time
from the generation of the first sample at the producer until the
consumer has received the last sample. We divide the dataset size
(1000 x sample_size) by the completion time to obtain the average
goodput of each approach.

We present the average goodput for both approaches in Fig. 10,
showing the maximum achievable throughput with 100 ms, 10 ms,
and 1 ms gaps between samples, as well as the theoretical maximum
achievable value for each gap value. We observe that the state-of-the-
art method is always below the theoretical maximum for a 100 ms
gap with any sample size. This demonstrate that read/write opera-
tions to the file systems introduce significant delay even when the file
system is mounted in memory. On the contrary, SciStream outper-
forms the state-of-the-art method by an order of magnitude for 1 MB
samples with 1 ms gap between sample production. SciStream
maintains similar performance for the other configurations of the
experiment, and it is always able to achieve a goodput significantly
close to the theoretical maximum.

7 DISCUSSION

We discuss various aspects of the SciStream design.

7.1 Application Code Changes

We design SciStream to require only minimal application code
changes. In particular, S2CS and S2DS processes and the negoti-
ation and control protocols are designed so that application code
changes are required only at the higher level of the producer and
consumer applications and not in the streaming libraries that sit be-
tween the application and SciStream. For example, the consumer
application (with minimal code changes) interacts securely with the

J. Chung, et al.

S2CS and exchanges information that the streaming library (with no
code changes) needs to connect to the local S2DS and start receiving
the data stream from the producer.

7.2 Fault Detection and Recovery

We intend that SciStream provide mechanisms for detecting and
reporting failures, such as packet losses or process failures, via
SciStream control process (S2CS) and user client (S2UC) through-
out the application life cycle. These mechanisms provide necessary
information for applications to recover from failures. We think it
is easier to implement efficient fault recovery methods at the appli-
cation layer than in the infrastructure (SciStream), since appli-
cations have more information about their analysis pipelines. For
example, because a simulation code knows the data structures that
must be checkpointed during its execution, and a suitable checkpoint
frequency, it is well positioned to store that internal state to persistent
storage for failure recovery. In contrast, SciStream sees only a
bit stream, without any application-specific information, and thus
checkpointing within ScisStream would be resource intensive and
inefficient.

7.3 SciStream for Real-time Processing

SciStream mechanisms can also be used to support line-rate data
processing for applications such as Internet of Things (IoT), video
processing, and measurement/monitoring systems where real-time
stream-processing pipelines can be provisioned dynamically across
cloud-like infrastructures. They can benefit such applications in two
ways. First, individual compute nodes (even if they have external
network connectivity) need not be built to handle WAN transfers
optimally; second, individual compute nodes need not be exposed to
the external world.

For instance, SciStream can be applied to a well-known de-
sign pattern in wireless sensor networks where alternate versions
of TCP [58] and other protocols [54] are deployed in the last mile.
These protocols work well for wireless sensor applications, but the
end-to-end data path may also involve high-speed wired connections,
and need to switch to standard TCP versions. With SciStream,
GNes sit close to sensors, receive data from sensors over the wire-
less network using the alternate transport protocols, and send them
to other resources using a transport protocol (e.g., HTCP [42],
UDT [30]) that is optimized for wired WAN transport.

7.4 Resource Management

SciStream’s control protocol is designed to allow S2UC, pro-
ducer, and consumer to connect independently as they become avail-
able, to accommodate best-effort resources. Thus, some resources at
the GN will be held until producer and consumer send their Hel1lo
message (see §4.4). However, if we hold GN resources for the time
A = tHel1o — tREQ- these resources will sit idle. As A becomes larger,
S2CsS will start rejecting requests because of “unavailable resources,”
when in fact it could have been serving other requests.

For fully provisioned requests (i.e., those for which required com-
pute resources and network bandwidth to process the data streams
are provisioned for a specific duration), the user request must include
a start and end time in addition to the required bandwidth (§4.4). The
user request must also indicate whether the request is provisioned or
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Figure 10: Goodput performance evaluation of a streaming application running on a state-of-the-art scientific environment configuration
(i.e., DTNs and file-based data movement methods) vs. running over the SciStream environment (i.e., GNs and memory-to-memory
data streaming) over a LAN. We evaluate three sample sizes (small: 1 MB, medium: 4 MB, and large: 10 MB) and three time gaps
between each sample production (1000 Hz, 100 Hz, and 10 Hz, i.e., T={1, 10, 100} ms.). Colored horizontal lines represent the theoretical
goodput for each configuration, computed as min(8 x sample_size/T, 10 Gbps).

best-effort. If start and end time parameters are not provided (best-
effort request), we assume start time as current time and assign a
default maximum limit so that resources are not retained indefinitely.
For future work, we will consider overbooking GNs for best effort
cases so as to minimize resource wastage; however, that overbooking
should not impact the performance of fully provisioned requests. We
will investigate mechanism to identify misuse of provisioned option
and flag dishonest users.

8 RELATED WORK

Data streaming and analysis methods have been studied and evalu-
ated for a wide range of use cases in industry [4, 7]. In the scientific
context, which is the focus of SciStream, the data rates of indi-
vidual flows are much higher than the data rates of the individual
live streaming flows handled by content delivery networks (CDNs),
e.g., ~20 Gbps from a single (X-ray detector) source [11, 13,22, 45].
Also, CDNs often deliver given content to thousands of users that
are geographically distributed, whereas, in the scientific streaming
context, data is usually streamed to a single (or a small number
of) facility or cluster for analysis. The resources in the scientific
context are also federated across administrative and security do-
mains, and proxies often have to switch traffic between WAN and
HPC interconnects. SciStream provides a suite of protocols to
establish an authenticated and transparent connection between pro-
ducer and consumer via intermediate GNs that are optimized for
memory-to-memory data streaming.

Improving the streaming data throughput has been an active area
of research. Ghasemi et al. [28] focus on performance issues and
their characterizations in data streams, including server-side delays
due to asynchronous disk-reads and cache misses, jitter, buffering
delays, and dropped frames. Melette et al. propose a new network
design, Opera, that can deliver high-throughput connection via a
dynamic network and time-varying expander graphs [48]. AViC [2]
is a caching algorithm for video streams that can perform request
predictions for content delivery systems. Amaro et al. present mech-
anisms for far memory, which allow compute nodes to access other
nodes memory within the cluster, to improve the turnaround time

of the jobs [6]. Bertha is an API for offloading some of the ap-
plication functionalities, such as serialization or fast-path transfers
between containers, to network (or smart NICs) [49]. Ao et al. im-
plemented a parallel data processing framework, Sprocket, that can
utilize serverless cloud resources for video processing framework [8].
SciStreamis atool to address the infrastructural challenges that
otherwise hinder memory-to-memory data streaming in secure sci-
entific environments, and therefore SciStream will enable the
aforementioned tools and optimizations to be used for streaming
large-scale scientific data to remote HPC.

The ability to analyze streaming data in order to provide fast
(quasi-real-time) feedback is crucial for many use cases. Several
high profile streaming data analysis frameworks and systems have
been developed [3, 26, 41, 55]. While these tools provide easy imple-
mentation of streaming data analysis pipelines, e.g., defining DAGs
and mechanically establishing connections and transfers, they can
also provide advanced optimizations such as via domain specific lan-
guages and compilers [34, 35]. Although generally developed for in-
dustrial problems, e.g., cybercrime detection [4] or recommendation
systems [7], these systems can also be used for scientific computing.
Their performance depends not only on the computational resources
on which they operate but also on their use of efficient data transfer
methods. As SciStream is application (and framework) agnostic,
any of these frameworks can be efficiently used in the SciStream
content with little user effort.

9 CONCLUSION

We have presented SciStream, a middlebox-based framework
to enable secure data streaming from a producer’s memory at one
scientific facility to a consumer’s memory at another remote facility.
We described SciStream’s architecture and design, and defined
negotiation and control protocols to establish authenticated and
transparent connection between producer and consumer via interme-
diate gateway nodes. We demonstrated a prototype of SciStream
and evaluated it on the Chameleon cloud on both LAN and emu-
lated WAN environments. Our results show SciStream improves
the throughput of an streaming pipeline by an order of magnitude
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compared to state-of-the-art data transfer methods in scientific en-
vironments. Moreover, SciStream only adds ~ 4y latency to a
streaming pipeline compared to an ideal scenario in which producers
and consumers have direct external connectivity.
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