Absorption Spectra of Solids from Periodic Equation-of-Motion Coupled-Cluster Theory
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We present ab initio absorption spectra of six three-dimensional semiconductors and insulators calculated
using Gaussian-based periodic equation-of-motion coupled-cluster theory with single and double excitations
(EOM-CCSD). The spectra are calculated efficiently by solving a system of linear equations at each frequency,
giving access to an energy range of tens of eV without explicit enumeration of excited states. We assess the
impact of cost-saving approximations associated with Brillouin zone sampling, frozen orbitals, and the parti-
tioned EOM-CCSD approximation. Although our most converged spectra exhibit lineshapes that are in good
agreement with experiment, they are uniformly shifted to higher energies by about 1 eV, which is not explained
by the remaining finite-size errors. We tentatively attribute this discrepancy to a combination of vibrational
effects and the remaining electron correlation, i.e., triple excitations and above.

I. INTRODUCTION

Absorption spectroscopy is an important tool for studying
the electronic properties of materials. For semiconductors
and insulators, the low energy part of the absorption spec-
trum is typically dominated by excitonic effects, which origi-
nate from electron-hole interactions that may be screened by
the other electrons. The most common computational meth-
ods currently used for simulating absorption spectra are time-
dependent density functional theory (TDDFT) [1-3] and the
Bethe-Salpeter equation based on the GW approximation to
the self-energy (GW-BSE) [4-8]. In TDDFT, it has long
been recognized that the inclusion of nonlocal exchange is
critical for the description of excitons [9—12], and promis-
ing recent work has applied screened or dielectric-dependent
range-separated hybrids [13, 14]. The GW-BSE approach
is based on time-dependent many-body perturbation theory
and typically includes screening at the level of the random-
phase approximation. The predictions are reasonably ac-
curate when compared to experiments, although implemen-
tation details, starting point dependence, and the absence
of finite-temperature or vibrational effects make a rigorous
evaluation challenging. For example, benchmark studies on
molecules [15-18] have found that the GW-BSE results de-
pend strongly on the reference functional and the optimal
functionals are very different than those typically used for
solid-state calculations.

Recent years have seen rapid development of wavefunction-
based quantum chemistry techniques for periodic solids [19—
25]. In the present context of neutral excitation energies,
equation-of-motion coupled-cluster theory with single and
double excitations (EOM-CCSD) is a promising alternative
to TDDFT or GW-BSE. For example, our group has applied
EOM-CCSD to study plasmons in models of metals [26, 27],
as well as singly- and doubly-excited states in a molecular
crystal [28]. Recently, the two of us presented a systematic
study of EOM-CCSD for a range of semiconductors and insu-
lators, finding an accuracy of about 0.3 eV for the first singlet
excitation energy [29]. Although these preliminary results are
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encouraging, the optical response of solids is encoded in the
full energy-dependent absorption spectrum, which depends on
all excited states in the energy range of interest and their oscil-
lator strengths. Here, we extend our previous work and study
the absorption spectra of semiconductors and insulators pre-
dicted by EOM-CCSD.

The remainder of the paper is organized as follows. In
Sec. II, we briefly describe the theory underlying the calcu-
lation of solid-state absorption spectra with periodic EOM-
CCSD. In Sec. III, we provide computational details about the
basis sets used, integral evaluation, and k-point sampling. In
Sec. IV, we first present and discuss our final EOM-CCSD
optical absorption spectra for six solids, before demonstrating
detailed studies of the impact of various approximations. Fi-
nally, in Sec, V, we summarize our results and conclude with
future directions.

II. THEORY

Within EOM-CC theory [30-36], excited states are found
given by

[¥,) = Ryuel Do) (1)

where T' and R, create particle-hole excitations. The 7' op-
erator is determined by the solution of the nonlinear CC am-
plitude equations and the R, operator is determined by a non-
Hermitian matrix eigenvalue problem. Within the CC frame-
work, the polarization-averaged absorption spectrum at fre-
quency w is (W) = Ye—(yy,;) le(w), where
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¥, (Pp) is the right-hand (left-hand) CC ground-state wave-
function with energy Ey, ¥, (P,) is the right-hand (left-hand)
CC excited-state wavefunction with energy E,, and p; is the
momentum operator in the & direction. Note that we work in
the velocity gauge as appropriate for periodic systems and di-
vide by w? to approximate the imaginary part of the dielectric
function [7].


mailto:tim.berkelbach@gmail.com

In crystals, the density of excited states prohibits their direct
enumeration. Instead we calculate I¢(w) using the correction
vector method [26, 37-39]
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where n is a numerical Lorentzian linewidth, which can
be checked by inserting a resolution of the identity, 1 =
> ¥, WP,|. After replacing the right- and left-hand ground-
state wavefunctions \yith their CC expressions [Py) = eT|cI)0),
(Fol = (Dpl(1 + IA\)e’T where A is the deexcitation operator in
CC theory, we arrive at the final expression
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where 0 = e 1Ol are similarity-transformed operators.

Projecting Eq. (4b) into a basis of excited determinants
yields a system of linear equations for the correction vector
xs(w) that can be solved by iterative techniques; here, we
use the two-parameter generalized conjugate residual method
with implicit inner orthogonalization [40] as implemented in
SciPy [41]. This system of linear equations can be solved in-
dependently at each frequency in order to construct the spec-
trum without explicit enumeration of excited states.

Here, we study the performance of EOM-CC with sin-
gle and double excitations (EOM-CCSD), i.e. T = T} + T,
A =A;+A,, and R = R, +R,. For each frequency w, the cost
of iteratively solving the system of linear equations (4b) scales
as O(N{N3N}), where Ny is the number of k-points sampled
in the Brillouin zone and N,, N, are the number of occupied
and virtual orbitals in the unit cell. The number of iterations
required depends on several technical details, including the
initial guess, the diagonal preconditioner, and the linewidth
n. Convergence is easier for larger values of n; for the values
used here, we typically converge to graphical accuracy within
3-5 outer iterations (hundreds of matrix-vector products) for
small values of w. However, for large values of w, the con-
vergence becomes slower and frequently needs 10 or more it-
erations to converge. Therefore, in this work we also test and
apply so-called partitioned EOM-CCSD [42-44], where the
double excitation block of the similarity transformed Hamil-
tonian is approximated by a diagonal matrix of orbital energy
differences. This reduces the iterative scaling of the EOM step
to O(leNgNS). This approximation corresponds to a trun-
cated, low-order treatment of screening, which was recently
found to work well for band gaps [45], although its accuracy
degrades for small-gap semiconductors.

As an alternative to EOM-CC, one can use the linear-
response coupled cluster (LR-CC) theory to calculate excited-
state properties. When no truncation is carried out in the ex-
citation levels, LR-CC and EOM-CC both give exact results.
At a truncated excitation level, the methods yield identical ex-
citation energies but different excited-state properties, such as
transition dipole moments, and only properties predicted by
LR-CC are properly size extensive [46, 47]. Although this
finding calls into question the applicability of EOM-CCSD

for solid-state absorption spectra, the violation of size exten-
sivity is strongly mitigated when large basis sets are used [48].
In this work, we observe no problems associated with this de-
ficiency of EOM-CCSD for spectra, perhaps because of the
near completeness of the basis set in periodic solids.

III. COMPUTATIONAL DETAILS

All calculations were performed with PySCF [49, 50]. The
relatively high cost of periodic CCSD calculations makes it
challenging to achieve convergence to the complete basis set
and thermodynamic limits. We have tested convergence with
respect to Brillouin zone sampling, basis sets, frozen orbitals,
and the partioned EOM approximation, which will be ana-
lyzed in detail in Sec. IV B. Based on our studies, our spectra
presented in Sec. IV A are performed in the following way.
We use GTH pseudopotentials [51, 52] and the corresponding
polarized double-zeta basis set (DZVP) [53]. Two-electron re-
pulsion integrals were treated by periodic Gaussian density fit-
ting with an even-tempered auxiliary basis [54]. In the CCSD
calculations, we correlate the highest four occupied and the
lowest four virtual orbitals at each k-point, while all of the
other orbitals are frozen. The partitioning approximation is
made to the similarity transformed Hamiltonian whereby the
dense doubles block is replaced by a diagonal matrix of orbital
energy differences [42—44]. The Brillouin zone was sampled
with a uniform mesh of up to Ny = 5 X 5 X 5 k-points. The
k-point mesh is shifted to include either the I" point or the
random symmetry-breaking point £ = (0.11,0.21,0.31) (in
fractions of the reciprocal lattice vectors). Such random shifts
have been previously shown to yield absorption spectra that
converge more quickly to the thermodynamic limit [55]. We
then calculate the necessary correction to the first excitation
energy due to finite-site effects, frozen orbitals, and the parti-
tioning approximation. Finally, we rigidly shift the entire ab-
sorption spectrum by this correction, which has a magnitude
of 0.1-0.6 eV for the materials and k-point meshes considered
here.

IV. RESULTS AND DISCUSSION

In Sec. IV A, we present and analyze our best and final ab-
sorption spectra of six solids, calculated using the approxima-
tions and corrections discussed above and analyzed in detail
in Sec. IV B. We refer to these results as those predicted by
“EOM-CCSD” for notational simplicity and because the cor-
rections are designed to yield EOM-CCSD results, but we em-
phasize that some errors remain with respect to exact EOM-
CCSD results.

A. EOM-CCSD absorption spectrum for six solids

In Fig. 1, we show the approximate EOM-CCSD absorp-
tion spectra (see Secs. III and IV B for approximation de-
tails and analysis) of six three-dimensional semiconducting
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FIG. 1. Absorption spectra of Si, SiC, C, MgO, BN, and LiF in the DZVP basis set. A5 X 5 x5 k-point mesh is used for all CCSD spectra
(green and orange) and a 7 X 7 x 7 k-point mesh for all CIS spectra (blue). CCSD spectra are obtained from partitioned EOM-CCSD with
the highest 4 occupied and the lowest 4 virtual orbitals correlated at each k-point and then rigidly shifted, as described in Sec. IV B. For each
solid, two CCSD spectra are shown with k-point meshes that are shifted to include a random, symmetry-breaking k-point (solid green) or the
I point (dashed orange). The corresponding EOM-CCSD first excitation energies are indicated by green and orange vertical lines. Each CIS
spectrum is scaled by the same amount as the corresponding EOM-CCSD spectrum (with random k-point shift) to facilitate comparison of
their intensities. A broadening of n = 0.5 eV is used in all calculations except for silicon where a smaller broadening of n = 0.2 eV is used to
resolve the sharper peaks. The calculated spectra are compared to the experimental data (thick black) of Si [56], SiC [57], C [58], MgO [59],
BN [60], and LiF [59]. For BN, the shaded region of the experimental spectrum should be ignored as it has been attributed to defects and

polymorphism [61].

and insulating materials: Si, SiC, C, MgO, BN, and LiF. The
experimental lattice constants were used for all systems: Si
(5431 A), SiC (4.350 A), C (3.567 A), MgO (4.213 A), BN
(3.615 A), and LiF (4.035 A). Spectra were obtained using a
5x5x%5 k-point mesh; in order to give some sense of remaining
finite-size errors, we show EOM-CCSD results obtained with
the two k-point shifts mentioned above. Our EOM-CCSD ab-
sorption spectra are compared to experimental ones and to
those obtained by configuration interaction with single exci-
tations (CIS), which was performed with a denser 7 X 7 X 7
k-point mesh.

As seen in Fig. 1, the EOM-CCSD spectra are in reasonably
good agreement with experiment. For large gap insulators
(like BN and LiF), the two k-point shifts give similar spec-
tra, indicating that the remaining finite-size errors are small.
In contrast, for small gap semiconductors (like Si and SiC),
the two k-point shifts give different spectra, indicating that the
remaining finite-size errors of at least one of the spectra are
large. Based on the results in Sec. IV B, we believe that the
randomly shifted k-point mesh yields spectra that are closer
to the thermodynamic limit. Comparing results obtained with
the randomly-shifted k-point mesh to experiment, we see that
EOM-CCSD spectra are shifted to higher energies by about
1 eV, but otherwise have very similar lineshapes, indicating an
accurate description of excitonic interactions and concomitant

redistribution of spectral weight. By comparison, CIS spec-
tra massively overestimate the excitation energies of solids
by 3 eV or more, as shown in our previous work [29], and
often have qualitatively incorrect spectral structure. Because
Hartree-Fock-based CIS is identical to unscreened GW-BSE,
these results emphasize the well-known importance of screen-
ing, especially in semiconductors.

We believe that the shift to higher energies that is exhib-
ited by EOM-CCSD when compared to experiment is mostly
attributable to the missing correlation due to the neglect of
triple (and higher) excitations and the absence of vibrational
and finite-temperature effects, which are of course present in
experiments and absent in the calculations. However, it is hard
to rule out finite-size errors, especially for small gap semi-
conductors like Si or SiC. With regards to electron correla-
tion, it is interesting to note that our previous work, which
did not study spectra, found that EOM-CCSD overestimated
the first excitation energy by about 0.3 eV, which is notica-
bly smaller than the deviations seen in the spectra in Fig. 1.
This discrepancy (i.e. overestimation by 0.3 eV versus 1 eV or
more) is because the first excited state, especially in indirect
gap materials, is typically weakly absorbing and contributes
to the gradual onset of absorption. However, experimentally
reported first excitation energies are typically those of spectral
peaks or intense features, which occur at higher energies than



the onset of absorption. In Fig. 1, the vertical lines indicate
the calculated first excitation energies, which are corrected
for finite-size effects and other approximations mentioned in
Sec. III.

In contrast to the apparent differences in spectra, the use
of differently shifted k-point meshes produce first excitation
energies that agree reasonably well with each other, with a
difference of 0.04-0.4 eV. The first excitation energies differ
from our previously reported values [29] (by 0.2 eV or less)
due to a slightly different treatment of the finite-size effects in
the current work, i.e. (a) we extrapolate the data using a func-
tion of the form E., + aN, 1. (b) here, the 5 x 5 x 5 result is
included in extrapolation, and (c) the partitioning approxima-
tion is corrected by a constant shift deduced from the 3 x3x 3
result. Naturally, we believe that the comparison of spectra,
as done here, enables the most fair evaluation of the accuracy.
However, this overestimation of excited states by 1 eV or more
is significantly higher than the known performance of EOM-
CCSD in molecules. This difference is surprising, especially
given that the excitonic states contributing to absorption are
all predominantly single-excitation in character and that the
EOM-CCSD polarizability has most of the diagrammatic con-
tent of the GW-BSE polarizability, plus more [26, 28, 62, 63].

The worst agreement between EOM-CCSD and experiment
is for silicon, which has the smallest gap of all materials con-
sidered. In its experimental spectrum, the main features are
the two peaks at 3.5 eV and 4.3 eV with similar intensity.
While EOM-CCSD predicts a first excitation energy of about
3.5 eV, this state has a low spectral intensity. The two spectral
peaks appear at 4.1 and 4.6 eV (randomly shifted) or 3.6 and
4.9 eV (I'-centered). In addition to vibrational effects, we be-
lieve that the poor agreement between theory and experiment
is due to the large remaining finite-size errors and the errors
associated with the partitioning approximation, both of which
are expected to be largest for this small-gap semiconductor.

B. Approximations and error corrections

Finite-size errors of excited-state properties like absorption
spectra have been widely discussed in the TDDFT and GW-
BSE literature [7, 13, 64—66], in part due to the relative matu-
rity and low computational cost of these methods. In con-
stract, the finite-size errors of wavefunction-based methods
such as CCSD have been studied signficantly less, especially
for spectra. In the following, we will use diamond as an ex-
ample to study the finite-size errors of the spectra predicted
by the EOM-CCSD.

As a warm-up to EOM-CCSD, we first consider CIS, which
forms a minimal theory for electronic excited states in the con-
densed phase and is qualitatively comparable to TDDFT and
GW-BSE. Importantly, the relatively low cost of CIS allows us
to study the convergence with respect to Brillouin zone sam-
pling up to relatively large k-point meshes. In the upper panels
of Fig. 2, we show the CIS absorption spectra computed with
various k-point meshes centered at I' (right column) or ran-
domly shifted (left column), including up to 7 X 7 X 7 k-point
meshes. At low mesh densities (like 3 X 3 X 3), the spectra
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FIG. 2. Convergence of the CIS (top) and EOM-CCSD (bottom)
spectra of diamond using various k-point shifts and sampling densi-
ties. A Lorentzian broadening of 7 = 0.5 eV is used in all cases.

computed with different k-point shifts show a large discrep-
ancy in both peak positions and intensities. This discrepancy
is due to insufficient Brillouin zone sampling and largely de-
pends on details of the band structure. As the mesh density
is increased, the spectra converge to a similar result, but the
convergence is much more rapid with the randomly shifted
k-point mesh. Even for this insulator, the CIS spectra are not
graphically converged with a 7x7x7 mesh. This must be kept
in mind when analyzing the EOM-CCSD spectra in Fig. 1,
which are limited to 5 X 5 X 5 meshes.

In the lower panels of Fig. 2, the EOM-CCSD spectra of di-
amond with the same two k-point shifts are shown, for mesh
densities ranging from 3 X 3 X 3to 5 X 5 X 5. As for CIS,
we again see that the randomly shifted mesh provides signif-
icantly faster convergence towards the thermodynamic limit.
In fact, the 4 X 4 x4 and 5 X 5 X 5 are very similar and suggest
semiquantitative convergence, especially at low energies.

In addition to the spectral intensities, the excitation energies
also exhibit large finite-size errors. These latter finite-size er-
rors are simpler to remove by extrapolation. Our final EOM-
CCSD spectra shown in Fig. 1 have been rigidly shifted by the
finite-size error of the first excitation energy. This finite-size
error is determined by extrapolation, assuming that the finite-
size error decays as O(N, 1. Raw data and extrapolation fits
are shown in Fig. 3 for four of the solids studied here. We see
that the convergence behavior is similar for all four solids, but
I'-centered k-point meshes perform slightly better for indirect
materials while randomly shifted meshes perform slightly bet-
ter for direct gap materials. At the largest k-point meshes, the
finite-size errors are in the range of 0.1-0.4 eV. The results in
Fig. 2 make it clear that increased Brillouin zone sampling has
a complex effect on the spectra and this rigid shift is only an
approximation to ensure the correct onset of absorption.

Beyond the finite-size errors, we have studied the effects of
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FIG. 3. Extrapolation of first excitation energies to the thermody-
namic limit for C, Si, LiF, and MgO. Frozen virtual orbitals and par-
titioning are used in all cases.

three other approximations: incomplete basis set, frozen or-
bitals, and the partitioning of EOM-CCSD, as shown in Fig. 4
for diamond with the same randomly-shifted k-point mesh as
above. In Fig. 4(a), we show that the basis set incompleteness
error is negligible by comparing the spectrum obtained with
two types of pseudopotentials, GTH [51, 52] and ccECP [67—
70], combined with their corresponding double- and triple-
zeta basis sets. These calculations were performed with a
2 x 2 X 2 k-point mesh and without freezing any orbitals. Ad-
ditionally, we see that the use of two distinct pseudopotentials
does not introduce a noticeable difference in the calculated
spectra.

In Fig. 4(b), we test the impact of orbital freezing and
partitioning by showing four spectra, all performed with a
3 % 3 X 3 k-point mesh: (1) the EOM-CCSD spectrum with-
out approximations, (2) the EOM-CCSD spectrum with only
4 occupied and 4 virtual orbitals correlated, (3) the partitioned
EOM-CCSD spectrum without any frozen orbitals, and (4) the
partitioned EOM-CCSD spectrum with 4 occupied and 4 vir-
tual orbitals correlated. We see that freezing orbitals causes a
roughly rigid shift of the spectrum to higher energy by about
0.2-0.5 eV. The shift is not perfectly rigid and, as expected,
the discrepancy is worst at high energies. In contrast, the par-
titioning error causes a roughly rigid shift to lower energy by
a similar amount. When both approximations are applied, we
obtain a spectrum close to the one without approximations due
to fortuitous cancellation of error, justifying our use of this af-

Frequency (eV)

FIG. 4. EOM-CCSD absorption spectra of diamond with various
basis sets and approximations as indicated. A random k-point shift
and a Lorentzian broadening of n = 0.5 eV is used in all cases. (a)
Comparison of EOM-CCSD spectra (without partitioning and with
all orbitals correlated) using four different basis set/pseudopotential
combinations as indicated. The Brillouin zone was sampled with a
2x2x2 k-point mesh. (b) Comparison of the full EOM-CCSD spectra
and various approximations as indicated using the DZVP basis set
and GTH pseudopotential. The Brillouin zone was sampled with a
3 x 3 x 3 k-point mesh.

fordable approach when scaling up to larger k-point meshes.
The effect of all errors discussed in this subsection can be
approximated with a rigid spectral shift according to the er-
ror in the first excitation energy. These corrections for both
I'-centered and randomly shifted k-point meshes are summa-
rized in Table I for all six material studied. The base result
(Esss) is obtained with partitioned EOM-CCSD using frozen
orbitals and a 5 X 5 X 5 k-point mesh. To this, we apply two
composite-style corrections: Arpr is the difference between
the excitation energy in the thermodynamic limit obtained by
extrapolation and Esss, where all calculations are performed
with partitioned EOM-CCSD/DZVP with frozen orbitals, and
Atrzipart s the difference between EOM-CCSD without ap-
proximations and partitioned EOM-CCSD with frozen or-
bitals, using a 3 X 3 X 3 k-point mesh. These two corrections
are roughly comparable in magnitude but strongly system de-
pendent. Although each correction alone may shift the energy
by up to 0.5 eV, the final correction is typically quite small
due to error cancellation. We reiterate that the use of a rigid
shift to the entire spectrum is more justified for the frozen or-
bital and partitioning approximations than it is for finite-size
effects and that its accuracy degrades at higher energies.



TABLE I. EOM-CCSD first excitation energies and corrections (in
eV) for Si, SiC, C, MgO, BN, and LiF.

ESSS ArpL Afrz-*—pz:lrt Efinal
randomly shifted k-point mesh
Si 3.52 -0.18 0.20 3.53
SiC 5.83 0.14 0.53 6.50
C 7.59 -0.43 0.37 7.53
MgO 8.88 -0.11 0.28 9.05
BN 11.06 -0.16 0.24 11.14
LiF 13.57 0.09 -0.06 13.61
I'-centered k-point mesh
Si 3.45 -0.08 -0.12 3.25
SiC 6.10 -0.28 0.24 6.06
C 7.01 -0.05 0.29 7.25
MgO 8.03 0.20 0.41 8.64
BN 10.82 0.07 0.16 11.06
LiF 13.51 0.28 0.00 13.79

To reiterate, the final spectra presented in Fig. 1 were ob-
tained with a 5 X 5 X 5 k-point mesh using partitioned EOM-
CCSD, correlating 4 occupied and 4 virtual orbitals per k-
point, and then rigidly shifted according to the corrections
given in Tab. I to approximately correct for finite-size errors,
frozen orbitals, and the partitioning approximation applied to
the dense doubles block of the Hamiltonian.

V. CONCLUSIONS AND OUTLOOK

We have presented the first absorption spectra of atomistic,
three-dimensional solids using an approximation to periodic
EOM-CCSD, focusing on Si, SiC, C, MgO, BN, and LiF. With
increasing Brillouin zone sampling, we observe no problems
associated with the lacking size-extensivity of EOM-CCSD
spectral intensities [46, 47]. This may be due to the reason-
ably complete basis set [48] provided by a solid-state environ-
ment, but further study is warranted. After accounting for a

number of sources of error, our best and final spectra show
reasonably good agreement with experimental spectra, indi-
cating that EOM-CCSD is a promising and tractable approach
for the study of excitations in solids. In many materials, we
find that spectral shapes are well reproduced but are shifted
to higher energies with respect to experiment by about 1 eV.
We attribute this discrepancy to a combination of incomplete
electron correlation (i.e., the impact of triple and higher ex-
citations) and the neglect of zero-point and finite-temperature
vibrational effects [71-73]. Unlike in TDDFT and GW-BSE,
in CCSD there is reduced freedom in the choice of starting
point due to its weak sensitivity to the employed reference de-
terminant.

Aside from this shift to higher energies, we see the worst
agreement with experiment for small-gap semiconductors that
we attribute to the breakdown of the partitioning approxima-
tion, which corresponds to a low-order treatment of screen-
ing, and to the remaining finite-size errors. Whereas correc-
tions and extrapolations of isolated energies is largely success-
ful, doing the same for spectral intensities is not straightfor-
ward. The high cost of EOM-CCSD calculations precludes
brute force convergence and future work will explore the use
of interpolation [7], twist averaging [74], and double-grid
schemes [75], which have been very successful at providing
converged GW-BSE spectra at reduced computational cost.
With these improvements, we can revisit the accuracy of the
partitioning approximation compared to full EOM-CCSD for
small-gap semiconductors like silicon.
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