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ABSTRACT

Malicious software (malware) classification offers a unique challenge for continual learning (CL)
regimes due to the volume of new samples received on a daily basis and the evolution of malware
to exploit new vulnerabilities. On a typical day, antivirus vendors receive hundreds of thousands
of unique pieces of software, both malicious and benign, and over the course of the lifetime of
a malware classifier, more than a billion samples can easily accumulate. Given the scale of the
problem, sequential training using continual learning techniques could provide substantial benefits
in reducing training and storage overhead. To date, however, there has been no exploration of
CL applied to malware classification tasks. In this paper, we study 11 CL techniques applied to
three malware tasks covering common incremental learning scenarios, including task, class, and
domain incremental learning (IL). Specifically, using two realistic, large-scale malware datasets,
we evaluate the performance of the CL methods on both binary malware classification (Domain-
IL) and multi-class malware family classification (Task-IL and Class-IL) tasks. To our surprise,
continual learning methods significantly underperformed naive Joint replay of the training data in
nearly all settings — in some cases reducing accuracy by more than 70 percentage points. A simple
approach of selectively replaying 20% of the stored data achieves better performance, with 50% of
the training time compared to Joint replay. Finally, we discuss potential reasons for the unexpectedly
poor performance of the CL techniques, with the hope that it spurs further research on developing
techniques that are more effective in the malware classification domain.

1 INTRODUCTION

Machine learning (ML) and deep learning (DL) models have become important tools in the defense of computers and
networked systems. In particular, for addressing malicious software (malware), ML-based approaches have been used
extensively in both academic literature and real-world systems for malware detection and classification, including for
Wiydows malware (Tahan et al., 2012; Dahl et al., 2013; Johns, 2018), PDF malware (Maiorca et al., 2012; Laskov
& Srndié, 2011), malicious URLSs (Lee & Kim, 2012; Stringhini et al., 2013), and Android malware (Arp et al., 2014;
Grosse et al., 2017; Onwuzurike et al., 2019). These models are typically trained on previously observed samples
and then deployed with the assumption that the model will generalize to new data. However, the adversarial nature of
malware and continual evolution of benign software (goodware) makes for an inherently non-stationary problem.

To accommodate shifts in the data distribution over time, the model needs to be retrained regularly to maintain its
effectiveness. Unfortunately, the speed with which new malware and goodware are produced results in large datasets
that can be both costly to maintain and difficult to train on. For example, the AV-TEST institute registers more
than 450,000 unique pieces of malware and “potentially unwanted applications (PUA)” each day (AV-TEST), while
VirusTotal, a crowdsourced antivirus scanning service, regularly receives more than 1 million unique pieces of software
each day (VirusTotal). Over the lifetime of a malware classification model, these daily feeds can result in datasets
containing upwards of a billion unique training samples spanning multiple years. Given the realities of training these
models, antivirus companies must decide whether to: (i) remove some older samples from the training set, at the risk
of allowing attackers to revive older malware instead of writing new ones; (ii) train less frequently, at the cost of not
adjusting to changes in the distribution; or (iii) expend tremendous effort to frequently retrain over all the data.

Continual learning (CL) offers an appealing alternative to these options by enabling incremental incorporation of
new information and adaptation to data distribution shifts without maintaining large datasets or incurring significant
training overhead. In this work, we investigate the extent to which malware classification models suffer from catas-
trophic forgetting (McCloskey & Cohen, 1989; Ratcliff, 1990; French, 1999), and whether we can address this using
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approaches from continual learning research. While combating the problem of catastrophic forgetting has been exten-
sively studied, explored, and applied in the context of computer vision (Shin et al., 2017; Hsu et al., 2018; van de Ven
& Tolias, 2018; van de Ven et al., 2020; Ji & Wilson, 2007; Farquhar & Gal, 2018) using the MNIST, CIFAR10 and
CIFAR100, and ImageNet datasets, its role in and applicability to malware classification tasks remains unknown.

Using two large-scale malware datasets — Drebin (Arp et al., 2014) and EMBER (Anderson & Roth, 2018) — we
examine the problems of binary malware classification and multi-class classification in the context of three CL scenar-
i0s: domain incremental learning (Domain-IL), class incremental learning (Class-IL), and task incremental learning
(Task-IL). For Domain-IL, we focus on the binary classification task of labeling software as malicious or benign, and
consider the problem of incorporating shifts in the data distribution over time without losing the ability to classify older
samples. For Class-IL and Task-IL, we examine the task of malware family classification, where a piece of malware
is categorized into a well-defined family based on its code base, capabilities, and overall structure. In Class-IL, we
incrementally add newly-discovered families at each iteration to mirror the ever-expanding universe of malware fam-
ilies found in the wild. The Task-IL formulation also incrementally adds new families to be classified, but constrains
the classification task. All three scenarios represent problems faced in the anti-malware industry.

For each of these settings, we study 11 proposed CL approaches in our experiments, representing three major cate-
gories: regularization, replay, and replay with exemplars. We investigate their ability to reduce catastrophic forgetting
in our two malware datasets compared with the baselines of (i) using no CL techniques and (ii) full Joint replay, which
retrains on the full available dataset at each iteration. Finally, we investigate how much stored data may be enough
to be replayed while still achieving high accuracy with lower storage and retraining costs. Our contributions are as
follows:

* We are among the first to investigate continual learning in security problems, specifically in malware classification
using deep learning models.

* We applied 11 distinct CL techniques in three CL scenarios using two large-scale malware datasets. We find that
several CL techniques work reasonably well on Task-IL.

* We empirically show that none of the CL techniques are effective in the Domain-IL setting.

* For Class-IL, 10 of the 11 methods performed poorly, with only iCaRL (Rebuffi et al., 2017) performing marginally
better against the Joint replay baseline.

* Instead of storing all prior data, we find that replaying 20-50% data is enough to significantly outperform all CL
techniques in Domain-IL while also reducing the training cost by 35-50% compared with 100% Joint replay.

* We discuss the probable causes of the poor performance offered by CL techniques to help spur future research in
this problem setting.

2 RELATED WORK

Over the years, numerous mechanisms have been proposed to overcome catastrophic forgetting, which fall into three
major families (Parisi et al., 2019): 1) regularization methods, ii) replay methods, and iii) adaptive expansion methods.

Regularization-based techniques attempt to penalize changes to weights that are determined to be important to the
previous tasks. This is done by introducing a new loss function known as regularization loss. The regularization
loss is added to the training loss to compute the total loss. This category includes Elastic Weight Consolidation
(EWC) (Kirkpatrick et al., 2017), EWC Online (Schwarz et al., 2018), Synaptic Intelligence (SI) (Zenke et al., 2017),
Memory Aware Synapses (Aljundi et al., 2018), Riemannian Walk (RWALK) (Chaudhry et al., 2018), Online Laplace
Approximator (Ritter et al., 2018), Hard Attention to the Task (Serra et al., 2018), and Learning without Memoriz-
ing (Dhar et al., 2019).

Replay methods are designed to complement the training data for each new task with older data that are representative
of the tasks seen so far (Chaudhry et al., 2019b; Rolnick et al., 2019). Distillation loss, for instance, is often used in
replay-based techniques (Li & Hoiem, 2017; Rebuffi et al., 2017; Castro et al., 2018). Learning without Forgetting
(LwF) (Li & Hoiem, 2017) replays pseudo-data, which is generated by first running the older model on new data to
generate the softmax outputs, and then using those outputs as soft labels for training the model. This technique is
similar to model distillation.

In an alternative form of replay called generative replay (GR) (van de Ven et al., 2020; van de Ven & Tolias, 2018; Shin
et al., 2017), a second model is trained to capture the distribution of data from the previous tasks and generate new
samples from the distribution to be replayed. In the current task 7, both the main model M and a generative model
Gr is trained using a mix of task 7" data and data generated by the prior generator model Gr_;. GR is a powerful
technique when access to older data is not available or restricted. Replay through Feedback (RtF) (van de Ven &
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Tolias, 2018) reduces the training cost for dual-memory-based GR by coupling the generative model into the main
model. RtF enhances the capability of the main model to generate samples by adding feedback connections and a
layer of latent variables z, which are responsible for reconstructing inputs. Brain-Inspired Replay (BI-R) (van de Ven
et al., 2020) is an improvement over RtF and proposes three new components: i) replacement of the standard normal
prior with Gaussian mixture, ii) internal context (Masse et al., 2018), and iii) internal replay.

Another variant of replay, which intelligently picks the samples (i.e., called exemplars) to complement the training data
of the current task, includes Experience Replay (Rolnick et al., 2019), Gradient Episodic Memory (GEM) Lopez-Paz
& Ranzato (2017), Averaged Gradient Episodic Memory (A-GEM) Chaudhry et al. (2019a), and Incremental Classifier
and Representation Learning (iCaRL) Rebuffi et al. (2017). ER leverages a reinforcement learning based learner to
learn new and old experiences. In particular, ER balances stability and plasticity using on-policy for plasticity and
off-policy for stability. iCaRL sets a memory budget beforehand, and the memory budget is equally divided into the
previously learned classes. It picks and stores only exemplars that are close to the feature mean of each class. Loss
of the current classes is minimized along with the distillation loss between targets obtained from the predictions of
the previous model and the predictions of the current model on the previously learned classes. A-GEM also follows
iCaRL to replay selective samples during training from the learned tasks to be replayed in the current task. When the
original data is available, however, prior work has recommended exact replay instead (Rebuffi et al., 2017; Nguyen
et al., 2017; Kemker & Kanan, 2017).

Adaptive expansion methods grow the capacity of the neural network as new tasks are observed. Several tech-
niques have been proposed, including Progressive Neural Networks (Rusu et al., 2016), Dynamically Expandable Net-
works (Yoon et al., 2017), Adaptation by Distillation (Hou et al., 2018), and Dynamic Generative Memory (Ostapenko
et al., 2019). These methods require incremental increases in memory as the new tasks are observed, and thus face
scalability problems. Given the scale of malware classification problems, we leave the investigation of these tech-
niques to future work, and instead focus on methods that do not require us to increase model capacity with dataset or
problem size.

Finally, we note that no prior work has explored continual learning to the malware domain. However, Amalapuram
etal. (2021) has proposed a continual learning-based network intrusion detection system (IDS) to mitigate catastrophic
forgetting in a class-incremental scenario leveraging partial replay-based approaches. While they primarily focus on
the role of class imbalance, some of the results of their study mirror our own findings, namely that the number and
selection of samples used during replay are key to the success of continual learning in the cybersecurity space. We
provide additional details and hypotheses for the underlying cause of this behavior given the unique nature of the
malware classification problem in Section 6.

Additionally, there is some prior work on online learning (OL) applied to malware classification (Narayanan et al.,
2016; Huynh et al., 2017; Narayanan et al., 2017; Xu et al., 2019). Online learning considers the problem of in-
corporating new samples into the model as they are observed, and notably does not directly address the problem of
catastrophic forgetting. Furthermore, previous work has shown that producing high-quality labels for malware can
be a difficult task (Kantchelian et al., 2015), and often requires weeks of time for vendors to come to consensus on
newly-discovered variants (Zhu et al., 2020), making immediate incorporation of observed samples risky. Recently,
researchers have explored malware detection systems leveraging transfer learning in an attempt to address the chal-
lenge of adapting to ever-evolving malware samples (Hsiao et al., 2019; Tang et al., 2020; Ale et al., 2020; Rong
et al., 2021; Chai et al., 2022). Transfer learning, however, is not focused on retaining knowledge of the prior tasks
when being applied to the new domain. In malware, this distinction is significant, since an inability to detect previous
malware variants would reintroduce vulnerabilities without the user’s knowledge. We thus focus in this paper only on
CL techniques, as they explicitly address the issue of catastrophic forgetting.

3 PRELIMINARIES

3.1 TRAINING PROTOCOLS

Training in Continual learning (CL) involves considering three sets of parameters (Li & Hoiem, 2017) —1i) 6,: parame-
ters that are shared across all the tasks, ii) fy: parameters specific to the previous tasks, and iii) 6,,: parameters specific
to the new task. Here, 6 and 6,, contain the corresponding weights and the output layer of the older tasks and the new
task, respectively. The weights of all the layers except the classification layer belong to 6.

Traditional deep learning (DL) training involves optimizing all three sets of parameters together, and is referred to
as Joint training. This training method requires the availability — and hence the storage — of all the older data from
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previous tasks. The performance of this training mechanism is considered to be an upper bound, as data from all the
previous tasks as well as the new tasks are used to train the model. Training this way, however, is slow and costly.

In CL training, for each new task n, 65 and 6,, are optimized and updated while trying to keep 6y fixed. CL training
does not require the older data to be available, which makes this a difficult task. Significant effort has been spent to
boost the performance of models on the tasks in cases where there is no previous data available. Training is typically
significantly faster than in Joint training, which may enable more frequent retraining of the model to keep up with
changing data distributions or other needs without risking earlier concepts.

3.2 CONTINUAL LEARNING SCENARIOS FOR MALWARE CLASSIFICATION

We setup our continual learning problem in such a way that a ML model, M, learns a series of sequential tasks,
to,t1,....,tn. During the training of ¢;, only data from ¢; is available. Below, we describe three continual learning
scenarios for malware classification (van de Ven & Tolias, 2019): Domain Incremental Learning (Domain-IL), Class
Incremental Learning (Class-IL), and Task Incremental Learning (Task-IL).

Domain-IL. The most important problem in malware classification is binary classification of a test sample as either
benign software (goodware) or malware. Many new malware samples, unidentified applications, and goodware are
created and released every day. New malware and goodware often behave differently from prior ones, resulting in
concept drift over time. This makes it valuable to incorporate new samples into production systems sooner than
later. Previously proposed malware classification techniques generally do not consider an evolving model trained
continuously to incorporate this distribution shift without complete retraining (Yang et al., 2021; Jordaney et al.,
2017). Further, in this adversarial setting, an attacker may leverage older malware specifically to evade classifiers that
have forgotten about it. Thus, the distribution shift must be captured while avoiding catastrophic forgetting.

In this binary malware classification setting, we divide our dataset into monthly tasks, where each month captures
the natural concept drift of both malware and goodware due to evolving malware capabilities and benign software
releases. We seek to incorporate this new knowledge in each monthly incremental learning iteration while maintaining
previous discriminative knowledge about earlier malware and goodware.

We note that, unlike most studies of Domain-IL that rely on artificial manipulations of image datasets, the malware
dataset we use shows real-world shifts in the data distributions over time. For example, we find that some malware
families become more or less popular during the span of the dataset.

Class-IL. The second type of malware task is multi-class family classification. A family is a set of malware programs
that have significant overlap in their code, such that they are considered by experts to be a group with common
functionality. The famous Zeus banking trojan, for example, has evolved since 2006 to include 556 versions of
software spread out among 35 different families with names like Citadel and Gameover (Schwarz, 2022).

It takes some time to label new malware samples and unknown applications with the help of experts and, in many
cases, a consensus of scores from multiple anti-virus engines. Classes can be added when enough samples share
enough similarity for the experts to decide that they are a new family (Kantchelian et al., 2015; Zhu et al., 2020). This
occurs fairly infrequently in practice, but it requires the model to be adaptable to incorporate this new knowledge.

In this multi-class malware classification setting, we divide our dataset so that the model would learn new malware
classes incrementally, extending its capabilities. We assume that the base model would start with a non-trivial number
of classes, and then we would increment with new classes afterwards. Each new task is defined as adding new classes,
but test time performance is measured on all classes that the model has been trained on so far.

In practice, an analysis pipeline is used to detect and triage malicious programs. The first step is binary classification
of benign/malicious files. Once a file is determined to be malicious, it is useful to provide additional context to the
security analyst about the malware family or its capabilities, which is encapsulated in Class IL. Since benign files are
classified at the first stage in the pipeline, only malware is used in these settings.

Task-IL. To facilitate classification of malware into families, it can help to constrain the task based on information
gained from other analysis methods, such as the broader category of the malware (e.g. adware, ransomware, etc.),
behaviors of the malware (Berlin et al., 2015), or the infection vector that the malware uses (e.g. phishing, downloader,
etc.). Task-IL captures this notion of constrained tasks, where adding a new task may represent a new category or new
set of behaviors. This is likely to be less frequent than simply adding a new family, as we have in Class-IL, but it
represents a real problem in malware classification. Unlike in Class-IL, the task identity is given to the model at
test time, making it a much easier problem. In malware, this could mean learning the task identity from a separate
model, manual analysis, or field reports of the malware’s behavior. As we do not have naturally defined tasks in our
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datasets, we divide our dataset into tasks that contain an equal number of independent and non-overlapping classes, as
is common in the continual learning literature (Kirkpatrick et al., 2017; Schwarz et al., 2018; Zenke et al., 2017).

3.3 DATASET

We used two popular, large-scale datasets from the malware research community for our experiments: Drebin (Arp
et al., 2014) for Android malware and EMBER (Anderson & Roth, 2018) for Windows Portable Executable (PE)
malware. We use EMBER 20138, as this is the latest version and is designed to be more difficult for the classifier.

Drebin. The Drebin dataset consists of 5,560 Android malware samples.l For our experiments, we use malware

samples from the top 18 malware families totaling 4,525 malware samples. See Appendix A for more details.

Drebin features are organized as sets of strings, such as permissions, API calls, and network addresses, and they
are embedded in a joint vector space as Boolean expressions representing the presence or absence of the attribute.
Drebin features are highly sparse, making it a relatively easy dataset. The total number of original features in these
samples is 8,803. With binary features, we do not need to use standardization, though we do pre-process the features
using scikit—-learn’s VarianceThreshold (Pedregosa et al., 2011) to omit features with very low variance
(< 0.001). This leaves a final set of 2,492 features.

We could only perform task-IL and class-IL experiments with this dataset. Even though the samples span over five
years, the families in this dataset do not consistently contain enough samples for each time period.

EMBER. The EMBER 2018 dataset contains features from one million PE files scanned mostly in 2018, with 50K
samples from before 2018.% There are 400K goodware samples, 400K malware samples, and 200K unknown samples.

EMBER contain a variety of features, including general file information, header information, imported and exported
functions, and section information. EMBER features also contain three groups of format-agnostic features: byte his-
togram, byte-entropy histogram, and string information. Some of these features with high cardinality (e.g., identified
strings) are then processed using the hashing trick (Weinberger et al., 2009) with different bin sizes. Each of the groups
of EMBER features have unique distribution characteristics, which makes this dataset complex. It is also worth noting
that the EMBER feature space encodes rich semantics for the underlying executable data that naturally constrain the
feasible regions of that space. For more detail, refer to Anderson & Roth (2018).

There are 2,381 features in total, and we use scikit-learn’s StandardScaler (Pedregosa et al., 2011) to
standardize the feature space. StandardScaler provides a partial_fit method, which can be updated incrementally
to standardize the dataset using each month representing a continuous flow of data.

For the Task-IL and Class-IL experiments, we only use the malware samples from 2018, which belong to 2,900
families. As we found that the majority of the families contain only a few samples, we filtered out the families
containing fewer than 400 samples. This left us with 106 families, from which we select the top 100 malware families
containing 337,035 samples for our experiments.

For the study of Domain-IL, we take both goodware and malware samples from 2018, removing the unknown samples
(see Appendix A). This subset of the data spans 12 months, January to December. We focus on binary classification
for this set of experiments.

4 EXPERIMENTAL SETTINGS

4.1 MODEL SELECTION AND TRAINING

For the purposes of our experiments, we standardize our model as a multi-layer perceptron (MLP). Our MLP model
has four fully-connected (FC) layers with [1024, 512, 256, 128] hidden units, using dropout (rate = 0.5) and batch
normalization in each layer. We use SGD as the optimizer, with learning rate = 0.01, momentum = 0.9, and weight
decay = 0.000001. To reach these values, we performed selective hyperparameter tuning, covering the number of
layers, the number of hidden units, activation functions, optimization function, and learning rate.

This model attains an AUC score of = 0.99512. As a baseline, we note that Anderson & Roth (2018) built a LightGBM
model for binary classification, and report a state-of-the-art AUC score of 0.99642 on EMBER 2018.

'nttps://www.sec.cs.tu-bs.de/~danarp/drebin/download.html
https://github.com/elastic/ember
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There are, however, a few data- and experiment-specific changes to the optimizer and learning rate that we finalized
after conducting multiple sets of experiments in each setting. For experiments with the Drebin dataset, we observed
that an Adam optimizer with learning rate 0.001 provided us slightly better performance than SGD, so we switch to it
for Task-IL and Class-IL experiments on Drebin. For Task-IL and Class-IL with the top 100 classes of EMBER, we
observe that SGD with learning rate 0.001 gave better accuracy than learning rate 0.01. Meanwhile, for the Domain-IL
experiments with EMBER, SGD with learning rate 0.01 yielded the best performance.

For all scenarios and training protocols, the model is trained in a sequential manner, such that each of the NV tasks
t1,t2,13,...,ty are independent, and their corresponding data distribution is also independent. The model only has
access to the data of the current task. We use the standard multi-class cross-entropy loss for all the experiments except
in Domain-IL. As Domain-IL is binary, we use binary cross entropy loss. We use mini-batch sizes of 32 and 256 for
Drebin and EMBER, respectively.

4.2 IMPLEMENTATION DETAILS

In Task-IL, we equally divide the number of classes into nine tasks for Drebin and and 20 tasks for EMBER data,
where each task has two classes and five classes, respectively. In Class-IL with Drebin data, the model starts with 10
classes, and then we add two classes in each task, making five tasks in total. For EMBER, the model starts with 50
classes and then five classes are added in each task, making 11 tasks in total. In Class-IL, a task means an episode of
learning new class(es). In Domain-IL, there are 12 tasks, one for each month’s data of malware and goodware.

The output layer of each of the scenarios is implemented differently. The output layers of Task-IL and Class-IL have a
distinct output unit for each class to be learned. The major difference of these two scenarios, however, is in the active
output units. In Task-IL, only the output units of the classes in the current task are active. In Class-IL, however, all
the output units of all the classes seen so far are active. In Domain-IL, all the output units — both of them in our binary
classification task — are active, as only the data distribution is changing. The softmax function only considers these
active units while assigning probabilities. We performed each set of experiments 10 times using different random
parameter initialization, and a random buffer population strategy to choose samples to be replayed from the stored
data.

We used PyTorch (Paszke et al., 2019) and ran our models on a CentO0S—-7 machine with an Intel Xeon pro-
cessor with 40 CPU cores, 128GB RAM, and four GeForce RTX 2080Ti GPU cards, each with 12GB GPU
memory. The code and processed dataset of this paper are available at https://github.com/msrocean/
continual-learning-malware/.

4.3 BASELINES

We have two baselines in this work: i) None and ii) Joint. In the None baseline, the model is trained sequentially
without any CL techniques. The performance of this method can be interpreted as an informal lower bound on our
results, though it is not a true lower bound in theory or practice. In the Joint baseline, the accumulated data of all
the tasks observed so far are used to train the model. The performance of this mechanism can be interpreted as an
informal upper bound, though it too is not a theoretical upper bound. Joint replay requires storage and training effort
proportional to all the data of the tasks observed so far. It is expensive, but it ensures high performance across the entire
dataset up to the current iteration. The effectiveness of a particular technique to overcome catastrophic forgetting can
then be seen as its ability to move the accuracy from being near to the lower bound to near the upper bound.

4.4 CONTINUAL LEARNING TECHNIQUES STUDIED

In this work, we apply 11 widely studied CL techniques belonging to three major categories: regularization, replay,
and replay with exemplars. We provide a brief overview of each of the studied techniques in this section. The details
of each of these techniques are given in Appendix B.

Regularization. Elastic Weight Consolidation (EWC) (Kirkpatrick et al., 2017) quantifies the importance of the
weights in terms of their impact on the previous tasks’ performance. As proposed, however, EWC is not scalable
to a large number of tasks, as the regularization term grows with the number of tasks. EWC Online (Schwarz et al.,
2018) is a modified version of EWC proposed to overcome this limitation. Synaptic Intelligence (SI) (Zenke et al.,
2017) is similar to EWC Online, but it uses a different method to measure the importance of weights and a different
regularization loss.

Replay. For each task, LwF trains with both the hard labels, to adapt to the new data distribution, and the soft labels, to
retain aspects of the old model. Generative Replay (GR) (Shin et al., 2017), on the other hand, replays representative
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Table 1: Summary of the Experiments. The average accuracy (Mean) and minimum accuracy (Min) from all the
tasks in each experiment. Results in Bold indicate accuracy values closer to Joint performance than None. EWC-O:
EWC Online, GR-D: GR + Distill. Error range is omitted for the results with less than 1.0 standard deviation .

Drebin Ember
Approach | Method Task-IL Class-IL Task-IL Class-IL Domain-IL
Mean Min Mean Min Mean Min Mean Min Mean Min
Baselines None 853 63.7+6 | 453 19.7 757 6035 | 26.6 09.2 93.1 91.3
Joint 99.7 99.3 99.0 97.5 97.1 9543 87.7 85+25 | 95.9 93.2
EWC 85.1 6219 46.3 20+2 85.9 72+16 8.4 00.1 92.8 90.0
Regul. EWC-O | 839 6447 47.1 2042 78.8 57431 9.0 00.2 93.1 91.5
SI 90.7 78+7 453 20.0 73.6 58+4 27.3 09.5 93.0 91.1
LwF 94.9 88+4 27.8 5+1.5 93.9 9149 11.9 00.7 93.2 91.7
GR 99.1 98.1 55.1 26.2 80.8 706 26.9 09.3 93.2 91.6
Replay GR-D 99.3 98.5 55.1 26.1 82.9 73+3 27.0 09.0 93.2 91.7
RtF 99.4 98.9 55.0 25.7 7777 68+8.5 | 26.6 09.1 93.1 91.2
BI-R 95.9 8846 587 30425 | 86.9 81+4 26.7 9.0 93.4 91.6
Replay + ER 99.6 99.1 55.2 26.7 94.0 9141 28.0 09.4 759 65+4.5
Exemplars A-GEM | 92.6  79£5.5 | 47.8 20+2 90.4 82+3 28.0 09.9 717.5 67.4
iCaRL - - 96.2 95+1 - - 62.8 4642.5 - -
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data of the previous tasks using a generative model. For the generative model, G, in our experiments, we use a
symmetric VAE (Kingma & Welling, 2013), in which the base model architecture is used for both the encoder and the
decoder (van de Ven & Tolias, 2018; van de Ven et al., 2020). We use a variant of GR with distillation loss, as well.
We also evaluate Replay through Feedback (RtF) (van de Ven & Tolias, 2018), which attempts to reduce the extensive
cost of training the dual-memory-based GR technique by integrating the generative model into the main model. In
addition, we study Brain-Inspired Replay (BI-R) (van de Ven et al., 2020) which improves upon RtF.

Replay + Exemplars. Experience replay (ER) (Rolnick et al., 2019) trains the model to learn new experiences (i.e.,
new tasks) coupled with replayed experiences (i.e., old tasks). iCaRL (Rebuffi et al., 2017) proposes to store X number
of samples of the previously learned classes based on a memory budget. A-GEM (Chaudhry et al., 2019a) contains
an episodic memory which stores a subset of the observed examples from previously learned task and replayed along
with the new sample during training.

5 EVALUATION

5.1 CL EXPERIMENTS

In this section, we describe the results from our main set of experiments, investigating the three continual learning
(CL) scenarios — Domain-IL, Class-IL, and Task-IL — using 11 continual learning techniques described in Section 4.4.
We compare the results with two baselines — None and Joint — and perform experiments using two malware datasets
— Drebin and EMBER. We summarize our findings in Table 1. The results of each of the experiments are represented
in both Mean and Min metrics. Mean represents the mean accuracy of all the tasks in a single experiment, such as
across 10, 12, 14, 16, and 18 classes tested for Class-IL with a given CL method on Drebin. Similarly, Min represents
the minimum accuracy among all the tasks, which we highlight because the weakest performance shows the degree to
which a technique may not be suitable for use.
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Domain-IL. In our experiments, we have 12 tasks representing the monthly data distribution shift of malware and
goodware in EMBER from January to December 2018. Figure 1 shows the results, which are summarized in the
rightmost column of Table 1. The mean accuracies of None and Joint baselines over the 12 tasks are 93.1% and
95.9%, respectively. We can see that Joint performance trends upward with each incremental task. This may be
expected, despite changes in the data distribution, as there is more training data in each additional task. We also see
that none of the CL techniques are effective, with all of them performing closer to None than to Joint. Note that the
data distribution does not change dramatically during the year — even None reaches at least 91.3% or better in all cases.

Class-IL. Figure 2 and Figure 3 show the results of our experiments in this scenario for Drebin and EMBER, respec-
tively. Since Class-IL is the most difficult CL scenario, it is not surprising that the mean accuracies for None and Joint
are so far apart at 45.3% and 99.0%, respectively, on Drebin. All the regularization-based techniques and LwF perform
poorly and very close to None. Among replay techniques, BI-R performs the best with 58.7% mean accuracy. iCaRL
outperforms all the other CL techniques with 96.2% mean accuracy. On EMBER, the performance of all methods
is about the same or even worse than None except iCaRL, which yields 62.8% mean accuracy. Even though iCaRL
outperforms other techniques by a substantial margin, it still is far from the Joint baseline, which is notable given the
volume of executables scanned by malware detection models each day — even a small increase in false positive or false
negative rate can cause significant operational problems.

Task-IL. Figures 4 and 5 show the results of the Task-IL experiments on Drebin and EMBER, respectively. The
average accuracies on the Drebin dataset of None and Joint training of the nine tasks, where each task contains two
classes, are 85.3% and 99.7%, respectively. These form the effective lower and upper bounds in this setting. Among
the regularization techniques, only SI yields closer to Joint level performance with 90.7% accuracy. The replay and
replay-with-exemplars techniques are mostly effective, with GR, GR+Distill, RtF, and ER reaching over 99.0% average
accuracy.

On EMBER, the average accuracy of None and Joint on the 20 tasks, where each task contains five classes, are 75.7%
and 97.1%, respectively. None of the regularization-based techniques yield closer to Joint baseline performance.
Among replay-based techniques, only LwF performs close to the Joint baseline with 93.9% mean accuracy. Replay-
with-exemplars-based techniques — ER and A-GEM - outperform other techniques with 94.0% and 90.4% average
accuracy, respectively. Considering both datasets, we can see that only ER performs reasonably well on both. GR,
GR+Distill, RtF, BI-R, and SI all have difficulty with the larger and more complex EMBER dataset. In contrast, LwF
does well on EMBER, but underwhelms on Drebin.
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Figure 8: Feature space visualization using t-SNE in Class-IL scenario.

5.2 PARTIAL REPLAY WITH STORED DATA

In this section, we perform a second set of experiments using partial joint replay (PJR). This assumes that we have
ample storage capacity and can maintain huge amounts of both historical and current data to be accessed at any
time. Indeed, this may be the case for some companies doing malware detection. In this setting, CL techniques are
not required, as the real data is available. Nevertheless, the huge volume of historical malware data makes it very
expensive to train over all of it using full Joint replay. Thus, our question is how much of the historical data is needed
to achieve high levels of accuracy using a strategy of sampled partial joint replay. In these experiments, we use early
stopping with patience = 5, as replaying stored data causes the model to converge faster.

We focus on Domain-IL, which is the CL setting most applicable to malware classification. We performed seven sets
of experiments with varying fractions — None (0%), 1%, 5%, 10%, 20%, 50%, and Joint (100%) — of the stored data
to be replayed in the subsequent tasks. Figure 6 shows the results, while Figure 7 shows the corresponding training
times. The mean accuracy of the Joint and None baselines is 96.4% and 93.0%, respectively.

The average accuracy over all the tasks with 1% of replayed data is 93.9% — nearly 1% higher than None and easily
outperforming all CL techniques evaluated above. It is perhaps surprising to see that only 1% replayed data results in
such a significant improvement in the average accuracy, but note that the total set of old training samples grows larger
with each task, making it multiple times larger than the new data for most tasks in our experiment. Even a small sample
of 1% thus becomes a significant fraction of all training data. When we increase the replayed data fraction to 5%, 10%,
20%, and 50%, average accuracy grows to 94.5%, 94.7%, 95.0%, and 95.4%, respectively. With 20% replayed data,
the accuracy is only 1.4% lower than Joint replay. Reducing the replay data improves training efficiency significantly,
as we can see in Figure 7. With our dataset, the expected amount of training effort using 20% of the replay data shrinks
by 50% compared to full Joint replay. Even with 50% of the replay data, the expected training effort shrinks by 35%.

6 DISCUSSION

Continual learning (CL) for malware classification can provide a number of benefits including: i) alleviating the need
to store some or all of the previous data, ii) relaxing the requirement for access to previous data, iii) keeping training
data private while sharing a model that can be updated, and iv) reducing computational cost. From our experiments,
however, we can see that none of the CL techniques could contribute significantly in the Domain-IL setting, and only
iCaRL provided reasonable performance in Class-IL setting, though even in that setting the gap between Joint and
iCaRL was substantial — upwards of 24% on EMBER. For Task-IL, we observed reasonable performance by several
methods on Drebin and on EMBER. Task-IL for malware, however, is of least significance, as adding new tasks is
likely to occur less frequently than adding new classes or observing domain shift. Given these limitations, we now
examine probable causes to help spur future research in CL considering these problem settings and datasets.

Dataset Complexity. Most papers on CL techniques use the MNIST dataset for their experiments, but MNIST is
relatively simple in its data distribution and feature space. Figure 8 shows a t-SNE projection (Van der Maaten
& Hinton, 2008) of the feature space to demonstrate the complexity of MNIST, Drebin, and EMBER dataset with
both two and 10 classes for each. In MNIST, we can see a clear separation for the two classes and relatively clear
separations for 10 classes. In Drebin, we see a somewhat sparser, yet complex space, particularly for 10 classes
where some classes become difficult to separate. Meanwhile, the EMBER feature space is extremely complex with
significant overlap between classes. Additionally, we see class imbalance in the EMBER dataset, which reflects the
realistic sampling of real-world data. MNIST has equal numbers of samples in both Class-IL and Task-IL.

Another interesting distinction is the semantically-rich feature space of the malware classification datasets. Unlike
the image domain, malware classifiers typically use tabular features derived from parsing and analysis of the binary
program (e.g., headers, byte sequences, APIs). There are strong semantic constraints on the values that these features
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can take on and their relationships, which affects the shape of the feature space that feasible samples occupy. It is
possible that these constraints and the inherent complexity of the classification task render generative, distillation,
and regularization-based CL methods ineffective. Taken together, our results show that it is important to evaluate
CL techniques on more complex, realistic datasets to understand how their effectiveness may generalize and apply in
practical settings.

Real Domain Shifts. Prior work has studied Domain-IL only in a simulated experimental setting to mimic data
distribution shift using the permuted MNIST protocol, in which pixels of the MNIST images are permuted around
the image in a consistent way across the dataset to create the next task. This protocol clearly does not represent a
realistic data distribution shift, and certainly not the strongly constrained feature space found in malware classification
tasks. As such, the performance offered by CL techniques in this simulated setting is not a realistic measurement that
would be likely to generalize to other data. In contrast, our experimental setting in Domain-IL represents a sample
of real-world data that shifts over time. In Appendix C, we show a t-SNE visualization of MNIST and EMBER data
distribution shift in Domain-IL. In summary, even though permuted MNIST is challenging for people to visualize, it
appears to actually create reasonably solvable classification tasks for DL models. The natural distribution shift found
in EMBER, on the other hand, creates very difficult tasks for the classifier.

Partial Joint Replay (PJR). Simple partial joint replay offers significant improvements over the None benchmark
while also reducing computational effort. It would be interesting for future work to evaluate the effectiveness of
combining partial joint replay and CL techniques, and our results here offer a pragmatic benchmark for future efforts.
In some ways, the widely studied iCaRL CL technique is analogous to PJR in that iCaRL replays the samples stored
in the memory buffer in the training phase, coupling those old samples with the new ones. As originally designed,
however, iCaRL has a fixed memory budget that can limit its effectiveness with increasing classes. We can validate
this by observing the performance of iCaRL for Drebin and EMBER datasets shown in Table 1 and Figures 2 and 3.
Drebin has 18 classes and the performance gap between iCaRL and Joint is around 3%. On the other hand, EMBER
has 100 classes and iCaRL’s performance gap grows to almost 25%.

7 CONCLUSION

In this work, we investigate 11 continual learning techniques in three scenarios using two large, real-world mal-
ware datasets. Unfortunately, our findings demonstrate that in almost all cases those CL techniques are ineffective
at preventing catastrophic forgetting and maintaining classification performance. Of the techniques evaluated, only
iCaRL (Rebuffi et al., 2017) performed near Joint replay baselines. Meanwhile, we also found that a simple partial
joint replay strategy of training on a small fraction of the historical data is enough to achieve reasonable performance
with lower cost.

Taken as a whole, our results underscore the need for additional study of CL in complex, non-stationary problem
settings. We hypothesize that the strong semantic constraints of the features used for malware classification tasks,
along with the complex data distributions induced by natural drift in this space, lie at the heart of the performance
differences between existing CL literature and the results in our paper. In particular, these unique aspects of the
malware classification domain may severely limit the applicability of generative, distillation, and regularization-based
methods due to their inability to sufficiently capture the inherent complexity. At the same time, these results also hint
at possible avenues of future work. For example, the relative success of partial joint replay and iCaRL demonstrate the
importance of sample selection during replay and the possibility of developing more effective strategies that ensure
optimal coverage over feasible regions of the feature space. Most importantly, however, we hope this work spurs
further exploration of CL in the cybersecurity domain and a broader conversation about real-world application of CL
techniques.
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A DATASET DETAILS

Drebin. We can see the details of Drebin dataset used in this study from Table 2. The total number of samples of the
top 18 classes are 4525. Unfortunately, we could not find the samples belonging to LinuxLotoor and GoldDream in
the dataset.

EMBER. Figure 9 shows the number of goodware and malware samples of each month of 2018.
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Table 2: Drebin. 4525 malware samples from top 18 malware families.

Label | Family # Label | Family #
0 Fakelnstaller | 925 || 9 Geinimi 92
1 DroidKungFu | 667 || 10 Adrd 91
2 Plankton 625 || 11 DroidDream | 81
3 Opfake 613 || 12 MobileTx 69
4 GingerMaster | 339 || 13 FakeRun 61
5 BaseBridge 330 || 14 SendPay 59
6 Iconosys 152 || 15 Gappusin 58
7 Kmin 147 || 16 Imlog 43
8 FakeDoc 132 || 17 SMSreg 41
Total 4,525
Hl Goodware
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Figure 9: EMBER Data: Goodware and malware data statics of 12 months of 2018.

B DETAILS OF THE ADAPTED CONTINUAL LEARNING TECHNIQUES

Elastic Weight Consolidation (EWC) and EWC Online. Kirkpatrick et al. (2017) proposed EWC to overcome
catastrophic forgetting in a neural network. EWC is inspired by human brain, in which the plasticity of the synapses
of the previously learned tasks are reduced to facilitate continual learning. As mentioned earlier, excessive plasticity
of the weights of the previous tasks is the major cause of the catastrophic forgetting. If the plasticity of the weights
is loosely connected to the previous task, then the network becomes less prone to catastrophic forgetting. Leveraging
this idea, EWC quantifies the importance of the weights in terms of their impact on the previous tasks’ performance,
and selectively reduces the plasticity of the most important such weights.

A Bayesian approach is used to measure the importance of the parameters of a task in EWC. Given two tasks 77 and
T, EWC tries to converge to a point where both of these tasks have low error using the following loss function:

A
L(O) = Lr,(0) + Y SFi (6~ 07,)° (1)

Here, L7, (9) is the loss of task T only, F;(6; — 9;111-)2 approximates a Gaussian distribution with mean given by the
parameters ¢, which is with respect to task 77 and a diagonal of the Fisher information matrix F'. 4 is an index into
the weight vector. A controls this distribution in such as way that the weights do not move too far away from the low
error region of task 77. Similarly, when a new task 73 is observed, the loss function is updated in such a way that
forces the parameters 6 to be close to 07, 1, where 07, 7, is the parameters learned for the previous tasks 77 and 7.

The major drawback of the proposed EWC is scalability. The quadratic term of the regularization loss grows linearly
with the increase of task which hinders to enable EWC be truly applicable in a practical continual learning scenario
where the tasks keep growing. EWC Online attempts solve this problem by strict Bayesian treatment which results in a
single quadratic penalty term considering the important parameters of the current task and a running sum of the Fisher
Information matrices of the previous task’s parameters (Schwarz et al., 2018). EWC Online modifies the second part
of Equation | where Fj is the running sum of the previous task. The modified loss function becomes as follows:
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Main Model - Cortex

Generative Replay

Figure 10: A schematic representation of Generative Replay.

L(0) = L, (0 +Z)\F —03,.)° )

Synaptic Intelligence (SI) SI is a variant of EWC, in which changes to weights that are important to the previous
tasks are penalized when training on new tasks (Zenke et al., 2017). Fundamentally, regularizer loss is added to the loss
of the current task to get the total loss, L;:4;- To compute this regularization loss, we first compute the importance of
the weights I;" after every task ¢, with respect to the change in total 1oss L.t4;. To get the estimated importance of the
weights [, tN ~! for N —1 tasks, all the I are summed up together after a normalization step. Finally, the regularization
loss £,.(9) for tasks N > 1 is computed in Equation 3. Refer to the paper (Zenke et al., 2017) for more details.

K 2
-y (at . é,EN‘”) 3)
t=1

Experience Replay (ER) ER technique jointly trains the network utilizing both the examples (i.e., data) from the
current task and examples stored in the very small episodic memory. ER is based on a distributed actor-critic training
in which the single learner is fed both new and replayed experiences (i.e., tasks) (Rolnick et al., 2019). To adjust
the off-policy distribution shifts during training, ER adapts V-Trace off-policy learning algorithm (Espeholt et al.,
2018). Three losses — Lyoicy—gradients Lvalue, a0d Lepiropy are common to both new and replayed experiences and
another two losses — Lpoiicy—cloning aNd Lyaiue—cloning are unique to only the replayed experiences. Refer to the
paper (Rolnick et al., 2019) for more details.

Learning without Forgetting (LwF) LwF tries to reduce the catastrophic forgetting of an older task ¢,,_; by learning
the parameters of new task ¢,,, 6,,, with the help of the shared parameters 6, and the parameters of the older tasks 6.
The objective is to optimize ,, and 6 such that the prediction of ¢,, using 65 and 6y does not drift significantly (Li &
Hoiem, 2017). The objective function of LwF algorithm is given below:

9:, 98, 9:1 — argminés’émén (cnew (?jn, yn)+

. “4)
Aoﬁozd(yo, yO) + R(Hsv to, 9"))

U 1s the prediction of the test samples of the new task ¢, using current shared parameters 0, and current task’s
parameters én. A multinomial logistic loss function is used to compute L,,c,y. Thus, Lyew (9n, yn) minimizes the
difference between predicted ¢,, and actual y,,. yg is the prediction of the test sample of the new task ¢, using the
shared parameters 0, and previous task’s parameters 6 (i.e., the model before being trained with the samples of the new
task). 9o, on the other hand, is the prediction of the test samples of the new task ¢,, using current shared parameters 0,
and previous task’s parameters 6y (i.e., the model as trained with the samples of the new task). Distillation loss (Hinton
et al., 2015) is used to compute the L,,.,, so that the output of one network can be approximated using the outputs of
another. Thus £,;4(o, yo) minimizes the difference between gy and yg. Ao works as a balancing factor between the
new task t¢,, and the previous task ¢,,_1. In the algorithm, R(6;, 0o, 0,,) works as a regularizer to avoid overfitting in
the model.

Generative Replay (GR) and GR with Distillation Some of the earlier literature suggests that the cerebral cortex,
which works as the main model, works better when paired with a generative model than a replay buffer (Killgore et al.,
2008; Ramirez et al., 2013; Chen & Liu, 2018). In 2017, Shin et al. (Shin et al., 2017) proposed Deep Generative
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Replay (DGR), in which the replayed examples of the previous tasks are generated using a Generative Adversarial
Network (GAN) (Goodfellow et al., 2014), meaning that real data from the past tasks do not need to be stored. We
can see a schematic representation of GR in Figure 10, where the generator works as the hippocampus and generates
the representative samples of the stored data and replayed during the training of the model with new data. The GAN
generator creates data to represent the model’s knowledge of the previous tasks.

Given a series of tasks ¢1, to, ..., t,,, an expert model S — which contains a generator model G and a solver model M
(called the main model in some works (van de Ven & Tolias, 2018; van de Ven et al., 2020)) — holds the knowledge
of the previous tasks and thus prevents the system from catastrophic forgetting. In this work, we adapt the DGR
framework for our malware classification problem.

In DGR, S is learned and maintained in a continual learning fashion. S for the series of previous n tasks can be
represented as S,, = (G, M,,). Given a new task ¢, and the new training data D,, 1, the objective of S is to learn
Sn+1 = (Gnt1, Myy1). There are two steps involved in the learning process of S,, 1 considering D,, 11 = (z,¥)
where (x, y) represents (data, label):

1. Atfirst, the scholar model S,, 11 is updated with the input x of new task ¢,,; and replayed with the generated
data, z, from previous scholar model G,,. Real data x and replayed data & are mixed together at a ratio based
on the importance of the new task ¢, compared to the older task ¢,,. This is referred to as intrinsic replay
or pseudo-rehearsal (Robins, 1995).

2. Then the main model M,, ;1) is trained with the real and replayed data with the following loss function:
»Ctrain (enJrl) - ’I"E(.’E, y) ~ DnJrl[»C(M (:I/'; 9n+1)7 y)]+
(1 - T) E(:Cv y) ~ Dn [ﬁ(./\/l(l’, 0n+1)7 y)]

Here, 6,, represents the parameters of the main model M,,) and r represents the ratio of the mixture of the
real and replayed data.

®)

The DGR framework is designed in such a way that choice of the generative model is not limited to a GAN and can
instead be a variational autoencoder (VAE) (Kingma & Welling, 2013) or any other such type.

For the experiments of GR, we need two models — the main model M and a generative model G. G is responsible
for generating representative samples of the previous tasks to be replayed in the current task. We use the base model
architecture for both M and G. The loss function of M consists of two parts — one for the data of the current task and
another for the replayed samples. The cumulative loss of these two parts are weighted in terms of the number of tasks
the model has observed so far.

For G in our experiments, we use a symmetric VAE (Kingma & Welling, 2013), where there is an encoder that maps the
input data distribution to a latent distribution and a decoder that reconstructs the inputs from the latent distribution. For
both the encoder and the decoder, the base model architecture is used. In all of our experiments, we used a stochastic
latent variable layer with 100 Gaussian units parameterized by the mean and the standard deviation of the output of
the encoder given input x.

The data to be replayed are sampled from the generative model, and then the selected samples are fed to the main
model and then labeled based on the predicted class of the model. The samples to be replayed during task 7' are
generated by the version of the main model and the generator after training on task 7' — 1. Hence, we need to store a
copy of both M and G after each task.

GR with distillation is a variant of GR where the generated samples are replayed with the output probabilities (i.e., soft
targets) instead of the actual labels. Previous work show that GR with distillation often works better than GR (van de
Ven & Tolias, 2019; 2018; van de Ven et al., 2020).

Replay through Feedback (RtF) GR has two models — a main model and a generative model. RtF proposes to merge
the generator model into the main model (van de Ven & Tolias, 2018). This is inspired by the fact that replay in the
brain is originated in the hippocampus and then it propagates to the cortex, and in our brain’s processing hierarchy,
the hippocampus sits on top of the cortex. The merged model will work as a brain, where the first n layers will work
as the visual cortex and the last m — n layers will work as the hippocampus. Technically, an additional softmax
classification layer is added on top of the encoder of our generator VAE model. This technique requires only a single
model to be trained, and the loss of the current tasks has two terms — cross entropy loss and generative loss.

Brain-Inspired Replay (BI-R) Recently proposed by van de Ven et al. (2020), BI-R seeks to improve upon RtF with
another three add-on components — Conditional Replay (CR), Gating based on Internal Context (Gating), and Internal
Replay (IR). For CR, BI-R proposes to replace the standard normal prior over the VAE’s latent variables by a Gaussian
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mixture with a separate mode for each class so that class-specific samples can be generated. This is due to the fact
that a vanilla VAE is limited to generate class-specific samples, but humans do have control over which memories to
recall. Conditional replay (CR) is intended to provide the network a human-like capacity to generate samples of the
class the network needs most. Context-dependent gating was originally proposed by Masse et al. (2018). The idea is
to reduce interference between different tasks by gating different and randomly selected network nodes for each task.
However, this technique requires the task identity to be known for all the tasks, which is not realistic in the Class-IL
scenario. BI-R proposes to use this gating technique in the decoder of the VAE with a conditional of the internal
context. The task or class to be generated and reconstructed is the conditioned internal context. To note, not all of the
nodes of the decoder network are gated. Mental images are not propagated all the way to the retina, and thus the brain
does not replay memories to the input level (Bendor & Wilson, 2012). This insight is corroborated by evidence from
neuroscience that our brain’s early visual cortex does not change significantly from childhood to adulthood (Smirnakis
et al., 2005). To accommodate these observations into continual learning, BI-R proposes to replay internally or at a
hidden layer, instead of to the input level. From the machine learning perspective, the first n layers will need a limited
amount of change, since there is no replay in them.

Incremental Classifier and Representation Learning (iCaRL) iCaRL (Rebuffi et al., 2017) is one of the earliest
replay-based methods specifically designed for Class-IL scenario. Given a fixed buffer size (i.e., allocated memory),
iCaRL stores samples of the earlier learned classes which are closest to the feature mean of those classes obtained from
the feature maps of the network. iCaRL minimizes two loss functions — i) one is the categorical cross entropy loss
of new classes, and ii) distillation loss obtained from the predictions of the current model’s and the previous model’s
targets.

Averaged Gradient Episodic Memory (A-GEM) A-GEM (Chaudhry et al., 2019a) is an improved version of
GEM(Lopez-Paz & Ranzato, 2017). GEM attempts to reduce catastrophic forgetting by constraining the updates
of the new task not to interfere with the previous tasks. GEM utilizes the first order Taylor series approximation to
estimate the direction of the gradient on the possible areas laid out by the gradients of the previously learned tasks.
A-GEM relaxes the constraint to project the gradient into only one direction estimated from the randomly selected
samples stored in a replay buffer. The replay buffer contains samples of the previously learned tasks.

C FEATURE SPACE PROGRESSION IN DOMAIN-IL SCENARIO
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Figure 11: MNIST and EMBER data distribution shift in Domain-IL scenario using t-SNE plot.
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