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Abstract—This work investigates a system where each user
aims to retrieve a scalar linear function of the files of a library,
which are Maximum Distance Separable coded and stored at
multiple distributed servers. The system needs to guarantee
robust decoding in the sense that each user must decode its
demanded function with signals received from any subset of
servers whose cardinality exceeds a threshold. In addition, (a)
the content of the library must be kept secure from a wiretapper
who obtains all the signals from the servers; (b) any subset of
users together can not obtain any information about the demands
of the remaining users; and (c) the users’ demands must be kept
private against all the servers even if they collude. Achievable
schemes are derived by modifying existing Placement Delivery
Array (PDA) constructions, originally proposed for single-server
single-file retrieval coded caching systems without any privacy
or security or robustness constraints. It is shown that the PDAs
describing the original Maddah-Ali and Niesen’s coded caching
scheme result in a load-memory tradeoff that is optimal to within
a constant multiplicative gap, except for the small memory regime
when the number of file is smaller than the number of users. As
by-products, improved order optimality results are derived for
three less restrictive systems in all parameter regimes.

Index Terms—Coded caching; Distributed storage; Maximum
distance separable code; Placement delivery array, Privacy;
Robust decoding; Scalar linear function retrieval; Security;

I. INTRODUCTION

Coded caching, introduced by Maddah-Ali and Niesen
(MAN) [2], is a technique to reduce the peak-time commu-
nication load across a bottleneck shared link by leveraging
the multicast opportunities created by content pre-stored at
users’ local caches. The model consists of a single server,
multiple users, and two phases. In the placement phase, the
users’ caches are populated without the knowledge of their
future demands. In the delivery phase, when users’ demands
are revealed, the server satisfies them by transmitting coded
packets over the shared link. For a system with N files
and K users, the MAN scheme achieves the optimal load-
memory tradeoff among all uncoded placement schemes when
N > K [3], and for N < K after removing some redundant
transmissions [4]. Recently, it was showed that allowing the
users to demand arbitrary linear combinations of the files does
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not increase the load compared to the case single file retrieval,
at least under uncoded placement [5].

Content security, demand (both user- and server-side) pri-
vacy, and robustness are critical aspects of practical systems.

Content Security: In [6], the content of the library must
be protected against an external wiretapper who obtains the
signals transmitted during the delivery phase. The key idea
in [6] is that users cache the same content as in the MAN
scheme [2], and in addition also share some security keys for
the part of the files that were not cached in the MAN scheme.
The latter is done in a structured way so that each user can
retrieval all the multicast signals it needs to decode.

User-side Demand Privacy: Schemes that guarantee user
privacy, that is, no user can infer the demand of another user
after the delivery phase, were proposed in [7]. In particular,
user privacy can be guaranteed by adding virtual users [7], [8].
We investigated user privacy against colluding users in [9], for
both single file retrieval and scalar linear function retrieval,
where we imposed that any subset of users must not obtain
any information about the demands of other users even if they
exchange the content in their caches. The key idea in [9]
is that, in addition to the cached contents as in the MAN
scheme [2], each user also privately caches some privacy keys,
which are composed as random linear combinations of the
parts of the files that were not cached in the MAN scheme. The
demands are added by the same coefficients used to generate
the privacy keys, so that each user can decode its demanded
files with the privacy keys.

Content Security & User-side Demand Privacy: We
investigated simultaneous content Security and user demand
Privacy for scalar Linear Function Retrieval (SP-LFR) in [10],
where we designed a key superposition scheme to guarantee
both conditions at once by superposing (i.e., sum together)
the security keys and privacy keys. We showed that the load-
memory tradeoff in this case is the same as in the setup with
only content security guarantees. The idea of key superposition
was incorporated into the framework of Placement Delivery
Array (PDA), which was known to depict both placement and
delivery phases in a single array for coded caching systems
with neither security or privacy constraint [11]. The advantage
of the PDA framework is that low subpacketization schemes
can be obtained directly from existing PDA constructions, such
as the ones in [11]-[15].

Server-side Demand Privacy: Server-side demand pri-
vacy has been thoroughly investigated for the case of multiple
servers and a single user, which is known as the Private
Information Retrieval (PIR) problem [16]. The capacity of PIR
has been characterized in [17] for single file retrieval, in [18]
for scalar linear function retrieval, and in [19] or single file
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Fig. 1: System model

retrieval and colluding servers. PIR with a cache-aided user
was investigated in [20]-[23].

MDS Coded Servers and Decoding Robustness: Since
node failures and erasures commonly arise in storage systems,
redundancy is desirable [24]. Maximum Distance Separable
(MDS) codes are often used to code the data stored across
servers. The advantage of MDS coded servers is that it saves
storage while allowing unresponsive servers. PIR from MDS-
coded servers has been investigated in [25]-[27], and the
capacity was charactered in [25]. The schemes in [26], [27]
have almost optimal sub-packetization among all schemes
achieving the smallest download rate. The PIR schemes in [28]
have asymptotically optimal download rate when any number
of unresponsive servers not exceeding some threshold show
up.

Notice that, the content security and user-side privacy
are mainly investigated in coded caching literature, which
typically involves a single server and multiple users, while
the MDS-coded servers and server-side privacy are mainly
investigated in the PIR literature, which typically involves mul-
tiple servers and a single user. For multiple-server-multiple-
user systems, the techniques from coded caching and PIR
were combined in [29], [30] to guarantee server-side privacy.
However, how to satisfy all the above requirement is not clear
as far as we know.

A. Contributions and Paper Organization

In this paper, we combine all the above mentioned require-
ments in a system whose model is depicted in Fig. 1. The
model consists of H servers, N files, and K users. Each of
the N files is stored, as an (H, L) MDS coded version!, at
all servers. Each server is connected to all the users via a
dedicated shared link, but may not be able to reach all the
users. The novel aspect of this work is to design coded caching
schemes that are robust to some servers’ unavailability, that
is, each user must be able to retrieve an arbitrary scalar linear
function of the files from the signals obtained from an arbitrary
subset of L servers (out of H servers). The security [6], user-
side privacy [9] and server-side privacy [19] conditions are
also imposed. We refer to this model as a Robust Secure and

'An (H,L) MDS code encodes L information packets into H coded
packets, with the property that upon obtaining any L (out of H) coded packets
one can recover the L information packets.

(server- and user-side) Private Linear Function Retrieval (RSP-
LFR) problem.

Our key idea on how to guarantee all those conditions
simultaneously is to extend the key superposition scheme
in [10]. In particular, the technique of superposing user-side
privacy and security keys is used in the placement phase, while
in the delivery phase, the multicast signals are created in the
MDS code domain, where the MDS coded version of the keys
are added to the MDS coded multicast signals. Robustness is
guaranteed by the linearity property of the MDS code. Security
and (server- and user-side) privacy are guaranteed since each
transmitted signal is accompanied by an appropriate MDS
coded key.

Our main contributions for the proposed RSP-LFR model
are as follows.

1) We propose a procedure to obtain a RSP-LFR scheme

from a given PDA, so that low-subpacketization RSP-
LFR schemes can be easily obtained from various ex-
isting PDA constructions [11]-[15]. Interestingly, with
the same PDA, compared to the single server SP-LFR
system in [10], the achieved memory size is the same,
but the load is scaled by a factor H/L, i.e., the inverse
of the rate of the MDS code used to encode the library
files.

2) Following the proposed procedure, RSP-LFR schemes
based on the PDAs that describe the original MAN
scheme in [2] (MAN-PDAs) are proved to achieve the
best load-memory tradeoffs among all PDA-based RSP-
LFR schemes. Moreover, we show that they have the
smallest subpacketization among all PDA based schemes
achieving the same load-memory pairs.

3) The load-memory tradeoff achieved by MAN-PDAs is
proved to be to within a constant multiplicative gap from
the optimal load-memory tradeoff, except for the regime
of small memory and less files than users.

4) For three less restrictive models, where some conditions
are dropped, we propose schemes for the corresponding
setups that improve the load-memory tradeoffs of the
novel MAN-PDA-based RSP-LFR scheme. The idea for
improving the tradeoff in less restrictive models is as
follows. In the case where security is not imposed,
security keys can be removed, and hence, some signals
in the delivery phase became redundant and can be
removed akin to [4], [5], [10]. Moreover, those improved
schemes are shown to be optimal to within a constant
multiplicative gap in their respective setups in all pa-
rameter regimes, and the gap is lower than previously
known schemes.

The rest of this paper is organized as follows. Section II
gives the formal problem definition. Section III reviews the
PDA framework and gives an illustrative example. Section IV
summarizes our main results, where the proof details are
deferred to Sections V—VII. Section VIII presents some nu-
merical results. Section IX concludes the paper.

B. Notation Convention

In this paper, N* denotes the set of positive integers; F,
and Fj/ denote the finite field of cardinality g, for some



prime power ¢, and the n-dimensional vector space over [Fy,
respectively. For two integers m,n such that m < n, we
use [m : n] to denote the set of the first positive integers
{m,...,n}; [1 : n] is also denoted by [n] for short. We use
X 4 to denote the tuple composed of {X; : i € A} for some
integer set A, where the elements are ordered increasingly,
e.g., X3 = (X1, X2, X3). For variables with two or more
indices, e.g., X; j, we use X 4 g to denote the tuple {X; ; :
1 € A, j € B}, where the elements are listed in lexicographical
order, c.g. X[gHg] = (lel, XLQ, X211, X272, X371, X3’2).

II. SYSTEM MODEL
Let N,K,L,H be positive integers satisfying L < H.
The (N,K,L,H) RSP-LFR system, illustrated in Fig. 1,
consists of H servers (denoted by 1,...,H), where each
server is connected to K users (denoted by 1,...,K) via a
dedicated shared-link. A file library of N files (denoted by
Wi,...,Wn € IFqB) are stored at the H servers in the form
of an (H, L) MDS code as follows, where B denotes the file
length. Each file W,,,n € [N], is composed of L equal-size
subfiles Wy, 1,..., Wy 1, € ]FqB/L and is encoded into H coded
subfiles W, 1,..., W, m € FqB/L with a given (H, L) MDS

code with generator matrix
911 .- 91,H
G=| + -~ |,

gra grL.H

that is, the coded subfiles are given by

(Wn,la e 7Wn,H)
= ( Z gl’an,l, ceey Z gl,HWn,l)a Vn € [N] (1)
le[L] le[L]

The N files are mutually independent and uniformly dis-
tributed over ]Ff , that is,

H(W))=...=H(Wy) =B,

H(Wl,...,WN):H(Wl)Jr...JrH(WN).

Therefore, each subfile or coded subfile is uniformly dis-
tributed over FY /L Server h € [H] stores the h-th coded
subfile of each file, i.e.,

Wingn = Win, ..., Wan), Yhe [H].

For notational simplicity, for a vector a = (ay,...,a N)T S
IF(]]V , we denote the scalar (i.e., operations are meant element-
wise across files) linear combination of the files or (coded)
subfiles for all [ € [L] and h € [H] as

Wy = Z anWh, (2a)
née[N]

Waii= > anWay, (2b)
née[N]

(20)

Wan = Z anWon = Z 91,nWa,-
née[N] le[L]

Notice that, W,, Wa i, Wa,, are linear in a, e.g., for any
u,v € Fyand a,b € Fflv, Wyatob = uWa +vWy,. Moreover,

since W, () :== (Wp,1,..., Wy i) is the MDS coded ver-

sion of Wy, 11 := (Wh1,...,Wa,1),¥n € [N], by linearity

we have that Wy ) := (Wa1,..., Wa x) is the MDS coded

version of Wy (1] := (Wap,...,War),Va e FY, as in (2¢).
The system operates in two phases as follows.

Placement Phase: The servers can communicate with
each other, and all users can access all servers. To ensure the
security condition in (4b), the servers share some randomness
V' from some finite alphabet V. Each user k € [K] generates
some random variable P, from some finite alphabet P; and
cache some content C) as a function of P, V' and the file
library Wyj. Let the cached content be

Cr = (P, V, Win)) € FIMBL Yk € [K],

for some encoding functions ¢ : Pp x V x FYB
IE‘(EMBJ, Vk € [K]. The quantity M is referred to as memory
size. The encoding functions ¢1, ...,k are known by the
servers, but the randomness Pi,..., Px are kept private by
the corresponding users.

Delivery Phase: Each user k € [K] generates a demand
di = (dpy,...,den)" € FY. meaning it is interested
in retrieving the linear combination of the files Wy, . The
following random variables are independent

H(dx), Winy, P, V) =
ST H(dp)+ Y HW,)+ > H(P:)+H(V).

ke[K) n€[N] ke(K]
User k € [K| generates queries Qy g] := (Qk,1,- - -, Qr,H)
as
Qin = kin(dy, Cr) € F" Y h € [H],
for some query functions kg p, : FY x FLMB) s i where

{1, is the length of the query Qi ;. If any randomness is
needed in the queries, it has to be stored in the cache. Then
user k € [K] sends the query Qy,;, to server h € [H].

Upon receiving the queries from all the users, server h €
[H] creates a signal X}, as

Xn = én(V, Quryn, Winy,) € FY B vh € [H),

. . EkE[K] ék,h %
for some encoding function ¢, : V x Iy x Fg" —

]Fl;RhBJ. The quantity Ry, h € [H], is referred to as the load
of server h. The (total) load of the system is defined as

R = Z Rh.
he[H]

An RSP-LFR scheme must satisfy the following conditions
for all demands d,...,dx € FY.

[Robust Correctness] : H(Waq, | Xz,d, Cr) =0,
Vke [Kl,LC[H]:|L|=L, (4a)

[Security] : I(Winy; X)) =0, (4b)
[User-side Privacy] : I(dix\s;Cs, X(a),ds, |Winy) =0,
VSCIK]:S#0, (4c)
[Server-side Privacy] :
I(digy; Qi im), Wing, i V) = 0, (4d)



Objective: A memory-load pair (M, R) € [1,N] x RT
is said to be B-achievable if, for any € > 0, there exists a
scheme satisfying all the conditions in (4) with memory size
less than M + ¢, load less than R + e¢ with file-length B.
The main objective of this paper is to characterize the optimal
load-memory tradeoff of the system, defined as

R*(M) := BingH {R : (M, R) is B-achievable}. )

Throughout this paper, we consider the case N > 2, since
demand privacy is impossible for N = 1 (i.e., there is only
one possible file to be demanded).

For a given scheme, we are also interested in its subpacke-
tization level, which is defined as the number of packets each
file has to be partitioned into in order to implement the scheme.

Remark 1 (Implications of the conditions in (4)). The con-
strains in (4) imply the following.

1) The robust correctness condition in (4a) guarantees that
each user can correctly decode its required scalar linear
function by receiving any L-subsets of the transmitted
signals. Since each user decodes independently, the
available subset of signals £ need not to be same across
the users.

2) The security condition in (4b) guarantees that a wiretap-
per, who is not a user in the system and observes all the
delivery signals, can not obtain any information about
the contents of the library files. It was proved in [9,
Appendix A] that the conditions in (4b) and (4c) imply

I(Winy, diky; Xiay) = 0,

that is, the wiretapper having access to X[p] in fact
can not obtain any information on both the files and
the demands of the users.

3) The user-side privacy condition in (4c) guarantees that
any subset of users who exchange their cache contents
cannot jointly learn any information on the demands of
the other users, regardless of the file realizations.

4) The server-side privacy condition in (4d) guarantees
that the servers can not obtain any information on the
demands of the users, even if all the servers collude by
exchanging their stored contents.

Remark 2 (Minimum memory size). It was proved in [6] that,
in order to guarantee the correctness condition in (4a) and the
security condition in (4b) simultaneously, the memory size M
has to be no less than one. Thus the load-memory tradeoff is
defined for M € [1, N].

Remark 3 (Comparison with [29]). Inthe case L = 1 and G =
[1,1,...,1], the servers store replicated databases. A scheme
to retrieve single files from replicated databases for multiple
users was proposed in [29], while guaranteeing server-side
privacy. This is different from our setup, even if we remove
the user-side privacy and security conditions, since our robust
decoding setup in this case imposes that each user can decode
from the signal of any single server (i.e., L = 1).

Remark 4 (Less Constrained Systems and Naming Conven-
tion). For any given RSP-LFR (N, K,L,H) system, the

robust correctness condition in (4a) guarantees that the users
can correctly decode their demands by receiving the signals
from any L servers. In addition to investigating the load-
memory tradeoff of the RSP-LFR system, we also discuss less
constrained systems where some of the conditions in (4) are
relaxed or dropped. In such systems, the optimal load-memory
tradeoff can be similarly defined as in (5). In particular, we
use Rj(M) to denote the optimal load-memory tradeoff of a
system with only the constrains listed in the label C, which
can be any of the following:

e L: scalar Linear Function Retrieval (LFR) demands, i.e.,
the demands di,...,dx € IF‘{IV;

o« F: File Retrieval (FR) demands, i.e., the demands
dy,...,dx are restricted to {ey,...,ex}, where e, €
FY.n € [N], is the vector with the n-th digit being 1
and all the others zero;

o S: the security condition in (4b);

o P: both privacy conditions in (4c) and (4d);

o Py the user-side privacy condition in (4c);

o Pg: the server-side privacy condition in (4d);

The convention for the subscript C is:

1) It contains either L or F, but not both, so as to identify
the demand type allowed in the system.

2) It contains at most one character between P, Py, Pg,,
which identifies the privacy condition imposed on the
system.

3) The tradeoff is defined for M € [1, N] if it contains S,
and for M € [0, N] otherwise (see Remark 2).

With the above conventions, the value of C is one from the
set

Q= {L,LS,LP, LPg, LPy, LSP, LSPg, LSPy,
F,FS,FP,FPy, FPs, FSP, FSPg, FSPy }.

Notice that, if C = LSP, the system is the novel RSP-LFR
setup introduced in this paper, thus, Rfqp(M) = R*(M)
in (5), defined for all M € [1, N].

We will also need to discuss the single server system where
all the files are stored at the server. The optimal load-memory
tradeoff can be similarly defined for such a system for any
constraint implied by C € Q. We will use Ry(M) to denote
the optimal tradeoff in the single server system with constraint
identified by C € Q.

III. PDAS AND A ToY EXAMPLE

Our achievable results are based on the notion of PDA [11],
originally introduced to reduce the subpacketization in the
single-server systems for single file retrieval and without any
security or privacy guarantees. In this section, we first review
the definition of PDA, and then give an example to highlight
the key ideas in the design of our RSP-LFR scheme. The
general construction will be discussed in the rest of the paper.

A. Placement Delivery Array
Definition 1 (PDA [11]). For given K,F ¢ NT and Z,S € N,
an F x K array A = [a;;], i € [F],j € [K], composed of

7 specific symbols “x” in each column and some ordinary



symbols 1,...,S, each occurring at least once, is called a
(K,F,Z,S) PDA, if, for any two distinct entries a;; and
aj j, we have a;; = ay j = s, for some ordinary symbol
s € [S] only if

a) i £, j# 7, Le., they lie in distinct rows and distinct
columns; and

b) a;j = ay j = *, i.e., the corresponding 2 X 2 sub-array
formed by rows 1,1 and columns j,j' must be of the

following form
[ 5 * } { * 8 }
or .
xS s %

With a given (K, F, Z,S) PDA, it was showed in [11] that
there exists an associated coded caching scheme in the single
server system without any security or privacy constraint, where
the parameter K is the number of users, F' is the number of
packets each file is split into (i.e., subpacketization), Z is the
number of uncoded packets from each file stored at each user,
and S is the number of coded multicast signals.

In our model, those implications are used on the subfiles and
each single server: the parameter K is the number of users,
F' is the number of packets each subfile W, ; is split into, Z
is the number of uncoded packets from each subfile stored at
each user; and S is the number of coded multicast signals sent
by each individual server.

B. A Toy RSP-LFR Example from PDAs

We derive here a RSP-LFR
(K,F,Z,S)=(3,3,1,3) PDA

scheme associated to the

A =

DN = %

1 2
* 3 (6)
3 *

for an (N, K,L,H) = (4,3,2,3) distributed system.
Let the four files be Wy, Wy, W3, W, € FZ and the (3,2)
generator matrix is given by

1 0 1
G:{Oll]' @

That is, each file is split into L = 2 subfiles, W, =
(Wh1, Wy2),n € [4] and by (1), the contents stored at the
servers are

Wiga =W,
Wig2 = Wy 2,
Wias = Wipa © Wiy 2.

Based on the PDA A in (6), each subfile W, ; is partitioned
into ' = 3 equal-size packets, W, 11, Wy 1.2, Wy 1 3 for all
n € [4],1 € [2]. Accordingly, the coded subfile W, j, is parti-
tioned into F' = 3 equal-size packets, W, 1, Wy n.2, W3-

Similarly to (2), for any a = (a1, a2,a3,a4)’ € F3, we
use the following notation to denote the linear combination of
(un)coded packets with coefficient vector a:

Wari = €D anWa i,

nel4]

TABLE I: The cached contents of users’ according to A in (6).

User 1 User 2 User 3
Wiay, 211 Woo,i211 @ Vizn - Wpgi211 @ Vi2j 2
Wo, 1212 @ Vizj1 Wiay 2,2 Wps, 21,2 @ Viz).3

Woi218 @ Vizje Woy 1213 @ Vi3

T In addition, each user k € [3] caches py.

Wiay 21,3

Wa,h,i = @ aan,h,i = @ gl,hWa,l,i
ne(4] l€[2]

for all [ € [2],i € [3],h € [3].

The system operates as follows.

Placement Phase: The servers share LS = 6 vectors
{Vis : 1 € [2],s € [3]}, which are generated independently
and uniformly from ]Ff / 6, where the packets V; 4, V5, will be
associated to the ordinary symbol s € [3]. Each user k € [3]
generates a random vector pg = (pkvl,pk727pk’3,pk74)—r € F%.
The cache content of the user k is composed of py and the
(un)coded packets in the corresponding column in Table I.

The packets Wiy [2),; are associated to the i-th row of A
in (6) and user k is associated to the k-th column of A.
The packets in the i-th row of Table I of user k are created
according to the entry a;; of A in (6): if a;, = *, user k
caches NL = 8 uncoded packets Wy (9] ;> Otherwise it caches
L =2 coded packets Wy, 127,i @ Vi2),a; .

Delivery Phase: Assume that user 1,2,3 demands the
linear combination Wgq,, Wq, and Wy, respectively, where
di,ds,ds € F3. Each user k € [3] sends qj = pp @ dy, to all
the servers as queries. Upon receiving the query vectors q(3),
each server h € [3] sends a signal X, to the users, where X, is
composed of the query vectors q3) and S = 3 coded packets
as in the Table II, which are associated to the ordinary symbols
s=1,2,3 of A in (6), respectively, where (V1 5, Va5, V3.s)
is the MDS codeword of (V1 s, Vs 5) with generator matrix G
in (7), i.e., for s € [3],

Vl,s = Vl,sa VQ,S = ‘/2,57 VS,S = Vl,s 3] ‘/2,s~

Performance: Each user k € [3] can decode the linear
combination Wy, with signals from any L = 2 servers because
user k can decode Wy, |25 since it has cached all the uncoded
packets Wiy (2, from Table L. For the other packets, we note:

o For each s € [3], the signals associated to s over the
servers form an MDS codeword with generator matrix
G, whose original packets are coded packets within each
subfile as shown in Table IIl. By the property of MDS
codes, each user can decode the signals in Table III by
receiving signals from any L = 2 of the servers.

« Upon obtaining the signals in Table III, each user k € [3]
can proceed with the decoding process for each subfile
I € [2] as in [9]. Let us take s = 1 for subfile | = 1
as an example. As a;2 = az1 = 1, user 1 can decode
Wa, 1,2 and user 2 can decode Wy, 11 from the signal
Vii®Wqi,2®Wg, 1,1, 1€,

Wa,12=Vii®Wg 128 Wqy1,1) (8a)
S(Vi1 © Wphy1,2) (8b)
OWqs,1.15 (8¢)



TABLE II: The signals sent by the serverst according to A in (6).

Server 1

Server 2

Server 3

Vii®Wa12®Wa,11
Vi@ Wq 138 Wag11
Vig®Waqy1,3® Was1,2

Vo1 ®Waqy22®Wq,21
Voo ®Wq 230 Way21
Vas®Wqy23@Wgqs22

Va1 ®Wai 320 Waa31
Va2 ®Wgq, 338 Wqy31
V33 ®Wq,,330Wgqy32

o —|w

TABLE III: The signals a user can decode from the transmission by the
serverst according to A in (6).

Subfile 1
Vign® Wa 1,2 @ Way10

Subfile 2
Vo1 @ Waqy,22® Wa, 21
V172 ©® qu,l,S ©® qu,l,l ‘/2.,2 2] Wq172,3 53] Wq372,1
Viz®Wa13@ Was12 Vo3 @ Way23® Wy, 22

In addition, each server h € [3] transmits the query vectors q3).

— W N = ®

thus, user 1 can decode Wq, 1,2 since the signals in (8b)
are cached by user 1, and the signal in (8c) can be
computed from the cached uncoded packets Wiy 1,1 and
the vector qs. Similarly, user 2 can decode the packet
Wa,,1,1 by computing

Way 0= V1,1 © Wy, 1,28 Wo,11)
®(V1,1 © Wpy1,1)
@Wq171’2.

One can verify that each user k € [3] can decode all the
remaining packets Wg, [2,13)\{#) from its stored contents,
the signals in Table III and the query vectors qp3).
This concludes the proof of correct robust decoding. Privacy
and security are guaranteed since each signal is accompanied
by a key of random and uniformly distributed bits.

In term of memory-load performance, recall that each packet
is of size % bits. Each user caches 12 packets and 1 vectors
in IE‘%, whose length does not scale with B. Thus the needed
memory is M = 12 x ¢ = 2 files. Each of the 3 server
sends 3 packets and 3 vectors in F2, thus the achieved load
is R=3x3x % = % files. Hence, the scheme achieves the

memory-load pair (M, R) = (2,2).

IV. MAIN RESULTS
A. PDA based RSP-LFR Schemes

With any given PDA, we will construct an associated RSP-
LFR scheme. The following theorem summarizes the perfor-
mance of PDA based SP-LFR scheme, which will be proved
by presenting and analyzing the construction in Section V.

Theorem 1. For any (N,K,L,H) system and a given
(K,F,Z,S) PDA A, there exists an associated RSP-LFR
scheme that achieves the memory-load pair

Z H S)

M =(1+=(N-1),— = 1
(Ma, Ra) ( +EIN =D, 75 (10)
with subpacketization LF.

Remark 5 (Comparison with single-server systems). With the
procedure described in Section V, we can easily obtain RSP-

In addition, each server h € [3] transmits the query vectors q3).

LFR schemes from existing PDA constructions, such as those
in [11]-[15]. If H = L = 1, the system degrades to a single-
server shared-link system, where all the files are stored at the
server [2]. In [10], a key superposition scheme was proposed to
guarantee the correctness, security, and user privacy conditions
simultaneously based on any (K, F, Z,S) PDA A for single-
server systems. The scheme in [10] achieves the memory-load
pair in (10) with H/L = 1. In other words, the RSP-LFR
scheme with PDA A achieves the same memory size as in the
single server case but the load is scaled by a factor % In the
case H = L, each user needs to retrieve information from all
the servers, and the total load is the same as that from a single
server case (i.e., H = L = 1). Moreover, this indicates that,
in addition to guaranteeing correctness, security, and user-side
privacy conditions, the server-side privacy condition does not
increase the load-memory tradeoff in the non-robust multi-
server case with H = L.

B. Optimality of MAN-PDA based RSP-LFR Schemes

The following PDA describing the MAN scheme in [2]
is important, and will be referred to as MAN-PDA in the
following.

Definition 2 (MAN-PDA). For any integer j € [0 : K], define
the set Q; £ {T C [K] : |T| = j}. Fix any integer t € [0 :
K|, denote the set Q; = {T; : i € [(If)]} Also, choose an
arbitrary bijective function kyy1 from 21 to the set [(tfl)]
Then, define the array A, = [a; ;| as

aué{ %, if j€T;
Y k(U T, i ¢T

It was proved in [11] that A; from (11) in Definition 2 is
a (K, (%), ("7, (%)) PDA.

t) Ve )
Example 1 (A MAN-PDA). Consider K =4,t=2,let 7, =
{172}77-2 = {113}175 = {174}77:1 = {213}173 = {274} and
T = {3,4}. Let k3 be the lexicographic order of a subset of
size 3 in Q3, e.g., £3({1,2,3}) = 1,k3({1,2,4}) = 2 and
k3({1,3,4}) = 3 and k3({2,3,4}) = 4. The corresponding
(4,6,3,4) PDA is given by

(an

* % 1 2
* 1 % 3
* 2 3 %
Ap = 1 *x *x 4
2 x 4 x
3 4 x x

The following theorem summarizes the performance of
MAN-PDA and its optimality. The proof is presented in
Section VI-A



Theorem 2. Let R(M) be the lower convex envelope of the
following points

12)

(My, Ry) = <1+t(N—1) H(K—t)>’

K L+
where t € [0 K], then R(M) is achievable in an
(N, K, L, H) RSP-LFR system, where the point (My, R;) can
be achieved with subpacketization L(If) Moreover, R(M)
and the optimal communication load R*(M) satisfies

1) N> K, forall M € [1,N),

1, ifK =1
2, ifN=K=2
]I;*(Z\]\? < 6.02652, if N=K >3
(M) 50221, ifN=K+1
4.01768, if N> K +2

2) N<K, forall M € [2,N),

R(M

(M) < 8.
R*(M)

Remark 6 (On Unbounded Regime). In the regime N <
K,1 < M < 2 the gap is unbounded. From our proof,

R(M) Busey (M) -
== (30) Frar (M) where Rpgp, (M)

is the tradeoff achieved by the key superposition scheme in
the single server system where the security and user-side
privacy conditions are imposed [10], and Rygp (M) is the

corresponding optimal tradeoff. The gap result in Theorem
2 thus follows from the bound for %:L‘%
the same regime is open. The main If)srlz)%lem in this regime
for the single server model is that, if security keys are used
[6], [10], for the point M = 1 the best know achievable
load is K, while the best known converse is NN. Thus, it
seems that the larger load when K > N is mainly caused
by the security condition; closing the gap in small memory
regime is an open problem in the S-FR setup [6]. When
new converse and gap will be obtained for this regime in the

single server case, the same gap will apply to our RSP-LFR
Brspy; (M) is
" Rigp, (M)
upper bounded by the constant 17 for the regime N > K and
1+ % < M < 2, which was a gap obtained for
S-FR setup [6]. Thus, the gap remains unbounded only for

: (N=-K)(N-1)
thereg1meK>N,1§M§1+T.

is upper bounded by

in [10], where

system. In fact, it was observed in [10] that

The following theorem implies that, with the given proce-
dure of deriving RSP-LFR scheme in Section V, the memory-
load pairs {(M;,R;) : t € [0 : K]} achieved by the
MAN-PDAs are Pareto-optimal among all PDA based RSP-
LFR schemes. Moreover, the MAN-PDAs have the smallest
subpacketization among all PDA based RSP-LFR schemes
achieving these points. The proof is deferred to Section VI-B.

Theorem 3. Given a (K,F,Z,S) PDA, if the associated
RSP-LFR scheme achieves a memory-load pair (M, R), then
necessarily
he  HEWN-M) _ H(K-q)
T L(N-1+K(M-1) L(z+1) e KM=

(13)

In particular, the memory-load pairs {(M;, Ry) : t € [0: K]}
satisfy (13) with equality. Moreover, if M = M, and R = R;
for some t € [0 : K|, then the subpacketization is at least
L(%)
Remark 7 (Subpacketizations). By the procedure described
in Section V, we can easily obtain RSP-LFR schemes from
existing PDA constructions, such as those in [11]-[15]. It was
showed in [10] that the new PDA construction based scheme
in [11] achieves a slightly larger load than MAN-PDA for
the same memory size, while reducing the subpacketization
by a factor that increases exponentially with K. Thus, PDAs
in [11] sacrifice some load for an exponential reduction in
subpacketization.

C. Improved Load-Memory Tradeoffs for Less Constrained
Systems

Obviously, the load-memory tradeoff R(M) in Theorem
2 is achievable for any less constrained system described in
Remark 4. In this subsection, we present improved achievable
results for the following three less constrained systems. The
details are presented in Section VII.

1) Robust Private Linear Function Retrieval (RP-LFR) Sys-
tem (C = LP): In an (N,K,L,H) RP-LFR system, the
correctness condition (4a) and the privacy conditions (4c)—(4d)
must be guaranteed for all LFR demands.

Theorem 4. For an (N,K,L,H) RP-LFR system, let
Ryp (M) be the lower convex envelope of the point (0, HLN )

and the following points
(ME, REP) =
<1 n t(N—1) H((ffl) - (K_mtli{lK’N}))) (14)
K ) L(K) Y

t

where t € [0 : K|. Then, Rip(M) is achievable, and it
satisfies

Rrp(M)

SLPL) < 6.3707, WM € [0, N).

Rip(M)

2) Robust Private File Retrival (RP-FR) System (C = FP):
In an (N,K,L,H) RP-FR system, the correctness condi-
tion (4a) and the privacy conditions (4c)—(4d) must be guar-
anteed for all FR demands.

Theorem 5. For an (N, K, L, H) RP-FR system, let Rpp (M)
be the lower convex envelope of the point (0, %) and the
following points
(MFREP) =
K K—min{K,N—1
(1 n t(N—1) H((,5) = ( til })))
) K )
K L(%)

where t € [0 : K. Then, RRYF(M) is achievable, and it
satisfies

Rpp (M)

ZFPYE) < 5.4606,
Rip (M)

VM € [0, N].



3) Robust Linear Function Retrieval (R-LFR) System (C =
L): In an (N,K,L,H) R-LFR system, only the correctness
condition (4a) must be guaranteed for all LFR demands.

Theorem 6. For an (N, K, L, H) R-LFR system, let Ry, (M)
be the lower convex envelope of the following points

oy )~ T

(MtLaR%) = (K’ L(K)

where t € [0 : K. Then, RL(M) is achievable and it satisfies
Ry (M)
Ri (M)
Remark 8 (Less Constrained Systems). Notice that if Re (M)
is achievable for the constraint C, then R¢ (M) is achievable
for all constrains that are less restrictive than C. In particular,
with Theorem 2, the tradeoff R(M) is achievable for all C €
Q. Moreover, with Theorems 4-6, the tradeoff
1) Ryp(M) is achievable for any C € {LP,LPg, LPy};
2) Rpp(M) is achievable for any C € {FP,FPg,FPy};
3) Ry(M) is achievable for any C € {L,F}.
Moreover, from the proofs in Section VII, it is clear that the
subpacketzation for (MF,RY) is L(X) for all t € [0 : K]
and C € {LP,FP,L} (and thus also for their less constrained
systems).

<2.00884, VM €[0,N].

V. PROOF OF THEOREM 1

In this section, we derive a RSP-LFR scheme for an
(N, K, L, H) system from any given (K, F,Z,S) PDA A =
[a; j]Fx k. Based on A, each subfile W,,; (n € [N],l €
[F]) is partitioned into F' equal-size packets, denoted by
Wi, Wni r, where each packet W, ; ; € IE‘qB/(LF). The
packets with index 1, i.e., W{N],[L],ia are associated to the
i-th row of A. According to (1), each coded subfile W,
(n € [N],h € [H]) is composed of F' coded packets, denoted

by Vth’l7 ey Wn,h,Fs where

Wi = Z GnWhnii, Vi€ l[F].
le[L]

That is, the coded contents stored at server h are

Winn i, YVhe [H]

We use the following notations similarly to (2) for any
a=(a,...,an)" € IF{IV to denote the linear combination
of (un)coded packets:

Wari= Y anWnii VIE[L]i€ [F].
ne[N]

Wani= Y aaWnni, Yhel[H]i€[F)].
n€e[N]

Notice that (Wa1,...,Wa ;) is the MDS codeword of
(Wa,L'L, ey Wa,L,i), i.e.,

(Wa,l,ia DR 7Wa,H,i)

= ( Z G 1Watiy- s Z gl,HWa,z,i).

le[L] le[L]

5)

Moreover, Wa 1,i, Wa i are linear in a.

Placement Phase: the servers share the random variables
V={Vis:lell],s <[5}, (16)

which are SL vectors independently and uniformly distributed
over ]Ff]B /L) Bach user k € [K] locally generates a random

vector py uniformaly over FXN . and constructs its local cache
C}, as

Cr = {px} (17a)
UiWaiiin e [N L€ [L]i € [Fai) =} (17b)
UWoi i + Via,, tLE L]0 € [Floaik # %} (17c)

Delivery Phase: Assume that user k € [K]| demands
Wa,. for some dj, € FY. Then user k € [K] sends query
qr = di + px to all the servers, i.e., the queries Q) are
constructed as

Qrh=qar=dp +pr, Vhel[H]. (18)

For each s € [S], consider the MDS coded version of
(Vi,sy-.., VL s) with the generator matrix G, i.e.,

(Vi Vi) = ( Z 9iaVis, .-, Z gl,H‘/Ls)- (19)
le[L] le[L]

Upon receiving the queries Q[x),n = qik]. each server h €
[H] sends the signal

Xn = (i), Y, s)) (20)
to the users, where for each s € [S], Y, is
?h,s = Vh,s + Z qu,h,zw (21)

(u,v)E[F_}X K]
Ay, v =S8
Robust Correctness: We need to show that for each
user k € [K], with any £ C [K] such that || = L, user k
can decode its demanded scalar linear function Wy, , i.e., all
the packets Wq, (1), (F]-

For each i € [F] such that a; ), = =, by (17b), user k €
[K] has stored all the packets Wiy z),i, thus it can directly
compute the packets Wy, ;; for each [ € [L].

Now, consider any i € [F] such that a; ; # *. Let s £ a; 1,
notice that by (15) and (19), (Y1,s,...,Y m,s) is the MDS

coded version of information coded packets (Yi s,...,Yr s)
with generator matrix GG, where
Vie=Vis+ >, Wauu YIE[L. (22)

(we)elrlxix]
By the property of MDS codes, each user can decode all the
L coded packets in (22) with signals from any subset of L
servers for each s € [S]. Since a; ; = s, for each [ € [L], the
signal Y] ¢ in (22) can be written as
Yis

)

= ‘/l,s + qu,l,i + qu,l,u

(u,v) E[F]X[K]
o, v=S5,(u,v)#(i,k)

(i) de,l,i + (‘/l,ai,k + ka-,l,i)



+ 2.

(u,v)€[F]X[K]
Qo =5=a; k,(u,0)7#(i,k)

un Ju

where (a) follows from q; = pj+dy. Therefore, user k € [K]
can decode Wy, ;; from the the signal Y7 , by canceling the
remaining terms since

1) the coded packet Vi 4, , + Wp, 15 is cached by user k
by (17¢);

2) for each (u,v) € [F] x [K] such that a,, = s and
(u,v) # (i,k), since a; = ay,, = s, by the definition
of PDA, @ # u,v # k and a;, = a, = *. Thus,
user k € [K] stores all the packets Wiy (1), Hence,
user k can compute Wy, ;. for each | € [L].

Remark 9 (On the Robust Decoding). From the above decod-
ing process, user k € [K] can decode its demanded linear
function if for any ¢ € [F] such that a; ) # *, user k can
receive any L of the coded signals Y1 4, , ,...,Y f,q, .. This is
less restrictive than the assumptions in our setup (i.e., each user
can obtain a fixed subset of signals X ), since (i) it allows the
available subset L to vary over different transmission s € [S];
(ii) it only needs to decode packets over the signals associated
to s such that, a; , = s for some i € [F'], which indicates that

for s € [S]\{a;x : i € [F]}, the availability of the signals

Y (11),s does not affect the decodability of user k.
Security: We have
T(Winy; Xiay) (23a)
= I(Wingi arxy, Y ) gs)) (23b)
= I(Winps arxys Yizy i) (23c)
= I(Wins k) + T (Wings Yieys) | dix)) (23d)
=0, (23e)

where: (23c¢) holds since (Y1 g,...,Y i s) is the MDS coded

version of (Y7 4,...,Yr ) for each s € [S], and hence they

determine each other; and (23e) follows since (a) the vectors

qx] = d[K] + p[x) are independent of Wy, and (b) Y|z ()

are independent of (W|yy, qk)) because the random variables

Vir,s] are independently and uniformly distributed.
User-side Privacy in (4c): We have

I(dixp\s; Cs, Xiap, ds | Winy) (24a)
= I(dix)\s; Cs, qix1, Y [a),is), ds | Wing) (24b)
= I(dix)\s; Cs, qix), Yiz),is): ds | Winy) (24¢)
=0, (24d)

where: (24c) follows since Y[H],[S] and Y[z} (s determine
each other due to the fact that Yz, is the MDS coded
version of Yy, for each s < [S]; and (24d) fol-
lows since djg)\s = qr)\s — P[k]\s is independent of
(Cs, Winy,qix), ds, Yz, 7)) since pix)\s are independently
and umformly distributed.

Server-side Privacy in (4d): We have

I(dxy; Qi H] W[NH ), V) (252)
= I(dix; qix), Wing, V) (25b)
=1 (d[K]vW[Nh ) I(dixy;apg | Wing, V) (250)
=0, (25d)

where: (25b) follows from (18) and the fact W[N],[H] and
Win) determines each other; and (25d) holds because (a)
dik is independent of (Winy,V); (b) qix] = Px] + dix]
are independent of (d[ K] W, V') since the vectors P[k] are
independent random variables uniformly distributed.
Performance: By construction, each subfile is split into
F' equal-size packets, each of length 13 symbols, thus the
subpacketization is LF'. For each user k 6 [K], by the cached
content in (17), for each ¢ € [F]| such that a;; = *, there
are LN associated packets cached by the user, one from each
file (see (17b)). For each ¢ € [F] such that a; ) # *, there
are L associated coded packet cached at the user (see (17c)).
In addition, the p in (17a) can be stored with N symbols.
Recall that, each column of a (K, F, Z,S) PDA has Z “x”s
and F' — Z ordinary symbols, thus, the needed cache size is

B
Ma = f = ((Z LN+ (F-2)L)— + N
A BlélN+B(( +( ))LF+ )
F+Z (N-1)

F

By (20), each server h € [H] sends S coded packets Y}, |51,
each of size % symbols, and the coefficient vectors q(x can
be sent in KN symbols, thus the achieved load is

) HS
31£§+B( S LF+HKN) LF
Remark 10 (Novality of This Work). Compared to our pre-
vious work on SP-LFR systems in [10], this work extends
the key superposition scheme in [10] to distributed systems.
The prefetched contents are packets of original files, while
the multicast signals are formed by the MDS coded pack-
ets, as indicated by (17) and (21), respectively. This inserts
the property of robust decoding in the distributed setup as
mentioned in Remark 9. As distributed systems are widely
used in practice, due to their advantages such as less storage
space at each server, robustness against server failures and so
on, the proposed scheme indicates that the techniques such
as multicast coding, key superpositions from the single server
system can be integrated with the robustness provided by MDS
code and applied to distributed systems.

Ra =

VI. MAN-PDA AND ITS OPTIMALITY

A. MAN-PDA: Performance and Gap Results (Proof of Theo-
rem 2)

The achievability of the point (M, R;) directly follows
from Theorem 1 and the (K., (%), (57)), (1f,)) MAN-PDA
A, in Definition 2. Moreover, the lower convex envelope
of the points in (12) can be achieved by memory-sharing
technique [2].

For the gap result, we derive the following lemma for any
Ceq.

Lemma 1. For any C € §, for any feasible* M,
H
Re(M) >

—%
7 Be(M),
2If C contains S, M € [1, N]; else M € [0, N] (see Remark 2).



Proof: For a (N,K,L,H) system with the constraint
C, for any feasible design of caches Z[x) and signals X[z
satisfying the constraint C, for any £ C [H], the contents
Zk and signal X £ X/ are a feasible scheme for the single
server system with the same constraint C. Thus,

H(X —
B Ry, we (i), e = L
Therefore,
1
R(M) > = 3 H(X)) (262)
he[H]
H 1
=== H(X 2
5 T (Xn) (26b)
he[H]
H 1 H(X,)
> = Y (26¢)
H
B () LC[H],|L]=L L
1 R:E(M
=H cM) (26d)
() L
LC[H],|L]=L
H —
> 7 Re(M), (26¢)
where (26c) follows from Han’s inequality [34]. ]

Let Rysp, (M) be the lower convex envelope of the fol-
lowing points: for each t € [0 : K],

t(N -1) K—t)

—_— 27
) @

(M, R) = (1+
Notice that Rysp,, (M) is achievable by the key superposition
scheme in [10] for the single server system with constraint
LSPy. Comparing (12) with (27), we see that R(M) = % .
Rispy, (M) (see also Remark 5), hence by Lemma 1, for all
M € [1,N],

R(M) _ Ruspy(M) @ Rusp, (M)
R (M) = Rigp(M) ~ RLSPU(M)
where (a) follows from the fact Ry gp(M) > Rysp, (M),

since the constraint LSP is stronger than the constraint LSPy.
Thus, the claimed multiplicative gap result directly follows

from (28) and the bound for 22Pu®) 51 110, Theorem 3].
RLSP (M)

(28)

B. MAN-PDA:Optimality within PDA Based RSP-LFR
Schemes (Proof of Theorem 3)

Consider a single server network with constraint LSPy; as
in [10]. For any (K, F,Z,S), the scheme proposed in [10]
from PDA A achieves the memory-load pair (Ma,Ra) =
(1 + u, g) The following conclusion was proved
in [10].

Lemma 2 (From [10, Theorem 2]). Given a (K, F, Z,S) PDA
A, if the associated scheme for the single server system with
constraint LSPy achieves a memory-load pair (M a,Ra),
then necessarily

(29)

In particular, the memory-load pairs {(My, Ry) : t € [0 : K]}
given in (27) satisfy (29) with equality. Moreover, lf Mp =
M, and Ra = Ry for some t € [0 : K], then F > (%).

Now consider a (K, F,Z,S) PDA A. Assume that the
associated RSP-LFR scheme achieves the memory-load pair
(M, R) = (MA,RA), then
H _
RZRAZI-RA (30a)

H K(N — My)

Zf'z\f—1+K(MA—1) (306)
_ HK(N-M)
TLIN-1+K(M-1)) (30c)
_ H(K —x)

0T | (30d)

where: (30a) follows from Remark 5; (30b) follows from (29);
and (30c) follows from the fact M = Ma = MAa by
Remark 5.Therefore, we proved (13).

The fact that memory pairs {(M;,R;) : t € [0 : K|}
satisfy (13) with equality can be verified trivially. Moreover,
if M = Ma = M; and R = RA = Ry, then Ma = M, and
RA = Ry, by the facts M, = M, R, = Rt and Remark 5.
Therefore, by Lemma 2, it must hold that F> ( ) Thus, by
Theorem 1, the subpacketization of the RSP- LFR scheme is
at least L(%).

VII. IMPROVED LOAD-MEMORY TRADEOFFS IN LESS
CONSTRAINED SYSTEMS

The basic idea for improving the load-memory tradeoff
in less constrained systems is that in the case the security
condition (4b) is not imposed (i.e., the constraint C does not
contain S), some redundant signals may be removed when
N < K as in [4], [5]. Notice that in such less constrained
systems, R} (M) is defined on M € [0, N].

Consider a fixed MAN-PDA A, in (11), where F = (%)
and S = (, +1> Notice that each row of A, is associated to
a subset of size ¢, i.e., for any given a € IF(]JV and [ € [L] or
h € [H], each linear combination of files Wa ;, or Wa p y is
associated to the subset 7, C [K]. For notational simplicity,
in this section, for each u € [(%)], denote

Waite = Waius Want, = Wanu 31

Moreover, each signal Y;  or 7;175 is associated to a subset
J C [K] of size t + 1, i.e., the subset J such that s =
kt+1(J). Denote

Yi.7 =Y (32)

In RP-LFR, RP-FR and R-LFR systems, the security con-
dition (4b) is not imposed. Thus, the security keys can be
dropped, i.e., instead of generating the random variables
in (16) we set

?h,J = ?h,f€1,+1(s7)'

Vis=0, Viel[L],se]lS] (33)



Therefore, with notations as in (31) and (32), by (21) and (22),
we have

Yig= Z Wa, 1,.0\5} ?’hj = Z ij)h7‘7\{j},
JjeTJ JjeT
where (Y1 7,...,Y g 7) is the MDS coded version of
(Y1,7,...,Yr 7) with generator matrix G.

A. Improved Tradeoff in RP-LFR System (Proof of Theorem 4)

In RP-LFR system, the robust correctness, user-side and
server-side privacy conditions are guarantted for all LFR
demands. Notice that, the point (0, ZX) can be achieved by
trivially transmitting the whole coded subfiles W ILN ),» to the
users for any server h € [H]. The point (M ", REY) = (N, 0)
can be achieved by trivially storing all the N files at each user.
In the following, we describe the scheme achieving the point
(M{P, REP) in (14) for each fixed ¢ € [0 : K — 1]. The lower
convex envelope of those points can be achieved by memory-
sharing technique.

Placement Phase: The cached contents of the users are
generated as in (17) according to A;, i.e., with notations as
in (31), user k € [K] caches

Ok; ==
{Whir:ne[N]le
U{We 7 LE[L],T
U{pr}.
Delivery Phase: The queries qg| are generated as
in (18). Let Z C [K] be a subset such that the vectors gz form

a maximum linear independent vector group of the vectors
qx]- Bach server h € [H] sends

XII;P - (q[K]a?h(I))a

(L], T
c [KLIT

CIK],|T|=tkeT} (34a)
|=1tk¢T} (34b)
(34¢c)

(35)
where
V(@) 2 (Vs T CKLIT|=t+1,T7N0T #0}.

Robust Correctness: For any fixed J C [K] of size
t+1, (Yi7,...,Ypgg) is the MDS coded version of
(Y1,7,...,Yr, 7) with generator matrix G. Thus with signals
from any L servers, each user can decode

Vig:lell],J CIK]|T|=t+1,T NI #0}.

Moreover, for each fixed | € [L], by the results in [5], the
signals {Y7 7} 7c(k],|7|=t+1 can be decoded from the signals
Y7} gcik), | 71=t+1,0nT0- As a result, each user k € [K]
can decode

.7 :
= {)/l,s .

(36)

€L, J CIKL|Tl=t+1}
e [L;s € [ST},

ie., all the signals in (22). By continue with the same
arguments following (22), each user can correctly decode its
demanded linear combination of the files.

User/Server-side Privacy: The proof that the scheme
guarantees the server-side and user-side privacy conditions fol-
low the same line of reasoning as in (24) and (25), respectively.

Performance: By (34), each user stores NL(% ') +
L(K 1) packets, each of size LE% , and a vector py € ]Ff]V of
length N. The needed memory size is given by

K-1 K-1
L (BOVLLEY £ L07Y)
K
ses B L(5)
t(N—-1)
P
Let rank (q[K]) be the rank of vectors qigj, i.e., the car-
dinality of Z. By (35) and (36), each server sends <t+1) -
(% ra?il( Kl)) packets, and K vectors of length N. Notice
that the worst case is rank,(q(x]) = min{N, K}, therefore,
the load is given by

M = +N)

(K—min{KN}))

e L eHB((E) - (T
Ry _BI§§+B( () +NK)
H(( ) — (i)

L(%)

Gap Result: Let Ryp, (M) be the load-memory tradeoff

achieved by the scheme in [9] in the single server case, where

user-side privacy is guaranteed for all LFR demands, which is

given by the lower convex envelope of the point (0, N) and
the following points

ar 7P RtLPU> _
(1 L) () = (™) )
(%)
where ¢ € [0 : K]|. Notice that, for the corner points with
M=0and M € {MV : t € [0: K]}, it always hold

Rup(M) = % Rup (M),

Since the corner points coincide on M, (37) hold for all M €
[0, N]. Moreover,

(37

(a) R ®) R
Rip(M) (@) Rip, (M) < ELPU(M)7 (38)

Rip(M) = Rip(M) ~ Rip, (M)
where: (a) follows from Lemma 1 and (37); and (b) follows
from the fact Ryp(M) > R;PU(M ), since the constraint
LP is stronger than the constraint LPy. Then the gap result

Rupy (M) .
7RLP an in [9, Theorem 6].

directly follows from bound for

B. Improvement in RP-FR System (Proof of Theorem 5)

In RP-FR system, the robust correctness, user-side and
server-side privacy conditions are guaranteed for all FR de-
mands. The proof of Theorem 5 follows similarly to the
proof of Theorem 4 in Section VII-A, with the following
distinctions.

Placement Phase: Instead of generating p1,...,px uni-
formly from FY, we let p1, ..., px generated uniformly from
{(21,... ,atsN)qr € Fév : Zne[N Ty =q—1}.

Performance: Since the queries qq, . .., qx are generated
as in (18) and the demands dy,...,dx € {e1,...,en}, the
queries are uniformly distributed over the N — 1 dimensional



subspace {(z1,...,2n)" € FY : 35, 1y @n = 0}. Thus, in

the worst case, rank,(qpx]) = min{K, N —1}. As a result,

the achieved memory-load pair (MFY, REP) is given by
(M{",R{") =

t(N — 1) H((tfl) B (Kﬁmiigf’]vil}))
(1+ 2 £ )

t

Gap Result: Let Rpp, (M) be the lower convex envelope
. . —FPu —FPu
of the point (0, N) and points { (M, ", R, "):te[0: K]},
where
01" R) =
K K—min{K,N—1
(1 + t(N —1) (t+1) — ( til }))
Y K )
K (%)

t

which is proved to be achievable in the single server case for
all FR demands in [9, Theorem 1]. Following the same line of
reasoning as to obtain (38), we have Rpp (M) = 2. Rpp, (M)
for all M € [0, N], and

Rep(M) _ Rrp, (M)

< Rypy (M)
Rip(M) —

Rpp(M) ~ Rpp, (M)

Then gap result directly follows from the upper bound for

ELPU(IVI) .
7R7{pU(M) in [9, Theorem 5].

C. Improvement in R-LFR System (Proof of Theorem 6)

In the R-LFR system, only the robust correctness condition
must be guaranteed for all LFR demands. As a result, in
addition to dropping the security keys (see (33)), the privacy
keys can also be dropped, i.e., set to zero. In particular,
the stored contents in (34b) and (34c) can be dropped, i.e.,
set to zero. The correctness can be easy verified by setting
P1 = ... = px = 0 and following the same line of reasoning
as in Section VII-A. The distinctions are in performance and
gap results.

Performance: In the modified scheme for R-LFR system,
only the contents in (34a) are stored. The delivered signals are
the same as in (35). Thus, the achieved memory-load pair is
given by

K K—min{K,N
(ML RL) _ (tN H((t+1) — ( t+{1 })))
to ) = ) K )
K L(%)
where ¢ € [0 : K]. The lower convex envelope of those points
can be achieved by memory-sharing.
Gap Result: Let Rp(M) be the lower convex envelope

of the points {(Mf,ﬁf) :t€[0: K]} where

K K—min{K,N
MF L tN (t+1) *( t+{1 })
( t aRt ) - ?7 K )
(%)

which is proved to be achievable in the single server case for
all FR demands in [4]. Following the same line of reasoning
as to obtain (38), we have Ry (M) = £ . Rp(M) for all
M € [0, N], and

Ru(M) _ Rp(M) < Rp(M)

RE(M) = RE(M) — Ro(M)

Then the gap result follows from the upper bound for Br(M)

. R (M)
in [36, Theorem 1].

VIII. NUMERICAL RESULTS

In Fig. 2, we plot the achievable memory-load tradeoff
under different constrains (Theorems 2, 4, 5 and 6) for the
three regimes:

a) N > Ktlbv3ke+l Vg?’KQH, see Fig. 2(a);

b) K < N < BEHEVSKEEL qee Fig, 2(b); and

c¢) N < K, see Fig. 2(c).

We choose parameters (N,K,L,H) =
(30,10, 15, 20), (25, 20, 15, 20), (10, 30, 15, 20), respectively.
From the figures, we observe:

" [~-R(M)

i —+ Ryp(M)

351 -x Ryp(M)
F -8-Ru(M)

L L
0 5 10 15 20 25 3
Memory Size M

@ (N, K, L, H) = (30,10, 15, 20)

- R(M)

3 —+ Rup(M)

30k -x= Rp (M)
! -8-Ry(M)

20 25

®) (N, K, L, H) = (25,20, 15, 20)

-6-R(M)
== Rpp(M)
x- Ryp(M)
8- Ry (M)

i s
4 MemorPsize M 8 7 8 9 !

© (N, K, L, H) = (10, 30, 15, 20)

Fig. 2: Load-memory tradeoffs for robust systems (a) N > KAltysKitl V23K2+1;
(b) K < N < KEEVSICEL () N < K.

1) For N > KHEVSKEHL (Rig 2(a)), the MAN-PDA based
scheme in the RSP-LFR system achieves the same tradeoff
as that in the RP-LFR and RP-FR systems on the interval
M € [1, N]. This is because:



i) there is no redundant signals to be removed in RP-LFR
or RP-FR;

ii) the privacy keys and security keys are stored in the
superposition form;

iii) the lower convex envelope of (0, ) and {(M;, R;) :
t € [0 : K|} are formed by connecting (0, ZX) and
(Mo, Ro), (M, Ry),...,(Mgk,Rk) sequentially. This
can be verified by letting the slope of the line connecting
(0, Z28) and (M, Ro) be no larger than the slope of
connecting (Mjy, Ry) and (M1, Ry), i.e.,

Ry— HN/L _ R;— Ry (39)
My—0 — My — My’
which indicates that N should satisfy N >
K+14v3K?41
5 .

The improved tradeoff in R-LFR system is due to the saved
memory for keys for the regime M € [1, N|, and there is no
need to guarantee privacy by sending all coded files at M =0
(i-e., the point (0, K) is achievable in R-LFR system).

2) For K < N < ZKHEVSKEEL (Rig 2(b)), similar
phenomena are observed as in the case N > KFIrv3KZHL VQP’KQH,
except that now there is slightly improvement in RP-LFR
and RP-FR systems over the RSP-LFR system in the interval
M € [1, 1+ %] This improvement comes from taking
the lower convex envelope with the additional point (0, HTN)
(observe that (39) does not hold). Notice that for the case
N > K (Fig. 2(a) and 2(b)), all the tradeoffs are proved to be
within a constant multiplicative gap of the optimal tradeoff in
their respective setups.

3) For the case N < K (Fig. 2(c)), the tradeoff in RP-
LFR and RP-FR systems significantly smaller than that in the
LSP-LFR system for small M regime, because:

i) The trivial point (M, R) = (0, ZX) can be achieved,
and thus memory-sharing the other points with this point
increases the performance.

ii) For M € {M; : t € [0 : K — NJ}, some redundant

signals are removed in RP-LFR and RP-FR, similarly

to [4], [5].
In this case, due to the use of security keys in the RSP-LFR
system, the counterpart of redundant signals in RP-LFR and
RP-FR system can not be obtained from the counterpart of
the transmitted signals. Notice that, the tradeoff in RP-FR
is slightly better than that in the RP-LFR system, since the
number of removed redundant signals in RP-FR system is

(K ;1_\/1+1)’ which is larger than that in the RP-LFR system
(Ii_ﬁv ) The improvement in the R-LFR system over RP-

LFR/RP-FR systems comes from the saved memory size for
privacy keys.

IX. CONCLUSION

A PDA-based key superposition RSP-LFR scheme is pro-
posed for MDS distributed storage systems that simultaneously
guarantees content security against a wiretapper having access
to the delivery signals and demand privacy against both servers
and colluding users. The load-memory tradeoff turns out to
be the single-server one scaled by the inverse of the rate
of the MDS code in order to guarantee robustness against

link/server failures. The performance of MAN-PDA-based
RSP-LFR scheme is showed to be to within a multiplicative
gap of at most eight from optimal in all regimes, except for
small memory regime with less files than users. Moreover, in
three less restrictive systems without the security constraint
(i.e., RP-LFR, RP-FR, and R-LFR systems), some redundant
signals can be removed to further improve the load-memory
tradeoff, which are proved to be within a constant multiplica-
tive gap of the optimal tradeoff in their respective setups.
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