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Dynamic rupture models are physics-based simulations that couple fracture mechanics
to wave propagation and are used to explain specific earthquake observations or to
generate a suite of predictions to understand the influence of frictional, geometrical,
stress, and material parameters. These simulations can model single earthquakes or
multiple earthquake cycles. The objective of this article is to provide a self-contained
and practical guide for students starting in the field of earthquake dynamics. Senior
researchers who are interested in learning the first-order constraints and general
approaches to dynamic rupture problems will also benefit. We believe this guide is
timely given the recent growth of computational resources and the range of sophisti-
cated modeling software that are now available. We start with a succinct discussion of
the essential physics of earthquake rupture propagation and walk the reader through
the main concepts in dynamic rupture model design. We briefly touch on fully dynamic
earthquake cycle models but leave the details of this topic for other publications. We
also highlight examples throughout that demonstrate the use of dynamic rupture mod-
els to investigate various aspects of the faulting process.

Introduction
Why do we model earthquakes? Seismology began as an obser-
vational science that strove to link the recordings of elastic
waves at Earth’s surface to physical processes occurring within
the interior (Ben-Menahem, 1995). The conceptional frame-
work established by Reid (1911) related earthquakes and the
seismic waves they produce to slip along fractures in Earth’s
lithosphere. Modeling the earthquake rupture process from
nucleation to arrest can help us reconcile different hypotheses
for how earthquakes release energy and impact hazard. But our
ability to use earthquake models is dependent on how we think
about the physics of fault rupture and the quality of geologic
and geophysical observations used to design the models.

To infer the conditions responsible for generating seismic
waves, a formal mathematical description of the source is
needed. Some of the first earthquake models treated a slipping
fault as a point in space (point-source models; Nakano, 1923;
Pujol and Herrmann, 1990); provided that observations are
made at hypocentral distances much larger than the fault
dimensions, this approximation has remained valid. Point-
source models show the equivalency between shear fracture
dislocation (i.e., across a fault plane) and the double couple
body forces that exist on either side of the dislocation surface
(Burridge and Knopoff, 1964). Over time, theoretical models
increased in sophistication to allow seismic energy radiation
over a finite region on a fault plane (kinematic, finite-source
models; Ben-Menahem, 1961, 1962; Haskell, 1964). Although

the finiteness of rupture was represented, several assumptions
had to be made about the source such as rupture area and
geometry (i.e., rectangular, circular), slip history, or a constant
rupture speed. Such simplified assumptions about the source
are still common in static stress drop analysis (Madariaga and
Ruiz, 2016). Modern kinematic rupture models now use non-
planar fault geometry and variable slip and rupture speed;
these are routine in finite-fault inversions to rapidly produce
first-order details of an earthquake (Ji et al., 2002).

A major breakthrough in earthquake source modeling was in
specifying the stresses (normal and shear) along the fault together
with a friction model, fully describing how the fault stresses and
strengths evolved with time and slip (e.g., Kostrov, 1964, 1975;
Andrews, 1976a,b; Madariaga, 1976). On-fault stress and fric-
tional strength distinguish dynamic from static and kinematic
rupture models—the outcome of the earthquake is not predeter-
mined and the boundary conditions on the fault give rise to a
highly nonlinear physics problem, even when fault geometry
or stress and strength distributions are relatively simple
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(Fig. 1). There are different types of dynamic rupture models, as
well: quasi-dynamic rupture models prescribe stress and fric-
tional conditions on the fault, but approximate wave propagation
by ignoring inertia and using a damping term in the equation of
motion (e.g., Rice, 1993; Thomas et al., 2014) whereas fully
dynamic rupture models can generate the whole wavefield by
including inertia (e.g., Day, 1982). Seismic waves (body and sur-
face waves) can promote local weakening of the fault and modify
the rupture speed. Fully dynamic rupture models may simulate a
single earthquake (hereafter referred to as dynamic rupture mod-
els) or multiple sequences of earthquakes (hereafter referred to as
fully dynamic earthquake cycle models). Given the myriad
approaches and assumptions inherent to dynamic earthquake
modeling, some guidance is needed to clarify differences and
highlight commonalities between approaches.

This article is timely because, over the last decade, significant
advances in computational hardware and software have made
the field of dynamic earthquake rupture modeling flourish.
But to effectively use these numerical tools, a focused under-
standing of the essential physics and methodologies that

underpins them must be pro-
cured. Furthermore, because
rupture modeling adopts tech-
niques from several fields (i.e.,
fracture mechanics, seismology,
computer science, applied
math), it can seem overwhelm-
ing for students who are starting
out to select, compile, and
become proficient in a specific
code in addition to addressing
their research questions in
earthquake science. We build
off the seminal work of
Andrews (1976a,b), Day (1982),
Madariaga and Olsen (2002),
and others, who introduced
generations of researchers to
dynamic rupture models. We
hope to centralize information
scattered across multiple texts
(e.g., Freund, 1990; Aki and
Richards, 2002; Udías et al.,
2014; Igel, 2017) and link
together the most essential con-
cepts every dynamic rupture
modeler should be aware of.
We include in this guide a
nomenclature of common
terms used in dynamic rupture
models (Table 1), an abridged
set of scientific problems
dynamic rupture models are

poised to address now, as well as an example problem to illus-
trate the rupture-model design principles we present.

Dynamic Rupture Model Design
What do you want to use your dynamic rupture
model for?
Dynamic rupture models are excellent tools to explore poten-
tial source conditions (e.g., fault friction, stress, or geometrical
complexity) that contribute to seismic, geodetic, or geologic
observations (e.g., acceleration spectra, off-fault deformation,
and slip patterns). Or, in the absence of observations, these
models can be used to generate a suite of scenarios to test
hypotheses that govern key rupture features (e.g., rupture
speed, rupture extent, and surface deformation). The latter
application of dynamic rupture models is referred to as a
parameter study. Both approaches can leverage experimental
and geologic results to inform model initial and boundary con-
ditions such as fault zone structure or friction coefficients
(Fig. 1) that can be modeled in 1D, 2D, or 3D. But no matter
the application, it is crucial to consider the dimensionality of
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Figure 1. Generalized flowchart of how fully dynamic rupture models are constructed. We highlight
two steps in model design: scientific problem formulation and available model constraints (with
appropriate datasets). Color-coded words and phrases located outside of boxes are particularly
important model inputs or outputs. The color version of this figure is available only in the electronic
edition.
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your simulation, which numerical methods are best suited for
the problem of interest, and what observational and/or labo-
ratory constraints on dynamic rupture parameters are avail-
able. We will discuss these aspects in the upcoming sections.

Establishing the dimensions of the problem
Dynamic rupture models adopt conventions from fracture
mechanics for a specific type of crack mode. Two-dimensional
dynamic rupture models consider mode II (in-plane rupture) or
mode III (antiplane rupture) fault geometries that are well suited
to study simple strike-slip or dip-slip fault configurations in
parameter studies (Fig. 2). In mode II rupture, there are two
degrees of freedom that lead to SV- and P-wave generation,
whereas mode III rupture can only generate SH waves in homo-
geneous media. The mode I fracture represents a tensile crack,
and whereas not typically investigated with dynamic rupture
models, point-source models can account for fault-normal
opening by separating the earthquake moment tensor into dila-
tational, double-couple, and compensated linear vector dipole
components (Knopoff and Randall, 1970). Experimental data
show fault opening is possible when the fault becomes dynami-
cally unclamped near the free surface, which indicates this
mechanism can occur during earthquake slip (Anooshehpoor
and Brune, 1994; Gabuchian et al., 2017; Fig. 2).

Three-dimensional dynamic rupture models account for
both along-strike and along-dip rupture propagation (mode
II and III; Fig. 2). Given the higher level of difficulty in simu-
lation setup and the increased number of degrees of freedom, 3D
simulations are sometimes not the first choice to run parameter
studies, exceptions being for simple fault and free-surface geom-
etries (e.g., Day, 1982; Harris and Day, 1999; Lapusta et al., 2000;
Harris et al., 2002) or codes with highly optimized, parallel
architectures (e.g., FD3D_TSN; Premus et al., 2020). Three-
dimensional dynamic rupture simulations can be particularly
useful tools to incorporate variable fault and rock property con-
ditions (Harris et al., 2021) and to reproduce ground motions of
well-recorded earthquakes (e.g., 1992 Landers earthquake;
Wollherr et al., 2019; 2019 Ridgecrest earthquake sequence;
Lozos and Harris, 2020; Zhang et al., 2021).

Choosing a numerical method and setting
boundary conditions
Dynamic rupture problems can involve heterogeneities at all
scales, rendering a closed-form and analytical solution impos-
sible in almost all cases. To solve the nonlinear boundary con-
ditions on the fault coupled to elastodynamic wave propagation,
advanced numerical techniques are required. We mention an
abridged subset of dynamic rupture codes that implement the

TABLE 1
Nomenclature: Common Terms Used in Dynamic Rupture Models

Term Definition

Cohesive zone (Λ) An area behind the rupture front where fault strengths decrease from their static to dynamic level—a fundamental length scale
in dynamic rupture models.

Cracklike rupture A rupture model in which the rise time is comparable to the total rupture duration.

Critical slip distance (Dc ) The slip needed for fault strength to drop from static level to dynamic level.

Cutoff velocity (V c) A critical velocity scale in velocity-weakening friction laws that controls the steady-state frictional behavior.

Dynamic fault strength The fault strength during slip. It is the product of effective normal stress and the dynamic friction
coefficient:σd � σeffn × μdynamic.

Dynamic stress drop (Δσd ) The difference in shear stress before and during an earthquake.

Effective normal stress The difference between lithostatic stress and pore pressure (p) operating on a fault: σeffn � σn − p.

Fracture energy (EG) The energy needed to grow a propagating shear crack. If the slip-weakening friction law is used, this energy is,
EG � 1=2 × �σs − σd� × Dc .

Pulselike rupture A rupture model in which the rise time is much shorter than the total rupture duration.

Rise time The time it takes for a point on the fault to reach its largest value. Not necessarily equal to the duration of rupture.

Slip The relative displacement at a given location on the fault.

Static fault strength The fault strength right before it starts moving; it is the product of the effective normal stress and the static friction coefficient:
σs � σeffn × μstatic.

Static stress drop (Δσs) The difference in shear stress before and after an earthquake. Its spatial average over the area of the fault that slipped (A) is
given by, Δσs ≅ Δσs � 1

A

R
ΔσsdA

Strength drop (strength
excess)

The difference between static strength and dynamic strength.
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finite-difference (AWP-ODC; Roten et al., 2016), finite-element
(FaultMod; Barall, 2009), spectral-element (SEM2DPACK;
Ampuero, 2009), or discontinuous Galerkin (SeisSol; De La
Puente et al., 2009) methods. Madariaga and Olsen (2002)
and Day et al. (2005) extensively discussed the boundary integral
element and finite-difference methods. Dynamic cycle models
tend to incorporate the boundary element (FDRA; Segall and
Bradley, 2012) or finite-difference (FDCycle; Erickson and
Dunham, 2014) methods. There are also recently developed
hybrid models for dynamic and cycle frameworks, which

combine finite-element and spectral boundary integral methods
in 2D (Ma et al., 2019) and 3D (Albertini et al., 2021). We refer
the reader to table 1 in Harris et al. (2018) and table 2 in Erickson
et al. (2020) for a more comprehensive list of fully dynamic
earthquake rupture and earthquake cycle codes, respectively.
A suite of numerical benchmarks was conducted by the
Southern California Earthquake Center (SCEC) that compare
and verify the performance of many codes on simple to complex
on-fault conditions (Harris et al., 2009, 2011, 2018; Erickson
et al., 2020). For in-depth introduction to some numerical tech-
niques in the aforementioned studies, see Igel (2017).

The numerical method and mesh element shape can place
limitations on the dynamic rupture problem of interest.
Certain methods, such as finite difference or pseudospectral
methods, use the so-called strong-form of the set of partial dif-
ferential equations. On the other hand, methods such as the
finite element, spectral element, or variations of them involving
discontinuous Galerkin methods, use the “weak-form,” or the
integral form of the differential equation. Although both can be
proven to be mathematically equivalent, one of the major
advantages of using the “weak-form” is that it implicitly
accommodates the Neumann boundary conditions (traction-
free boundary at the Earth’s free surface in this case), therefore
only requiring the additional Dirichlet boundary conditions to
be implemented (e.g., fixed displacement at a remote boun-
dary). In addition, it requires a “weaker” continuity of the dis-
placement variable (i.e., a lower order derivative on the
displacement variable), making it easier to accommodate more
complicated meshes. The choice of meshing can have impor-
tant implications for the trade-offs between numerical com-
plexity of solving the differential equation and incorporation
of more realistic features in a model. Certain finite-difference
or pseudospectral methods can only handle planar fault geom-
etries (the fault plane has a constant dip) because the meshing
options are limited when using the strong-form of the differ-
ential equation (e.g., Dalguer and Day, 2007). In other cases,
one may want to assess how realistic topography impacts
strong ground motion, which is a challenge for finite difference
methods because of the traction-free boundary condition that
must be honored at the Earth’s free surface. Finite (and high-
order) element methods are well suited for calculations that
involve topography because when the wave equation is cast
in its weak-form, the traction-free boundary requirement is
implicitly satisfied (Durran, 1999).

We observe that most dynamic rupture models do not incor-
porate the gravitational response of the material volume during
coseismic rupture, and this means the model-predicted free-sur-
face deformation field is calculated according to a mathematical
formalism introduced by Okada (1985). However, there is
exciting progress in coupling the response of gravity to both
dynamic rupture and tsunami excitation for 2D and 3D prob-
lems (Lotto and Dunham, 2015; Krenz et al., 2021; Wilson and
Ma, 2021).
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Figure 2. Rupture-model geometries with examples. (a) Mode II
component of rupture. (b) Mode III component of rupture.
(c) Mode I and (d) 3D dynamic rupture model that includes a
mixture of mode II and III. Examples of rupture-model geometries
and finite-element meshes are adapted from the following
sources: Harris and Day (1993), Gabuchian et al. (2017), Ramos
and Huang (2019), Ulrich et al. (2019), and Thakur et al., (2020).
Bold red lines signify the dynamic fault boundary. The color
version of this figure is available only in the electronic edition.
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On-fault boundary and initial conditions
As mentioned earlier, one of the greatest strengths of dynamic
models is their ability to couple frictional material failure to elas-
tic wave propagation. The on-fault boundary conditions involve
relating traction (or stress projected onto the fault surface), dis-
placement, and friction across a discontinuous fault boundary
through time (Madariaga and Olsen, 2002). In many cases, there
are high frequencies excited near the fault boundary that cannot
be resolved by even small mesh elements and these map to
numerical artifacts. Assigning a small layer of Kelvin–Voigt ele-
ments at which elastic strain can be recast to depend on a vis-
cosity timescale is one way to damp these high frequencies (Day
and Ely, 2002). In addition, rupture propagation involves a com-
plex wavefield near the rupture front that must be resolved with
relatively small elements adjacent to the fault, not just at the fault
surface (e.g., Barall, 2009). Typical initial conditions on the fault
include slip rate and displacement being set equal to zero. Initial
fault stress, strength, and friction values at every mesh element
are also chosen accordingly (see the Choice of Friction Law—
How Slip Locally Evolves on the Fault through Time and the
Establishing Constraints on Fault Strength and Stress sections).

Off-fault boundary conditions
Boundary conditions outside of the fault include absorbing and
reflecting conditions. Absorbing boundaries permit elastic waves
to become diminished as they encounter a particular region
of the model domain. They may be implemented as perfectly
matched layers (Komatitsch and Tromp, 2003), which effec-
tively nullifies all reflection coefficients for incoming waves at
any angle of incidence, or as a vanishing flux condition that per-
mits waves to leave the model domain without reflection (Käser
and Dumbser, 2006). In addition to the absorbing boundary
condition, mesh coarsening toward the boundary itself (increas-
ing mesh element size) is often implemented to attenuate higher
wave frequencies as they pass through the larger elements.

A reflecting boundary condition is especially important to
guarantee in models that include the Earth’s free surface.
Some energy from seismic waves propagating from the source
are reflected at the free surface because air particles cannot exert
shear stresses back onto the domain: this is physically satisfied by
setting these stresses equal to zero. Also, the very existence of
seismic surface waves (i.e., Rayleigh) is due to a traction-free
region at the surface. The atmosphere does exert a small normal
stress back onto Earth’s surface as well, and this can become sig-
nificant due to the overburden of the water column in the ocean.
To implement this condition numerically, finite-differencemeth-
ods have relied on stress imaging or vacuum formalism
approaches, which prescribe antisymmetric stress tensor compo-
nents or zero elastic moduli above the free surface, respectively
(Moczo et al., 2014). On the other hand, finite-element and spec-
tral-element methods implicitly satisfy the traction-free condi-
tion because when the integral of the spatial part of the wave
equation is taken at the domain boundaries, the resultant

integration limits at the free surface are set to zero. A well-known
method to verify reflecting boundary conditions is to numerically
solve Lamb’s problem (Lamb, 1904), which has an analytical
solution to compare to. Lamb’s problem consists of a vertical
force excitation at the free-surface recorded at a synthetic seis-
mogram receiver some distance away from the source in a
homogeneous, isotropic, and linearly elastic half-space.

Ensuring numerical convergence
If a heterogeneous velocity model is used, the lowest shear-wave
speed (and corresponding smallest wavelength) will typically
determine the maximum element mesh size required to resolve
that wavelength. The element mesh size (and shape) can also
impact the details of the constitutive fault friction law (see the
Choice of Friction Law—How Slip Locally Evolves on the
Fault through Time section), the fault and free-surface geom-
etries, and how the earthquake is allowed to start (nucleation;
see the Nucleation—Making Your Earthquake Go section). To
generate realistic free-surface geometries from topography or
bathymetry data sets using finite elements, knowledge of
advanced meshing software is required. Open-source or com-
mercially available meshing software include Gmsh (Geuzaine
and Remacle, 2009), Cubit (Cubit Coreform, 2020), or
Simetrix (SIMetrix Simulator Reference Manual, 2016). But
mesh design can be a laborious process and is dependent on
the specific numerical method employed in the rupture modeling
code. In fact, building a high-quality mesh can often take as
much—if not more—time than running a parameter space
study. It is encouraged to build simpler examples before incor-
porating nonplanar fault and free-surface geometries from
scratch.

A key parameter that must be resolved during dynamic rup-
ture propagation is the cohesive zone width (Λ; Day et al., 2005).
The cohesive zone is the region behind the rupture front where
fault strengths decrease from their static to dynamic level.Λ rep-
resents a fundamental length scale in dynamic rupture problems
in which slip rate and stress can vary significantly; it may be
visualized or measured from a plot of slip rate as a function
of position on the fault at a particular time step. Depending
on the type of friction law used, we can analytically derive an
estimate for the size of this cohesive zone using energy balance
and linear stability analysis from dynamic fracture mechanics
(Rubin and Ampuero, 2005; Ampuero and Rubin, 2008). The
following equation gives the general form of the cohesive zone
width at zero speed (initiation of rupture) when using a linear
slip-weakening friction law (Day et al., 2005):

EQ-TARGET;temp:intralink-;df1;320;145Λ � C1

C2

�
GDc

Δσd

�
2
�

1

1� L20
L2

�
−1
; �1�

in which the Ci terms are constants, G is the shear modulus,
Dc is the critical slip distance, Δσd is the dynamic stress drop,
and L0 is the critical half-crack length (a necessary length for
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nucleation of mode II or mode III cracks from energy balance
considerations); see Table 1 for definitions of Dc and Δσd .
In general, Λ shrinks as rupture-front speed accelerates away
from where the earthquake is nucleated because it undergoes
Lorentz contraction. It is recommended that in the presence
of other heterogeneous properties, one should strive to resolve
the median cohesive zone width (see section 6 in Day et al.,
2005, or section 4.2 in Wollherr et al., 2018). The minimum
number of points in a mesh element needed to span Λ for a
well-resolved dynamic rupture model changes according to
numerical method and medium properties, and resolving the
cohesive zone based on these theoretical estimates may not
be optimal for more complicated problems. For instance, if
spontaneous dynamic rupture is modeled with a second-order
finite-difference or boundary integral method within a homo-
geneous and linearly elastic medium, then only five points
are required (Day et al., 2005). If an arbitrary high-order deriva-
tive-discontinuous Galerkin (with subelement point resolution)
is used with heterogeneous stress, then as few as one to two
points are needed if a high polynomial order (≥6) is used for
the orthogonal basis functions, which interpolate solutions
between discrete elements (Wollherr et al., 2018).

One method to ensure that a dynamic rupture simulation
converges well is to run simulations with decreasing on-fault
mesh element size and compare, for example, the root-mean-
square difference of rupture-time arrival as a function of element
size (e.g., appendix A of Huang and Ampuero, 2011). Kinematic
features of the rupture (e.g., final slip, surface deformation, and
slip rate) can be generally compared for meshes of decreasing
element sizes as a function of time or space to assess how sol-
ution sensitivity varies. We also observe that one should run a
simulation long enough for seismic waves to reach the absorbing
boundaries of the model domain such that the dynamic wave-
field is no longer interacting with the fault.

Choice of friction law—how slip locally evolves
on the fault through time
Frictional strength keeps two sides of rock along a fault in place
before an earthquake happens. During dynamic rupture, fric-
tion can depend on myriad factors, the most important are
thought to be slip, slip rate, and contact time (Daub and
Carlson, 2010). Two common friction laws used in modeling
coseismic rupture include the slip-weakening and velocity-
weakening formulations.

In the slip-weakening friction law, the dynamic friction
coefficient (μd) only depends on slip and is characterized by
the slip-weakening critical distance (Dc), which also controls
the amount of fracture energy available to grow the earthquake
(Ida, 1972; Palmer and Rice, 1973; Andrews, 1976b):

EQ-TARGET;temp:intralink-;df2;41;106μ �
�
μs − �μs − μd� × D

Dc
; D ≤ Dc

μd ; D > Dc
: �2�

The previous equation describes this friction law in which D
is the local fault slip and μs is the static friction coefficient. In the
slip-weakening framework, the relative difference between μd
and μs determines if the earthquake has the necessary energy
to propagate (Fig. 3a). Specifically, if μd < μs, there is a finite
drop in fault strength, and this behavior is called slip weakening;
if μd � μs, there is no energy to grow the propagating shear
crack; finally, if μd > μs, then there is a deficit in the available
work to advance rupture, which is termed slip strengthening.
The last case can be used to arrest rupture or to roughly mimic
velocity-strengthening behavior (see the following discussion). It
therefore makes physical sense for earthquakes to nucleate
(Rock Material Properties (Velocity Models and Rheology) sec-
tion) within the “weakening” frictional regions of the fault.

Fracture energy is the energy that must be overcome on the
fault to grow the propagating shear crack and can be calculated
as half the product of the strength drop (Nucleation—Making
Your Earthquake Go section) and Dc in the linear slip-weaken-
ing friction law (Fig. 3a; Table 1). Typical values of Dc range
from 0.1 to 2 m. The influence of increasing Dc is to increase
the fracture energy and thus decrease the rupture speed for the
same stress and frictional conditions because the ratio between
radiated energy to fracture energy is smaller. Because there is a
strong trade-off in fault strength drop (see the Establishing
Constraints on Fault Strength and Stress section) and fracture
energy, Dc cannot be uniquely constrained in most cases
through seismic inversion techniques (Guatteri and Spudich,
2000). But the fracture energy can be exactly calculated in
dynamic rupture models (Andrews, 1976b) and sometimes be
estimated with seismic recordings assuming an energy balance
model for the earthquake (e.g., Abercrombie and Rice, 2005).

Velocity-weakening laws (also termed strongly velocity-
weakening) capture the general observation that fault friction
is inversely proportional to slip rate during an earthquake
(Cochard and Madariaga, 1994; Ampuero and Ben-Zion,
2008; Fig. 3b). Velocity weakening friction laws are typically
regularized by a cutoff velocity (Vc), which influences the direct
and evolution effects of this friction law (a and b, respectively):

EQ-TARGET;temp:intralink-;df3;308;249μd � μs � a
V

V � Vc
− b

θ

θ� Vc
: �3�

Here, V is the fault slip rate, and θ is a state variable likened
to the contact duration between asperities (locked patches) on
the fault. Typical ranges for a and b in equation (3) span 0.001–
0.1 (Ampuero and Ben-Zion, 2008; Kozdon and Dunham,
2013). Similar to the slip-weakening framework, the relative
difference in these parameters (a−b) controls when the fault
exhibits velocity-weakening (a−b < 0), neutral (a−b = 0), or
strengthening (a−b > 0) frictional behaviors. Vc can be inter-
preted as the speed of fault slip near the initiation of rupture
and laboratory models show that it may range from 0.05 to
2 m/s (Beeler et al., 2008). The main difference between
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slip-weakening and velocity-weakening friction laws is that the
latter allows for the fault to heal (i.e., the slip rate behind the
rupture front approaches zero in the model; Fig. 3) and thus
tends to generate pulse-like rupture characteristics (Heaton,
1990) whereas the slip-weakening friction law favors crack-like
propagation (i.e., a nonzero slip rate extends relatively far
behind the rupture front). Slip-weakening friction laws can still
generate pulselike slip-rate functions if barriers exist along the
fault such as increased dynamic friction, low shear stress, or
additional heterogeneities like a low seismic velocity fault zone.
In the limit of increasing slip-rate amplitude, θ-dependent fric-
tion laws can begin to approximate slip-weakening behavior
(Okubo and Dieterich, 1984; Cocco and Bizzarri, 2002;
Dieterich, 2007; Ryan and Oglesby, 2014).

There are more complex friction laws that take into account
thermal weakening and pore fluid pressurization (Andrews,
2002; Noda et al., 2009) or even flash heating (Beeler et al.,
2008); these can be invoked in a dynamic rupture simulation
if the problem warrants this type of physics (i.e., the potential
of induced seismicity near georeservoirs; Mai et al., 2021).
The choice of friction law can impact simulation results in sev-
eral ways including the predominance of cracklike versus pulse-
like rupture propagation style (Gabriel et al., 2012) or how
rupture evolves over irregular fault geometry along-strike and
along-dip (Ryan and Oglesby, 2014, 2017; Luo and Duan,

2018). Sometimes, one friction
law is preferred over another
because simpler models can fit
the observations satisfactorily
and do not require multiple
(and unconstrained) Earth
parameters.

Establishing constraints
on fault strength and
stress
The normal stress and fric-
tional coefficients (static and
dynamic) set the relative fault
strengths. The effect of pore
pressure in the earth is often
folded into the normal stress
by subtracting a gradient from
the depth-dependent litho-
static stress, termed the effec-
tive normal stress. Effective
normal stress can be con-
strained from information
about the greatest and least
principal stresses (e.g., Aochi
and Fukuyama, 2002) or by
assuming a constant pore pres-
sure gradient (e.g., 27 MPa/km;

Rice, 1992). Many dynamic rupture models set the effective
normal stress equal to a constant amplitude of ∼50 MPa at
seismogenic depths of interest (∼5 < z < 20 km), which is born
from the high pore pressure assumption present in mature
fault zones (Rice, 1992). μs is typically assumed to be near
0.6, to be consistent with Byerlee’s law (Byerlee, 1978), and
μd is sometimes inferred from lab experiments that shear rock
at slip rates comparable to coseismic values (e.g., Di Toro et al.,
2011), or from dynamic friction levels obtained for rocks col-
lected at or near Earth’s surface (e.g., Harris et al., 2021, who
used information from Morrow et al., 2010 and Moore et al.,
2016). The product of effective normal stress and μs is termed
the static fault strength and the product of effective normal
stress, and μd is termed the dynamic fault strength (Table 1).

Initial shear stress is one of the more difficult parameters to
estimate in a dynamic rupture model. But its amplitude is crucial
in determining the dynamic stress drop (Δσd), which is defined
as the shear stress minus the dynamic fault strength—this
parameter essentially gives how much total energy is available
to consume on the fault, influencing how large the modeled
earthquake may become. Strategies for setting the initial shear
stress on faults can include assuming a constant regional stress
field, then projecting this field onto a fault of variable strike,
leading to a heterogeneous distribution (e.g., Pelties et al.,
2012). If the azimuth of maximum horizontal compressive

(a) (b)

Figure 3. Comparison between the (a) linear slip-weakening and (b) velocity-weakening friction
laws used in dynamic rupture models. The top row shows how the friction coefficient evolves
during rapid sliding in an earthquake, pictorially relating the parameters in equations (2) and (3).
The bottom row shows the explicit dependence of stress on slip or slip velocity. The shaded region
(Gc) denotes the fracture energy. These plots are inspired by figures appearing in Zhang et al.
(2003) and Marone and Saffer (2007). The color version of this figure is available only in the
electronic edition.
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stress, principal stress components, orientation of the intermedi-
ate principal stress field, and seismogenic depth can be con-
strained, then the relative prestress ratio can be estimated
(e.g., Methods section in Ulrich et al., 2019). Other methods
use fault slip distributions derived from kinematic inversion
(e.g., Olsen et al., 1997; Ripperger and Mai, 2004) or slip deficit
estimated from geodetic methods (e.g., Hok et al., 2011; Yang
et al., 2019; Ramos et al., 2021) to constrain initial shear stress. If
kinematic slip distributions are used to constrain shear stress,
the expected stress change from the imposed slip is first calcu-
lated and then added to dynamic fault strength—this reflects
complete stress drop from the last earthquake and assumes
stress accumulates approximately linearly during the interseis-
mic period (e.g., Yang et al., 2019; Ramos et al., 2021). An alter-
native approach considers nonlinear stress accumulation
between large earthquakes through coupling of long-term geo-
dynamic models to dynamic rupture models, setting the initial
stress conditions informed by multiple tectonic cycles (van Zelst
et al., 2019). Such coupled models are now being used for phys-
ics-based tsunami hazard assessment (e.g., Madden et al., 2020;
Aniko Wirp et al., 2021). And still others have prescribed sto-
chastic shear stress distributions on faults to capture variability
in the true state of tectonic loading on a fault (Oglesby and Day,
2002; Guatteri et al., 2003; Andrews and Ma, 2016), some with
an aim to produce higher frequency (≥1 Hz) ground motions.
Another interesting perspective to constrain the nature of stress
release is through dynamic rupture inversion. These types of
models seek to untangle the coupling of fault stress, strength
and friction law parameters through nonlinear (Bayesian) inver-
sion and, although difficult, have shown promise to estimate the
stress drop, static fault strength, and friction drop in subduction
zone (Herrera et al., 2017) or intracontinental (Gallovič et al.,
2019, 2020) tectonic environments.

It is well known that natural faults are not planar objects
with uniform dip—they have micro- to macro-scale complex-
ities (10−9–103 m) that can be described as self-similar fractals
(Anderson, 1951; Power and Tullis, 1991; Candela et al.,
2012). This nonplanarity can be described as “roughness”
in dynamic rupture models and is prescribed in two general
ways: (1) extreme heterogeneity in the normal and shear
stress amplitudes that is expected from a nonplanar fault sur-
face, or (2) by explicitly modeling geometrical complexity into
the finite-element mesh surface representing the fault plane.
Two-dimensional dynamic rupture models demonstrated that
a root-mean-square stress perturbation (of the shear or normal
stress amplitudes) that is inversely proportional to the smallest
spatial wavelength can generate acceleration spectra that are
consistent with ground-motion models (Dunham et al., 2011;
Fang and Dunham, 2013; and mathematical details therein).
Geometrical fault roughness may lead to bursts of supershear
rupture (see the Nucleation—Making Your Earthquake Go sec-
tion) that are not observed on geometrically planar fault models
(i.e., Bruhat et al., 2016). Accounting for the influence of

roughness may add a dimension of geologic realness to a sim-
ulation because numerous field and experimental analyses show
how fault-plane geometry affects stress (e.g., Brodsky et al.,
2020), and the finiteness of fault zones in general (e.g., Rowe
et al., 2013). We observe that roughness in dynamic rupture
models is computationally demanding—a way to ameliorate this
is to capture the statistically relevant features of roughness and
use kinematic rupture models that are informed by the dynamic
ones (e.g., Savran and Olsen, 2020).

Nucleation—making your earthquake go
How does an earthquake start? Geophysical studies of the
nucleation process suggest two conceptual models: large earth-
quakes can be triggered by random interactions of stress
release from smaller earthquakes or a gradual, deterministic
buildup of stress driven by transient slow slip (Gomberg,
2018). In dynamic models, the nucleation process has justifi-
cation from fracture mechanics (specifically, the balance
between energy release rate and fracture energy that deter-
mines a critical instability length), but is otherwise a numerical
parlor trick. The goal is to guard against overly harsh nucle-
ation (i.e., excessive imposed shear stress, critical fracture
length, or rupture velocity) as this will contaminate the rest
of the modeled earthquake and bias results (Galis et al., 2015).

There are two general nucleation approaches for dynamic
rupture models: the time-weakening (TW; Andrews, 1985)
or overstressed patch (Kanamori, 1981) method. Both
approaches recognize a finite length scale in which the earth-
quake may start with a specified shear stress level. In TW, an
imposed rupture velocity is prescribed over a short timescale at
a critical half-crack length (2D dynamic problems; Andrews,
1976a) or a critical radius (3D dynamic rupture problems;
Day, 1982). The critical length scale is inversely proportional
to the dynamic stress drop for both TW variations. This makes
intuitive sense as larger dynamic stress drop means a higher
amount of initial shear stress. The imposed rupture velocity
is typically chosen to be ∼75% of the Rayleigh-wave speed
(Bizzarri, 2010). The overstressed patch differs in the respect
that it does not prescribe a temporal component or imposed
rupture velocity: the initial shear stress is made to be slightly
above the static fault strength (∼0.5% of the strength; Galis
et al., 2015), meaning that the fault fails instantaneously at
the start of the simulation. This perspective draws from the
asperity model of earthquakes in which a localized, high stress
instability is enough to cause wholesale failure of the fault. For
ruptures using a slip-weakening friction law, parameter studies
have rigorously explored and contrasted the relationships
between stress level and asperity area in 2D and 3D geometries
(Galis et al., 2015; and references therein).

Once nucleation ceases, the competition between relative
fault stress levels and the friction law ultimately controls
how the earthquake evolves. On that note, an important
parameter to consider (even before running a simulation) is
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the S-ratio, defined as S � �σs − σo�=Δσd (Andrews, 1976b;
Das and Aki, 1977), in which σs is the static fault strength
and σo is the initial shear stress. If S < 1.77 (in 2D homo-
geneous, linearly elastic media) or S < 1.19 (in 3D media), a
special rupture speed termed supershear can occur, which is
an emergent rupture front that travels above the S-wave veloc-
ity (Andrews, 1985; Dunham, 2007). This feature was first
inferred from the 1979 M 6.6 Imperial Valley earthquake
(Archuleta, 1984). Most observations of earthquake rupture
speed suggest faults unzip at sub-Rayleigh velocities, making
supershear ruptures unique and responsible for stronger,
pulselike ground motions close to the fault. Supershear is less
observed for dip-slip faults (e.g., subduction zone megathrusts)
but has been observed at strike-slip faults under some condi-
tions (Bouchon and Vallée, 2003; Weng and Ampuero, 2020).

Rock material properties (velocity models and
rheology)
The structure of Earth’s lithosphere is heterogeneous across all
measured spatial scales. Plate tectonics and surface processes
have generated a plethora of rock lithologies that have different
elastic moduli, setting the speed limits of seismic body and
surface waves. There are a few 3D velocity models of the rock
properties that can be used in dynamic rupture models (SCEC
community velocity model; Small et al., 2017; Cascadia velocity
model; Stephenson et al., 2017), but unfortunately, such
detailed knowledge is generally unavailable near major faults
in less economically advantaged countries (despite a clear seis-
mic risk). Why should you consider the rock properties sur-
rounding a fault? If you have accurate information on
seismic wave speeds, then dynamic models can be used to gen-
erate synthetic recordings of strong ground shaking or to probe
specific path and source effects that could contribute to obser-
vations. Even in 2D dynamic rupture problems that incorpo-
rate a 1D velocity structure, both shallow and deep rock
properties can play a role in the frequency content of earth-
quake rupture (Huang, 2021; Yin and Denolle, 2021). On
the other hand, assuming a homogeneous velocity structure
is advantageous if you want to assess the role of other param-
eters like topography on your dynamic rupture problem (e.g.,
Kyriakopoulos et al., 2021).

Besides the velocity structure, choosing a nonelastic rheology
of the host rock can dramatically influence dynamic wavefield
interactions and change the earthquake characteristics. Dynamic
rupture models that invoke a plastic material behavior immedi-
ately outside the fault zone (off-fault) can explain the pattern of
slip at shallow depths (Roten et al., 2017), generate plastic strain
distributions that are consistent with geologic field observations
including flower structures (Ma and Andrews, 2010), and
modify the stress levels and nucleation sizes needed to sustain
a particular rupture propagation behavior (Gabriel et al., 2013).
Some general implications of off-fault plasticity for numerical
mesh resolution are a wider Λ and lower rupture speed

(Andrews, 2005; Wollherr et al., 2018; and others), the former
of which means fewer fault elements are required to resolve Λ
compared to purely elastic rheologies. There is also work assess-
ing the role of fault damage zones that can exist in mature fault
systems (e.g., the San Andreas fault zone). Fault damage zones
are numerically represented in dynamic rupture models as
regions characterized by a lower shear modulus (e.g., Harris
and Day, 1997; Huang and Ampuero, 2011; Huang et al.,
2014; Huang, 2018; Thakur et al., 2020). Inclusion of these fea-
tures in simulations has begun to tie together howmature versus
immature faults can drive differences in the earthquake recur-
rence interval, which is a key parameter estimated from paleo-
seismic analyses (Wallace, 1970).

Example Dynamic Earthquake Rupture
Problem
In this section, we walk through SCEC benchmark problem
TPV_16 (Harris et al., 2018) to illustrate key principles of
physics-based rupture simulation setups. Multiple numerical
methods have been used on this benchmark problem, thus
ensuring solution reproducibility and robustness. We choose
to show the numerical results produced by the staggered-grid
finite-difference method of AWP-ODC (Olsen, 1994) for sim-
plicity. The 3D fault geometry of TPV_16 represents a vertical
strike-slip fault (90° dip) that is 19.5 km deep and 48 km long
with a node spacing (Δh) of 75 m in the x, y, and z directions
(Fig. 4a). The medium is homogeneous, isotropic, and linearly
elastic defined by a density of 2670 kg=m3, and P- and S-wave
speeds of 6000 and 3664 m/s, respectively. Absorbing boun-
dary conditions (perfectly matched layers) are applied to the
model on all sides except the free surface, which is a reflecting
boundary. This particular simulation is run for a total of 15 s.

The fault friction law is linear slip weakening with the fol-
lowing parameters specified at every point on the fault: Dc, μs,
μd , C, and T. C is the rock cohesion, a part of the fault strength
(i.e., σ � C � μσn). T is the TW value that controls forced rup-
ture (T forced; Fig. 4a)—outside the nucleation region, it is equal
to a very large value (i.e., 1:0 × 109). For this particular exam-
ple, nucleation is a two-stage process of forced rupture at
∼8 km depth (Fig. 4a). The first stage consists of increasing
T forced from zero seconds to a time that ensures the rupture
speed to be sub-Rayleigh (35% of the shear-wave speed).
The second stage gradually increases Dc from 0.04 to 4 m
in two separate radial zones, effectively increasing the fracture
energy such that spontaneous rupture is sustained at a sub-
Rayleigh rupture speed after the TW procedure ends.

The initial normal stress is set to a constant level of 60 MPa
on the fault whereas the initial shear stress is generated from a
Boltzmann distribution that relies on concepts from thermo-
dynamics and statistical mechanics (Fig. 4a; Barall and Harris,
2012). Randomized stress fields can be useful proxies for the
heterogeneous conditions operating on real faults (due to
fault surface heterogeneity or earthquake stress release) and
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moreover, explain some observations of variable peak slip rate
and rupture velocity quite well (Day, 1982). This particular ini-
tial shear stress field leads to a highly variable dynamic stress
drop, which ultimately controls the spatial extent of rup-
ture (Fig. 4a).

To ensure that the cohesive zone Λ is resolved during
dynamic rupture, we calculate the zero-rupture speed Λ
(Λo) as an upper bound for both mode II and III directions
(expression 30a in Day et al., 2005). Using the given frictional
parameters and medium properties (i.e., Dc, μd , μs, σn, and the
shear modulus), Λo can either be 926.1 or 694.5 m (for mode II
and mode III, respectively). The ratio of Λo to the node spacing
(Nc � Λo=Δh) should be at least five for finite-difference
methods (Day et al., 2005). Our calculations suggest that Nc

is approximately 9–12 for mode II and mode III Λo, which
ensures a well resolved Λo and numerically stable simulation.

We also assess the frequency content of the recorded wave-
forms at the free surface (Fig. 4b). Each seismogram has a sam-
ple rate of 125 samples/s, which leads to a Nyquist frequency of

∼63 Hz. A dominant frequency appears to be ∼2 Hz on the
vertical component (Fig. 4b), which suggests the shortest resolv-
able wavelength is approximately 1.8 km (for the given shear-
wave speed) and at least 24Δh are sampling this wavelength. Of
course, the frequency content between the three wavefield com-
ponents is variable in Figure 4b, which is probably controlled by
the stochastic nature of the on-fault stress drop.

Figure 4. Example dynamic rupture model problem from the
Southern California Earthquake Center benchmark exercise TPV
16 (Harris et al., 2018). (a) On-fault geometry (planar right-lateral
strike-slip fault), initial dynamic stress drop (Δσd ) distribution,
forced rupture time (T forced), and critical slip-weakening distance
(Dc). The latter two parameters are required for nucleation.
(b) Representative off-fault seismogram spectra (normalized) of
the horizontal (H), vertical (V), and normal (N) velocity time series
for the seismic station shown in panel (a). Observe the different x-
axis limits for the frequency content. The color version of this
figure is available only in the electronic edition.
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Conclusions and Outlook
Dynamic rupture and fully dynamic cycle models are useful
tools to test hypotheses about earthquake processes. Able
to span the coseismic (101 s) to interseismic timescales
(1010 s), these models are sensitive to the choice of numerical
method and boundary conditions as well as the available geo-
logical or geophysical data to constrain them. The burgeoning
availability of computational resources (e.g., cloud computing,
GPUs and exascale computing) and access to open-source soft-
ware makes running these simulations feasible, but practi-
tioners still must be aware of the essential physics and
techniques to ensure a well-resolved, physically plausible
model. This guide walked through major concepts that are
common to both dynamic rupture and fully dynamic cycle
models: model design (problem dimensions and purpose),
numerical convergence, on-fault initial and boundary condi-
tions (stress, strength, and friction), earthquake nucleation
and off-fault properties (velocity model, material behavior).
We did not provide a thorough review of fully dynamic cycle
models, and we refer the interested reader to the recent work
on numerical benchmarks from the cycle modeling commu-
nity (i.e., Erickson et al., 2020; Jiang et al., 2022).

Wherever possible, we cited the latest research to foster
inspiration and highlight a particular numerical method.
We also stepped through an example SCEC benchmark prob-
lem to showcase the implementation of the principles we
believe are key to running a successful numerical experiment.
As we look into the future, we imagine the dynamic perspective
of earthquakes will be continually strengthened by evolving
code development, high-quality observations near active faults,
and collaborations between geologists, geophysicists, and com-
putational scientists alike.

Data and Resources
No new data were used in this study. The simulation input and output
data for the example dynamic rupture problem are available through
the Southern California Earthquake Center Spontaneous Rupture
Code Verification Project (https://strike.scec.org/cvws/, last accessed
November 2021).
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