
 

ArrhyNet: A High Accuracy Arrhythmia 
Classification Convolutional Neural Network 

Sayli Siddhasanjay Aphale 
Department of Electrical and Computer 

Engineering 
University of Texas at San Antonio 

San Antonio, TX, USA 
sayli.aphale@my.utsa.edu         

        

           Eugene John 
Department of Electrical and Computer  

Engineering 
University of Texas at San Antonio 

San Antonio, TX, USA 
eugene.john@utsa.edu 

 

Taposh Banerjee 
Department of Electrical and Computer 

Engineering 
University of Texas at San Antonio 

San Antonio, TX, USA 
taposh.baneerjee@utsa.edu 

Abstract— Cardiovascular diseases are one of the major 
causes of all human deaths. Irregular heartbeat or arrhythmia is 
one among many reasons for cardiovascular diseases. 
Arrhythmia detection and classification is critical in the 
treatment of irregular heartbeats.  This paper presents a 
systematic method for high accuracy arrhythmia detection and 
classification using ArrhyNet, a custom convolutional neural 
network (CNN) for arrhythmia classification on MIT-BIH 
Arrythmia Database. High and low frequency noise in the data is 
eliminated using low pass filter and baseline wander filter 
respectively, feature extraction is achieved using Daubechies 
Wavelet Transform and finally Synthetic Minority Over 
Sampling (SMOTE) technique is utilized to overcome the issue of 
imbalanced dataset.  Using our technique, 16 different types of 
arrhythmias distributed in Association for Advancement of 
Medical Instrumentation (AAMI) standard were analyzed.  The 
results indicate that the top-1 accuracy of our five-class 
classification system for the database used is 92.73%.   

Keywords—Arrhythmia Classification, ECG, Convolutional 
Neural Network, Daubechies Discrete Wavelet Transform, 
SMOTE. 

I. INTRODUCTION 

     Cardiovascular diseases are one of the major causes of 
all human deaths. According to the World Health 
Organization (WHO), 17.9 million people worldwide die 
annually due to heart diseases accounting for 37% of all 
deaths globally [1]. Arrhythmia is one among many reasons 
for cardiovascular diseases. Cardiac arrhythmias are a group 
of conditions in which the electrical activity of the heart is 
irregular, manifesting faster or slower rhythm than that under 
normal conditions. In-order to tackle the problem of irregular 
heartbeats approximately 200,000 patients are implanted with 
cardiac devices in the U.S. annually and this number is 
increasing due to an aging population [2]. Certain types of 
arrhythmia are a serious threat to the patient’s life which can 
cause sudden cardiac death and early detection of the 
arrythmia is curial in saving the patient’s life.    

 
An Electrocardiogram (ECG) is the most widely used 

method to measure and monitor the cardiac activity of a 
patient [3]. A standard ECG device has 24-hour sensing and 
recording capabilities but a manual analysis of arrythmias for 
cardiac disease detection becomes a bottleneck and very time 
consuming. Such traditional methods are not suitable for 
continuous, long term and real-time monitoring and 

management of irregular cardiac activities. Thus, automatic 
detection and classification of arrhythmia is of great 
importance for the early diagnosis and prevention of 
cardiovascular diseases. In the past few years there has been a 
significant growth of interest in the field of automated 
classification of cardiac arrhythmias [4-15] [17-22]. Feature 
extraction from the ECG and classification techniques using 
artificial neural network (ANN) are the basis of current 
automated classification of arrhythmias.   A detailed analysis 
of the ECG wave form can provide information about the 
crucial cardiac conditions of the patient as shown in Fig.1 
which shows the ECG wave form of premature ventricular 
contraction and unclassified beat from MIT-BIH Arrythmia 
Database [16].  
 

The goal of our research is to design a robust method 
based on deep learning to efficiently and accurately classify 
cardiac arrhythmias. To this end, a 15-layer convolutional 
neural network model called ArrhyNet is proposed for 
arrhythmia classification in this research. This model is used 
to classify data from MIT-BIH arrhythmia database into five 
classes according to the AAMI standards after pre-processing. 
In our study Daubechies Wavelet Transform is used for 
feature extraction.   

 
The rest of the paper is structured as follows: Section 2 

gives Literature Review; Section 3 presents the Arrhythmia 
Classification Methodology followed by Performance and 
Evaluation in Section 4 and finally, Section 5 gives the 
conclusion. 

  

 
 
Fig 1. ECG Waveform of Premature Ventricular Contraction 

and Unclassified Beat from MIT-BIH Database[16]. 



2 
 

II. LITERATURE REVIEW 

Several research groups have used varied methods 
for classification of different types of arrythmia [6-15] [17-
22]. ANN based classification is one of the main techniques 
for ECG arrhythmia classification. Ref [11] classifies normal 
beats and all other arrythmias as abnormal beats by 
introducing three CNN models. Ref [7] proposed a neural 
network named novel multi-module neural network system 
which includes four submodules to classify first four types of 
classes from AAMI standard trained on 1 dimensional MIT-
BIH arrythmia database. Detection of normal sinus rhythm, 
cardiac arrythmia and congestive heart failure on an ECG 
dataset of 162 patients is proposed in Ref [9] using an LSTM 
method having four hidden layers. Dasan et al. [3] proposed a 
method of combining convolutional denoising autoencoder 
and a single layer of LSTM for compression and denoising of 
samples and focuses on the signal to noise ratio of a proposed 
CNN, LSTM and a combination of both for the varied noise 
levels. Ref [12] compares two different CNN models one with 
8 layers and other with 12 layers to distinguish 5 different 
arrhythmias, viz. atrial premature contraction, left bundle 
branch block, paced beat, premature ventricular contraction 
beat and right bundle block. Ref. [1] emphasizes on automated 
atrial fibrillation, normal beat, atrial flutter and junctional 
rhythm detection trained on MIT-BIH arrhythmia database 
utilizing a hybrid CNN-LSTM network. 

III. ARRHYTHMIA CLASSIFICATION METHODOLOGY 

 
The arrythmia recognition and classification system 

presented in this paper consists of the following stages: pre-
processing of the data, viz. denoising and over-sampling 
followed by feature extraction, and classification according to 
AAMI standards into five classes using convolutional neural 
network. The work is performed in Jupyter notebook on the 
Anaconda platform on Intel Core i5 8th Gen processor with 
NVIDIA GeForce MX250 Version 417.35, plied with 
TensorFlow Keras packages. 

A. ECG Datasets 

 In this research we use a total of 27,776 beats from 
MIT-BIH Arrythmia Database [16] and MIT-BIH 
Supraventricular Database. MIT-BIH Arrythmia database 
contains 48 half-hour excerpts of ECG recordings of 47 
subjects, studied by Beth Israel Hospital Arrhythmia 
Laboratory. Every record is 30 minutes long, sampled at a 
frequency of 360 Hz. MIT-BIH Supraventricular Database 
includes 78 half-hour ECG recordings chosen to supplement 
the examples of supraventricular arrhythmias in the MIT-BIH 
Arrhythmia Database and sampled at a frequency of 250 Hz. 
The objective of this study is to follow the AAMI standard 
which categorises each heartbeat into five different types, viz. 
Non-Ectopic Beats (N), Supraventricular Ectopic Beats (S), 
Ventricular Ectopic Beats (V), Fusion Beats (F) and Unknown 
Beats (Q), and to achieve a high accuracy five class multi-
class classification solution for all the 16 different types of 
arrythmias in the database.   

B. Pre-Processing  

 The ECG signal databases are adulterated by different types 
of low and high frequency noises. This step is used to eliminate 
the noise and obtain the pure signal without any significant loss 
of information. The low-frequency noise is due to baseline 
wander, which is a low frequency artefact in the ECG that 
arises from breathing, electrically charged electrodes, or 
subject movement. Using a baseline removal filter, filtered at 
360 Hz for MIT-BIH arrythmia dataset and 250 Hz for MIT-
BIH supraventricular dataset respectively the baseline wander 
noise can be eliminated. An order 12 low pass filter with a cut-
off frequency of 60 Hz sampled at their respective frequencies 
of 360 Hz and 250 Hz is utilized for both the databases to 
remove the high- frequency noise and power line interference.  

      After the ECG signal is filtered, it is segmented equally 
into a length of 200 points on either end. R-peak is considered 
as fiducial point. The segmented digital signal is 1-D data in 
which each beat is represented by the chosen first 200 points. 
Subsequently, the data is normalized using the standard 
process. Discrete Wavelet Transform (DWT) is one of the best 
methods for feature extraction, and this research utilizes 
Daubechies Wavelet Transform for temporal feature 
extraction.   

 As mentioned earlier the AAMI standard categorises each 
heartbeat into top five main classes, which include a total of 16 
subclasses represented by the specific type or either a Normal 
Beat or an Abnormal Beat.  Table I represents the detailed 
segregation of the different forms of arrythmia types into their 
required classification of classes and the number of heartbeats 
taken into consideration for our experimental setup per main 
class. Both the databases have unequal number of samples per 
arrythmia type resulting in the issue of imbalanced dataset. 
Significant disproportion in the total number of beats is 
apparent from Table I. However, it is essential that we use a 
minimum number of data set for appropriate training of the 
CNN model for obtaining a better performance.      

C. Oversampling Technique 

 In the original database the number of Normal Beats is 
more than twice when compared to all other beats combined. 
And not all classes of arrhythmia have enough representation 
of its type in the database. In order to overcome the problem of 
imbalance of classes we used oversampling techniques.  In this 
paper we used the method of data augmentation known as 
Synthetic Minority Oversampling (SMOTE). SMOTE [1,3] is 
the method used in supervised learning in which the minority 
class data is oversampled not by simple replication but by 
synthesis of new data from the existing ones. SMOTE works 
by selecting samples close in feature space and is applied to 
Nodal Escape Beats, Atrial Escape Beat, Fusion of Ventricular 
and Normal Beat and other classes, and used to create the 
synthetic samples.  Table II gives the individual subclass beats 
utilized for training of the CNN model after SMOTE is 
applied. 
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D. ArrhyNet Architecture 

 In this paper we introduce ArrhyNet, a high accuracy CNN 
for arrhythmia classification. This 15-layer CNN model is used 
to classify the 16 different types of arrhythmias in the MIT 
database distributed in 5 classes according to the AAMI 
standard. The proposed CNN model consists of a total of six 1-
D convolution layers, four max pooling layers, one global max 
pooling layer, a flatten layer and three dense layers.      

 

TABLE I: ECG class description using AAMI standard and the 
number of beats for each class used in this research. 

AAMI Standard 
Classes 

Sub Classes Total 
Number of 

Beats 

 
 
 

Non-Ectopic 
Beats: (N) 

Normal Beats  
 
 

6572 

Left Bundle Branch Block Beat 

Right Bundle Branch Block 
Beat 

Nodal Junction Escape Beat 

Atrial Escape Beat 

 
 

Supraventricular 
Ectopic Beats: (S) 

Aberrated Atrial Premature 
Beat 

 
 

6471 Premature/ Ectopic Super 
ventricular Beat 

Nodal Junction Premature Beat 

Atrial Premature Beat 

 
Ventricular 

Ectopic Beat: (V) 

Ventricular Flutter Wave  
5673 Ventricular Escape Beat 

Premature Ventricular 
Contraction 

Fusion Beats: (F) Fusion of Ventricular and 
Normal Beat 

3242 

 
Unknown Beats: 

(Q) 

Paced Beat  
7318 Unclassifiable Beat 

Fusion and Paced and Normal 
Beat 

 

 The training and testing split of data are 24,003 and 5,272 
respectively with input shape (200,1). Reshaping of input data 
from (24003,200) to (24003,200,1) for loading it in the 
Conv1D layer is required as data is 1-D and the input for 
Conv1D is 2-D. Table III gives the detailed description of the 
ArrhyNet convolutional neural network model implemented for 
this study. 

 From the model description, the filter sizes of the 
consecutive Conv1D layers are formatted in ascending order 
and their kernel size in descending order as it gives better 
performance for our model. The activation function 
incorporated to increase the non-linearity is ReLu (Rectified 
Linear Activation) function (Eq. 1). 

  …                                  Eq (1) 
 

 In Eq.1, R(z) is the output which is the maximum of two 
values. It is best suited for the convolutional layer activations 
for the application of image classification. For Conv1D the 
assigned padding type is “same”, with this type of padding the 
layers output will have the same spatial dimensions as its input 
when the stride = 1. Using “same” padding type ensures that 
the filter is applied to all the elements of the input. This results 
in the output size being mathematically convenient for further 
computations. 

       TABLE II: Individual Number of Beats 

Sub Classes Training Beats 
Normal Beats 1000 

Left Bundle Branch Block Beat 1000 
Right Bundle Branch Block Beat 1000 

Nodal Junction Escape Beat 1000 
Atrial Escape Beat 1000 

Aberrated Atrial Premature Beat 1500 
Premature/ Ectopic Super ventricular Beat 1250 

Nodal Junction Premature Beat 1250 
Atrial Premature Beat 1503 

Ventricular Flutter Wave 1500 
Ventricular Escape Beat 1750 

Premature Ventricular Contraction 1750 
Fusion of Ventricular and Normal Beat 3000 

Paced Beat 2000 
Unclassifiable Beat 1500 

Fusion and Paced and Normal Beat 2000 
 

Table III:  ArrhyNet Architecture 

Model Layers Specifications of Layers 
Conv1D filter size = 16, kernel size = 30, strides 

=1, activation = ‘relu’, padding = 
“same”, input shape = (200,1)    

MaxPooling1D pool size =2 
Conv1D filter size =32, kernel size=21, 

strides=1, activation="relu", 
padding="same" 

MaxPooling1D pool size =2 
Conv1D filter size =64, kernel size=15, 

strides=1, activation="relu", 
padding="same" 

Conv1D filter size =128, kernel size=7, 
strides=1, activation="relu", 

padding="same" 
MaxPooling1D pool size =2 

Conv1D filter size =256, kernel size=3, 
strides=1, activation="relu", 

padding="same" 
Conv1D filter size =512, kernel size=3, 

strides=1, activation="relu", 
padding="same" 

MaxPooling1D pool size =2 
GlobalMaxPooling1D data format="channels_last"  

Flatten Flattens the layers 

Dense units = 256, activation="relu" 

Dense units = 64, activation="relu" 

Dense units = 5, activation="softmax" 
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 For the CNN model the utilized MaxPooling1D Layer has 
the default pool size = 2 and GlobalMaxPooling1D Layer has 
the default parameters set for the optimum results. The Flatten 
Layer is used before the Dense Layer in-order to flatten out the 
data before it is given as an input to the Dense Layer which 
ensures smooth transition of information to the single 
dimension. Units defined in the dense layers establishes the 
number of neurons in that layer under operation. Since it is a 
five class multi class classification the output dense layer has 
five neurons. “Softmax” activation function is utilized as the 
activation function for the final layer of CNN model. Softmax 
activation function is incorporated since it normalizes the 
output of the network to a probability distribution over 
predicted output class. It scales inputs into probabilities making 
it an ideal application in our model.  

…                                      Eq (2) 
  

 Eq (2) defines the Softmax function where  is the input 
vector, σ is the Softmax function,  is the standard 
exponential function for input vector, K is the number of 
classes in the multi-class classifier. In this case K=5,  is the 
standard exponential function for output vector.   

IV. RESULTS AND PERFORMANCE ANALYSIS  

The ArrhyNet CNN model is compiled with a total number 
of epochs = 20 as an increase in the number of epochs may 
result in overfitting of the model. The adam optimizer is used 
for compilation and it performs weights upgradation iteratively 
based on training data. SparseCategorialCrossentropy is the 
implemented CNN loss function since the classes are mutually 
exclusive. It is used to optimize the classification model. The 
following section presents the performance metrics for our 
model. 

A. Performance Evaluation 

Accuracy is one of the metrics of performance evaluation, 
it is equal to the fraction of number of correct predictions 
divided by total number of predictions. Eq (3) gives the 
accuracy for binary classification. TP, TN, FP, and FN 
represent True Positive, True Negative, False Positive and 
False Negative values respectively of the classified data. 
Multiclass classification is calculated using the scikit-learn 
package in python as seen in the classification report in Table 
IV. Considering all the factors the results indicate that the 
overall top-1 accuracy achieved is 92.73 %.  

Precision, Recall and F1 score (Eq (4) – Eq (5)) are the 
other performance metrics for the multi-class classification 
model evaluated in this paper. Precision is defined as the ratio 
of correct positive predictions out of all positive and negative 
predictions. Recall is described as the number of correct 
positive predictions made from all positive predictions. Recall 
provides the indication of missed positive prediction and F1 
score is the harmonic mean of precision and recall. The 

macro-average i.e., the mean average of precision/recall/F1 
score for all classes are 91 %, 92 % and 91 % respectively. 
The weighted average of all classes is 93 % for all data sets. 
Table IV gives the detailed Classification Report of Five Class 
Classification. The report gives the class wise precision, recall 
and F1-Score for the count of testing beats per class. Out of 
1572 test beats 1539 are classified as True positives for class 0 
indicating a very good performance. 
 

…                 Eq (3) 
 

…                            Eq (4) 
 

…                             Eq (5) 

 

…         Eq (6) 

 
 Table V gives the Confusion Matrix (CM) which gives the 
visualization of the performance of the algorithm.  

              Table IV: Classification Report 

 Precision Recall  F1-
Score 

Support 

0 0.98 0.98 0.98 1572 
1 0.79 0.95 0.86 968 
2 0.94 0.90 0.92 673 
3 0.87 0.88 0.88 242 
4 0.98 0.89 0.93 1818 
     

accuracy   0.93 5273 
macro avg 0.91 0.92 0.91 5273 

weighted avg 0.93 0.93 0.93 5273 

    

 Figure.2 gives the Receiver Operating Characteristic 
(ROC) Curve and Area Under Curve (AUC) for individual 
classes from the CNN model. All five classes have AUC 
above 90%. 

 

Fig.2 ROC Curve and AUC for all Classes 
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V. CONCLUSION 

Detection and classification of arrhythmia is critical 
in the treatment of irregular heart rhythms. This paper presents 
a systematic methodology to achieve high accuracy 
arrhythmia classification using a custom CNN called ArrhyNet 
for classification of arrhythmia pertaining to AAMI standards 
into five classes. After pre-processing the data for denoising 
and over sampling to address data imbalance we used 
Daubechies Wavelet transform for feature extraction. The 
study achieved an overall top-1 accuracy of 92.73 %. The 
classification report and confusion matrix give a clear picture 
of the high-performance evaluation on Precision, Recall and 
F1 score of the proposed multi-class classification model.  

  Table V: Confusion Matrix 

P
re

d
ic

te
d

 C
la

ss
 

Actual Class 

Class 0 1 2 3 4 
0 1539 32 1 0 0 
1 17 919 10 9 13 

2 0 43 604 6 20 
3 1 22 4 213 2 
4 11 150 26 16 1615 
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