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Abstract

Interactive mobile applications like web browsing and gam-
ing are known to benefit significantly from low latency net-
working, as applications communicate with cloud servers and
other users’ devices. Emerging mobile channel standards have
not met these needs: 5G’s general-purpose eMBB channel
has much higher bandwidth than 4G but empirically offers
little improvement for common latency-sensitive applications,
while its ultra-low-latency URLLC channel is targeted at only
specific applications with very low bandwidth requirements.

We explore a different direction for wireless channel de-
sign to address the fundamental bandwidth-latency tradeoff:
utilizing two channels — one high bandwidth, one low la-
tency — simultaneously to improve performance of common
Internet applications. We design DChannel, a fine-grained
packet-steering scheme that takes advantage of these parallel
channels to transparently improve application performance.
With 5G channels, our trace-driven and live network experi-
ments show that even though URLLC offers just 1% of the
bandwidth of eMBB, using both channels can improve web
page load time and responsiveness of common mobile apps by
16-40% compared to using exclusively eMBB. This approach
may provide service providers important incentives to make
low latency channels available for widespread use.

1 Introduction

Low latency is critical to interactive applications such as web
browsing, virtual and augmented reality, and cloud gaming.
For web applications, even an increase of 100 ms latency can
resultin as much as 1% revenue loss, as noted by Amazon [21].
Emerging VR, AR, and cloud gaming applications also rely
on low latency to deliver a seamless user experience. For
instance, VR requires 20 ms or lower latency to avoid any
simulator sickness [19].

Current mobile broadband, serving general Internet appli-
cations such as web browsing and video streaming, have not
yet delivered consistent low latency performance, in part due
to the inherent trade-off between latency and bandwidth [22].
One approach is to provide two separate channels (or ser-
vices) — one optimizing for bandwidth, the other optimizing
for latency — with different types of user applications assigned
to them. 5G NR follows this pattern with its enhanced mo-
bile broadband (eMBB) and ultra-reliable and low-latency
communication (URLLC) channels. eMBB, which serves
general-purpose Internet use, is heavily focused on delivering
gigabit bandwidth. This channel will be useful for streaming

media but offers little to no improvement for latency-sensitive
applications, such as web browsing [34,35, 50]. Experimen-
tally, web page load time in existing SG deployments, even in
close-to-ideal circumstances (a stationary device and a chan-
nel with little utilization), is similar to 4G for pages smaller
than 3 MB in size and about 19% faster than 4G for pages
larger than 3 MB [34]. This is due to 5G eMBB having 28 ms
or larger latency, broadly similar to 4G [34]. Our measure-
ments of 5G mmWave showed similar results, at around 22
ms in ideal conditions.

Meanwhile, 5G URLLC promises an exciting capability
of very low latency, in the range of 2 to 10 ms [6], but com-
promises severely on bandwidth, making it unsuitable for
common mobile applications. Our experiments emulating
web browsing (the most widely used mobile application [44],
and far from the most bandwidth-intensive application) over
URLLC with 2 Mbps bandwidth show web page load times
would be 5.87x worse than with eMBB. Hence, neither using
URLLC alone nor using eMBB alone provides good perfor-
mance. As the latency-bandwidth trade-off is fundamental,
this separation between a high bandwidth channel (HBC)
and a low latency channel (LLC) is likely to persist; 6G, for
example, is also expected to include both [54].

We believe, however, that the availability of two channels
offers an opportunity to deal with the fundamental latency-
bandwidth tradeoff in a new way, beyond simple static as-
signment of an application to a single channel. Specifically,
we argue that by using high bandwidth and low latency chan-
nels in parallel on mobile devices, significant performance
and user experience improvements are possible for latency-
sensitive applications. Here, we explore this hypothesis for
the case of web browsing and web-based mobile applications.

Mapping an application’s traffic to HBC and LLC is diffi-
cult since we have to use LLC’s bandwidth very selectively.
Indeed, the main deployed transport-layer mechanism to com-
bine multiple channels, MPTCP [49], assumes two interfaces
that are each of significant bandwidth, with the goal of ag-
gregating that bandwidth or supporting failover. LLC’s band-
width, however, is a rounding error compared to HBC’s. Other
works — particularly Socket Intents [42] and TAPS [38] — ex-
ploit multi-access connectivity through application-level in-
put, which we prefer to avoid to ease deployment and expand
relevance to other applications in the future; therefore we
expect new mechanisms are necessary.

To solve these problems, we design DChannel, a system
that leverages parallel channels to improve the performance
of mobile applications. DChannel comprises two modules



running at either end of the channels — namely, in the mobile
device OS and in a gateway device operated by the service
provider. Central to the approach is a packet steering scheme
that operates at the network layer (i.e., IP packets) without
requiring any application input. Such fine-grained, per-packet
decisions (as opposed to, for example, HTTP object-level
steering) are key to making effective use of the limited LLC
bandwidth. To decide which packets are worth accelerating,
since LLC bandwidth is extremely limited, DChannel treats
the channel as an expensive resource and calculates the ben-
efit and cost of utilizing the LLC for each packet. Finally,
since the parallel channels could occasionally confuse the
transport layer with out-of-order delivery, DChannel employs
a reordering buffer in the mobile device and gateway.

To evaluate our design with a concrete scenario, we lever-
age 5G’s eMBB and URLLC as our HBC and LLC. We eval-
uate the benefit of DChannel in our experimental testbed (§4).
Our testbed includes a prototype that can capture and steer
application traffic, and a high-fidelity trace-driven network
emulator that emulates cellular network latency variability
and delay caused by radio resource control (RRC) state tran-
sitions [41]. We gather two types of real 5G eMBB traces —
mmWave and lowband — in three different scenarios: station-
ary, low mobility, and high mobility. Our evaluations cover
popular web applications such as web browsing and Android
mobile applications. Using the testbed, we evaluate our packet
steering scheme and compare it with prior approaches such
as MPTCP [2] and ASAP [29]. We also evaluate DChannel
in live 5G eMBB networks. Our key findings are as follows:

* DChannel, which requires little per-connection state and
no application knowledge, yields superior performance
compared to the other evaluated schemes—object-level
steering, static packet-size-based steering, as well as
prior work, MPTCP and ASAP [29], which used multiple
channels in other settings.

* Compared with exclusively utilizing the eMBB, allo-
cating a modest bandwidth of 2Mbps to URLLC al-
lows DChannel to improve web page load time (PLT).
Under conditions that are ideal for eMBB (a stationary
client with a line of sight to the base station and full
signal strength), DChannel reduces PLT by 20% and
33% in 5G mmWave and low-band settings, respectively.
Under more challenging mobile conditions, DChannel
improves PLT by 37% and 42% in 5G mmWave and
low-band, respectively.

¢ In addition to web browsing, we evaluated three Android
mobile apps in a live environment and find DChannel
improves apps responsiveness by 16% on average.

* Somewhat surprisingly, DChannel improves sustained
throughput in our mobile 5G setting by roughly 10% — a
useful side benefit of accelerating the TCP control loop
in dynamic environments.

Finally, we discuss deployment strategies, challenges, and
future opportunities. We believe our basic techniques can
apply to a variety of latency-sensitive applications, and open
new opportunities for app developers and cellular providers.

2 Background and Motivation
2.1 Channels in 5G

5G wireless networks are designed to support applications
with very different service level requirements. The 5G stan-
dard known as New Radio (NR) specifies three service mod-
els: (1) enhanced mobile broadband (eMBB) for standard
high-data-rate Internet and mobile connectivity, (2) ultra-
reliable low-latency communication (URLLC) for mission-
critical and latency-sensitive applications, and (3) massive
machine-type communications (mMTC) for large-scale [oT
deployments. We describe eMBB and URLLC in more depth.

(1) Enhanced Mobile Broadband: This service focuses on
providing high-data-rate mobile access. It is considered an
upgrade to 4G mobile broadband that will satisfy the ever-
increasing demand for mobile and wireless data. 5G eMBB
can operate either at the low-frequency bands below 6 GHz
which we refer to as low-band or the high-frequency bands
around 28 GHz/39 GHz which we refer to as millimeter wave
(mmWave). The mmWave bands are a key new technology in
5G as they offer 10x the bandwidth that is currently available
to 4G LTE networks [4], enabling user throughput of around
1 Gbps [15].

Providers like Verizon, AT&T, and T-Mobile have already
deployed both the low-band and mmWave 5G in several major
US cities, including Chicago, Atlanta, New York, and Los An-
geles [9—-11,34]. A recent measurement study on commercial
mmWave 5G networks in the US shows TCP throughput of
up to 2 Gbps for download and 60 Mbps for upload, with a
mean RTT of 28 ms measured between the client and the first-
hop edge server right outside the cellular network core [34].
The measurements were performed, however, in conditions
favorable to mmWave such as line-of-sight, no mobility, and
few clients.

eMBB latency is expected to be higher as the number of
users increases and as users move. This is because radio
access networks (RANs) operating in the mmWave bands
use very directional beams to compensate for high signal
attenuation, making them vulnerable to blockage and mobil-
ity. High data rate communication is possible only when the
RAN access point aligns its beam towards the user [27]. This
process, commonly referred to as beam alignment, can intro-
duce significant delays, especially when users are moving,
which requires the access point to keep realigning the beam
of each user [23, 27]. Furthermore, the user or other obstacles
can easily block the beam, leading to unreliable and incon-
sistent performance both in terms of changes in throughput
and highly variable RTT [3,32,34]. Our own experiments in
Chicago also confirm this and show that the RTT can vary sig-



nificantly even for stationary clients and is further exacerbated
while walking or driving. This is because 5G eMBB mainly
optimizes for high data rates, focusing less on reliability and
low latency.

(2) Ultra-Reliable Low-Latency Communication: Unlike
eMBB, this channel focuses on providing highly reliable, very
low latency communication at the cost of limited throughput.
It aims to support mission-critical and emerging applications
with stringent latency and reliability requirements such as self-
driving cars, factory automation, and remote surgery. While
the URLLC channel is yet to be deployed in practice, the
standard specifies a target 0.5 ms air latency between the
client and the RAN (1 ms RTT) with 99.999% reliability for
small packets (e.g. 32 to 250 bytes) [15]. It also specifies
a target end-to-end latency (from a client to a destination
typically right outside the cellular network core) of 2 to 10 ms
with throughput ranging between 0.4 to 16 Mbps depending
on the underlying application [6]. URLLC is expected to
operate in the sub-6 GHz frequency bands (e.g. 700 MHz
or 4 GHz) and operators are expected to use network slicing
to provide dedicated resources to URLLC clients in order
to guarantee consistent performance in terms of latency and
reliability across both the radio access network (RAN) and
the cellular core [6]. Finally, client access to the URLLC
channel will be controlled by the network operators. The
access control network slicing mechanisms, however, are left
to the operators’ own implementations [8].

2.2  Web browsing traffic

While we evaluate several applications, web browsing is the
major focus of this work and serves as a running example.

A single web page may contain tens to hundreds of rel-
atively small-sized web objects distributed across multiple
servers and domains. Consequently, web browsing traffic is
characterized by its often short and bursty flows. A study
across Alexa Top 200 pages found that the median number
of objects in a page is 30, while the median object size is
17 KB [48]. Fetching these web objects translates to many
HTTP request-and-response interactions across many short
flows. The browser fires a page load event when it finishes
rendering a page, which is used to determine Page Load Time
(PLT), a performance metric for web browsing. Although PLT
has some shortcomings, the alternatives are not free from is-
sues, and PLT is most widely used. PLT is typically dominated
by DNS lookup, connection establishment, and TCP conver-
gence time—which require little throughput but are highly
dependent on RTT. Prior work also showed that increasing
TCP throughput beyond ~ 16 Mbps offers little improvement
in PLT [45].

Of course, web page loading is affected by client CPU and
server delay, in addition to network delay. Prior work found
that 35% of the PLT is spent in client-side computations [47].
But the above characteristics, combined with the fact that
mobile CPUs have been getting increasingly powerful [26],

Base Core | Packet core

station | | network I

User equipment Internet

gateway

[ol[{=1312 | | DChannel client
app

IP packet

1 1 L App
S L [HBC ;'_';'_':_" server
™
[P paCketl"L'L'c"lr"" ______

Figure 1: The overview of DChannel. It has two main com-
ponents: packet steerer that steers application traffic to LLC
and HBC, and reordering buffer that reorders packets coming
from LLC.
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still suggest that network latency plays an important part in
mobile web performance. Moreover, a significant portion of
network latency lies in the “last mile” connection of the cellu-
lar network. Many other mobile apps also rely on HTTP-based
interaction with cloud services, resulting in similar network
performance requirements.

3 DChannel Design
3.1 High-Level Architecture

To steer application traffic in both uplink and downlink chan-
nels, there will be two main components, one in the mobile
client device and one in the mobile core network (Figure 1).

On the client, applications interact with the network
through a network interface as usual. In our prototype, this
is a special virtual TUN interface designated for traffic that
should utilize both the HBC and LLC. The client-side agent
captures outgoing packets on this interface and implements
an algorithm to steer traffic between the two channels. The
agent also captures incoming traffic on both channels and
merges it into the virtual interface, after buffering it as needed
to reorder packets (§3.6).

The proxy-side agent performs symmetric functions using
the same algorithms — steering traffic headed towards the
client, and merging and reordering traffic outbound to the
Internet. This agent runs in the service provider’s network,
on a gateway at the point where the separate HBC and LLC
channels begin. The exact location of the proxy-side agent
may depend on the service provider’s internal architectural
choices; note that it is not necessarily located at the RAN
base station, because the LLC’s latency optimizations may
extend into the packet core (e.g., for prioritized queuing and
routing) [5].

The next subsections detail how we design the steering
component, in several steps, as it is the more complex compo-
nent. After that, we describe the reordering buffer.

3.2 Steering Granularity

To build the packet steering module, we begin with the ques-
tion of the granularity, and corresponding layer, at which
steering should occur. We considered splitting at two dif-
ferent layers: the application layer and the network layer.



Application-layer splitting refers to steering application re-
quests and responses to the appropriate channels. In the con-
text of web browsing, this approach translates to requesting
and delivering web objects (in the form of HTTP requests)
on either LLC or HBC. Application-layer splitting is broadly
similar to Socket Intents [42].

Object-level splitting may benefit from application-level
knowledge about web objects, which vary in size and priority.
Since LLC is bandwidth constrained, LLC can only deliver
small objects faster than HBC.! Web pages have complex de-
pendency structures, and certain objects can be on the critical
path for web page loading. These critical-path objects need
not necessarily be small in size. Small objects might have
low priorities such that accelerating them will not improve
load time and thus would waste LLC bandwidth. In contrast,
high-priority objects can be large such that sending those to
LLC will be slower than HBC. Application-level input could
help distinguish between these cases.

But object-level splitting has two drawbacks. First, we want
to avoid requiring application input, which creates deploy-
ment hurdles and extra work for developers. Second, it misses
opportunities for latency improvement. A web object that’s
not small enough to be sent over LLC will still involve small
and latency-sensitive DNS lookups, TCP connection estab-
lishment, TLS handshaking, and ACKs. Accelerating this traf-
fic could significantly reduce object delivery time. We later
demonstrate (§5.3) that object-level splitting is less effective
than finer-grained packet-level steering.

Steering packets at the network layer (e.g., IP datagrams)
comes with its own challenges, however. First, we do not have
any application-level insight into the flow: we do not neces-
sarily know how packet-level acceleration affects application-
level acceleration, so we will need a careful steering heuristic.
Second, even if we identify the packets to accelerate, sending
packets within a flow across two different channels might
result in the packets arriving out-of-order, confusing TCP. To
address this issue, we will introduce a small reordering buffer
(ROB) at the endpoints. The following subsections discuss
these components of the design.

3.3 Packet Steering Intuition

Define a “message” as a sequence of one or more packets
such that the receiving endpoint can take some useful action
after receiving the full message. For example, an individual
SYN or ACK is a message (because the transport layer can
act on it), and an HTTP request or a full response spread
across multiple packets is a message (because the application
may be able to process the request, display an object to the
user, etc.). In contrast, an individual data packet belonging to
a large HTTP request/response is not a message on its own
and would not be worth accelerating individually since we

'If URLLC is assigned a capacity of 2 Mbps (=250 bytes per ms) and
its RTT is ~15ms less than that of eMBB, any object of size larger than
3.75 KB are likely to be delivered faster on eMBB.

need to accelerate the whole sequence of packets to finish the
message.

Ideally, we would like to accelerate the delivery of mes-
sages, especially those that are most valuable to accelerate,
within the bandwidth constraints of the LLC. This suggests a
cost-rewards calculation weighing the benefit of accelerating
a message against the cost of utilizing the meager bandwidth
of the LLC which might be better spent on other messages.

A direct, exact cost-rewards calculation is infeasible since
DChannel running at the network layer lacks full knowledge
of message boundaries (in the application’s data stream), as
well as the relative value of messages to the receiver’s trans-
port layer or application. This leads us to begin with a permis-
sive assumption: any packet might be a message boundary and
we will optimistically consider accelerating it. Nevertheless,
even operating transparently at the network layer, DChannel
does have certain information about rewards and costs that
will help it distinguish among packets.

First, the benefit of steering a packet to the LLC depends on
how much its arrival time would improve, if at all, compared
to using the HBC. This depends on packet size, current output
queue lengths for both channels (which are locally observ-
able), and latency of both channels (which can be estimated).
In addition, the vast majority of applications utilize TCP or
other transport that delivers messages in order. This means
that for a message inside packet P;, delivery of the message
to the application (as opposed to the delivery of P; to the
receiving host) will depend not only on the arrival time of P;,
but also on the arrival time of packets Py, ..., P;—1 (which can
also be estimated). For example, suppose P,_; was sent over
the HBC, and P; is ready to send immediately after. If P, is
also sent over HBC, the pair will arrive at about the same time.
If P; is sent over LLC, it will very likely arrive much sooner,
but will end up waiting for P;_; before it can be delivered to
the application, meaning sending over the LLC is likely not
useful in this case.

Second, the cost of utilizing LLC resources will depend on
the packet length and how much the LLC will be in demand
for other messages in the near future. The latter is not perfectly
known, but current or recent outgoing LLC queue depths
provide some signal.

The net effect of the above considerations is that packets
should tend to get steered to the LLC when they are smaller,
and when they are more isolated in time as individual packets
or members of short packet sequences. This corresponds well
with the intuition of prioritizing acceleration of control mes-
sages or small application-level messages. We now proceed
to describe how we realize this cost-rewards approach.

3.4 Rewards and Cost

Problem statement. The packet steering algorithm is pre-
sented with a sequence of packets and needs to decide if each

2Some don’t, of course, but our goal in this work is to develop generic
packet steering, leaving application-specialized schemes for the future.



packet P, should be sent via LLC or HBC. We let Py, ..., P,
denote the sequence of packets in a single end-to-end flow (by
which we mean a unidirectional transport layer connection,
which may contain multiple messages).

Rewards. At the packet level, the objective is to minimize
the packet completion time C,, defined as the time by which all
packets Py, ..., P, would arrive at the receiver. This captures
the intuition (§3.3) that any P, might be a useful message
to accelerate on its own, but it wouldn’t be delivered to the
application until prior packets are also delivered. The benefit
of sending a packet P, via LLC is thus the reduction of C,
if P, is sent via LLC (denoted C, ;;¢), compared to when
it is sent via HBC (denoted C, ypc). Thus, we calculate the
rewards for sending P, via LLC as: R(P,) = Cp,.r.c — Cu HBC-

To calculate the above, we first need to estimate the de-
livery time D for a packet that depends on the channel/link?
propagation delay Dprop;i,x and bandwidth By, packet size,
and the link’s queue size Qy;, at time ¢, . The Qyinr counts
the number of bytes that have been enqueued for transmis-
sion through a /ink but have not yet been transmitted out the
interface. Delivery time for P, on a certain /ink is thus:

Diink(Pn) = Dpropiink + (size(Pn) + Quink (ta)) /Brink -~ (1)

The packet completion time for P, (C,) should also account
for completion times of Py through P,_; (i.e., C,,—1) since
P, may arrive at the receiver before P,_1, especially if P, is
sent over LLC and P,_; was sent over HBC. Thus, we can
calculate (C, jink) as:

Colink = max(Cn_l, (tn + Diink (Pn))) 2

Note that Dprop;,; are nondeterministic, comprising dy-
namic channel delay and any congestion along the channel’s
path, and will thus have to be estimated. We return to this
later.

Cost. The cost of sending a packet to the LLC comes from
the increased utilization of LLC. Intuitively, the cost should
increase with the added queueing delay that a packet arriving
very soon after P, would experience, i.e., size(P,)/Bjj.. The
cost should also be higher if the LLC is currently more highly
utilized so that its limited capacity is reserved for higher-
reward packets. We use a heuristic that captures this by adding
these two effects; specifically, we compute the cost (or fare
F) of putting P, on LLC as:

F(Pn) = (SiZe(Pn) + Qllc(tn))/Bllc (3)

Note that to be more precise, we should compute the differ-
ence in costs of putting the packet on LLC vs. HBC. But as the
HBC bandwidth is dramatically higher, its cost is negligible
and we omit it for simplicity.

3We use these terms interchangeably for convenience. Note, however, the
LLC channel may involve acceleration in the WAN in addition to the RAN,
so it actually may span multiple physical links.

Comparing rewards and cost. At a high level, we want to
steer packets to LLC when the rewards outweigh the costs, but
comparing them involves a tradeoff: the benefit is immediate
to packet P,, whereas the cost affects possible subsequent
packets which may not appear. We introduce a parameter o
to capture this, so that we will send a packet to LLC when:
R(P,) > OF (P,).

Calibrating o. If we set o too low, a flow may aggressively
send packets to LLC so that it will deny resources to another
flow in a multi-flow application. If we set it too high, we can
be too conservative in utilizing the fast LLC. To find a good
o and determine how sensitive performance is to its value,
we conduct experiments with web browsing across different
alpha values. We load 40 web pages from our corpus over
different o values and pick o with the best Page L.oad Time
(PLT) result on average. We use our testbed (§5.1) and apply
the packet steering over HBC and LLC. For LLC, we use 5G
NR URLLC as a reference where the RTT and bandwidth
is 5ms and 2 Mbps. For HBC, we vary its RTT while fixing
bandwidth at 200 Mbps.

The detailed results are in §A.2. In summary, the results
confirm that setting o too low or high has suboptimal per-
formance. The best value for HBC RTT of 20 ms to 60 ms is
0.75. This RTT range covers most cases of 5G eMBB. As the
RTT increases to 80 ms and higher, oo = 1 is slightly better.
The difference, however, is less than 1%. We use oo = 0.75
for all subsequent experiments.

Note on design. The steering approach described here is
not an optimal choice derived from a model — it is a heuristic,
particularly the calculation of cost and calibration of «, in part
since some of the relevant information (like the application-
level importance of a particular packet) is unavailable. How-
ever: (1) we find the heuristic does perform well in realis-
tic environments, (2) even if poor decisions do occur, they
lead only to suboptimal performance, rather than a correct-
ness problem, and (3) performance is not very sensitive to
the exact value of o. In particular, even with o0 = 0 — which
corresponds to the greedy strategy, where each packet uses
LLC whenever it expects a reward for itself — there is still a
very good PLT improvement, within 5% or less of the best o.
That said, this problem could be interesting to formalize in
the future, perhaps as an online algorithm that could provide
worst-case guarantees, or using queueing-theoretic tools.

3.5 The Packet Steering Algorithm

Putting together the above pieces, the complete steering algo-
rithm is shown in Algorithm 1 in Appendix A.1. To make a
decision, the algorithm requires (1) packet size, (2) current
LLC queue size, (3) LLC bandwidth, and (4) latency of both
LLC and HBC. The LLC bandwidth is controlled (assigned
by the operator) so it is known, and (1) is directly observable.

LLC queue size (2) may directly be observable at the client,
assuming its NIC is limited to the LLC bandwidth. But the
proxy may have a higher local NIC rate. The proxy, therefore,



tracks outgoing traffic per user and computes what the queue
depth would be if the NIC had been limited. Depending on
the service provider’s admission control policy, the rate could
alternately be explicitly limited at the proxy. Client can also
apply similar approach if (2) is not directly observable.

Latency (4) has to be estimated. To do this, we perform pe-
riodic handshakes (e.g., in every 500 ms in our use case). The
handshakes consist of four steps, all with UDP packets: (1) the
client agent sends a special packet we call a “D-SYN” to the
proxy agent using both HBC and LLC. (2) The proxy agent
upon seeing a D-SYN responds with “D-SYN/ACK” packets
sent across both HBC and LLC. (3) The client agent receives
the D-SYN/ACK packets, updates the base RTT value for
both channels based on the difference between D-SYN/ACK
receive time and D-SYN release time, and replies with “D-
ACK” packets sent across both channels. (4) The proxy agent
receives the D-ACK packets and updates the base RTT value
for both channels. We use the minimum RTT value for the
measurement. As we will see in the evaluation (§5), very
rough latency estimates are sufficient.

The algorithm requires maintaining per-flow state, specifi-
cally to store C,,_1, the estimated completion time of the most
recent previous packet. The proxy also stores per-user state
for its queue depth calculation.

3.6 Reordering buffers at the endpoints
Splitting packets across asymmetric paths (particularly with a
latency differential, as there is for LLC vs HBC) can cause out-
of-order packet delivery, which can be harmful to application
performance. In particular, TCP uses out-of-order packets as
a signal of congestion, potentially causing retransmissions
and a drop in sending rate. To solve this problem, we adopt a
reordering buffer (ROB) in the receiving direction of each of
our agents, to buffer packets arriving only from LL.C. Note
that we only buffer packets arrived from LLC as we only
want to handle packet reordering caused by sending packets
through the faster LLC and not to solve reordering caused by
external factors such as wireless losses.

To avoid unbounded buffering delay if the previous packet
was lost, the ROB also releases packets after a timeout. Ideally,
the timeout should equal the latency of HBC, but because the
latency of HBC can be variable and hard to track, we use a
conservative 100 ms timeout. We evaluate the effectiveness
of this timeout value under random packet loss in §5.

4 Prototype and Experimental Setup

Our experiments involve a client representing a mobile end-
user application (e.g., a web browser) fetching content from
a web or content server. Both the client and server endpoints
have access to two interfaces, one representing the high-
bandwidth channel (HBC) and the other the low-latency chan-
nel (LLC). In the case of 5G, HBC and LLC map to eMBB
and URLLC, respectively. Depending on the experiment con-
ditions, the interfaces may be real or emulated. We masked

the two interfaces at the endpoints, however, using a smart
DChannel virtual interface implemented on top of a TUN de-
vice; the client and server use only this virtual interface to
send and receive data. Our DChannel prototype then performs
endpoint-transparent (and application-agnostic) steering of
traffic.

We developed a DChannel prototype and packaged it as
a UNIX shell, similar to the shells in Mahimahi [36]. The
shell captures all outgoing traffic from any unmodified ap-
plication running within it and tunnels them to our DChan-
nel implementation; it processes incoming traffic in a simi-
lar application-transparent manner, so both the steering and
buffering modules of DChannel are used. Our DChannel pro-
totype attaches additional metadata (sequence number and
flow ID) prior to transmission to assist the receiver in reorder-
ing packets and strips this before delivering to the application.
We used our own metadata header as a convenience, but in a
real implementation, this could be avoided by looking inside
the layer 4 header.

We evaluated the performance of DChannel using this pro-
totype under two settings. The first is a live setting where
we used the actual 5G NR eMBB channel as HBC. The sec-
ond setting, in contrast, is one where we emulated the eMBB
channel based on traces that we gathered from an actual 5G
eMBB channel. In both settings, since URLLC is not yet
commercially available, we emulated its “expected” behav-
ior (based on the 5G specification [6]) using a low-latency,
bandwidth-limited wired Ethernet connection.

4.1 Live-eMBB Setting

In this setting, DChannel steers traffic over two real interfaces
(Fig. 2): One interface is tethered with a 5G phone for provid-
ing access to a live eMBB channel, while another is connected
to a low-latency bandwidth-limited Ethernet connection for
emulating the URLLC channel. Packets transmitted over the
5G eMBB channel traverse the core network of the mobile
provider before exiting via the packet gateway (i.e., mobile
path) and then one or more ASes in the public Internet (i.e.,
Internet path) to reach our server. Data sent over the Ethernet
interface, in contrast, traverse a traditional ISP and then one
or more ASes to reach the server. On the server side, DChan-
nel receives all the packets from both the interfaces, reorders
them (if required), and then delivers them to the server-side
application via the TUN device.

We used Ethernet and not WiFi for emulating URLLC,
since the channel is expected to provide high reliability
(> 0.9999) [8]. We capped the bandwidth of this link us-
ing netem to emulate the low bandwidth of URLLC. Since
the client must remain physically plugged in to a wired net-
work for emulating URLLC, this setting allows us to study
performance only in stationary conditions.

4.2 Emulated-eMBB Setting
To evaluate DChannel under a wide variety of scenarios,
specifically those including client mobility, we used trace-
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Figure 2: In our live 5G eMBB testbed, the client has two
paths to the server: One path over a tethered connection to
a 5G phone for utilizing the eMBB channel, and the other
through a bandwidth-capped connection over Ethernet, for
emulating the URLLC channel.

driven emulations. Below, we describe how we captured the
network (latency and bandwidth) traces of the 5G eMBB chan-
nel under stationary and low-to-moderate mobility scenarios
and used them in our emulations.

4.2.1 Collecting network traces

To capture the temporal variability of mobile networks, we
measured both the latency and throughput of the eMBB chan-
nel over time.

Latency traces.  We measured the latency of the eMBB
channel by periodically sending probes (UDP packets) from
the client to the server. We set the probing period to 15ms to
force the UE radio to remain always in “active” mode and
generate only a small amount of probe traffic to avoid queuing.
Our measurements capture the latency imposed by the base
station and core network, since our server was always in close
proximity to the client (i.e., less than 150 miles), minimizing
the Internet-path latency. Our traceoutes from the client to
the server, although not shown in the paper, also confirmed
that the latency between the client and the server was very
close to the latency between the client and the packet gateway.
Bandwidth traces. 'We measured the throughput across time
of both uplink and downlink channels by saturating them with
MTU-sized UDP packets. Since TCP cannot reliably saturate
the highly variable cellular uplink and downlink concurrently,
we used an overestimated fixed sending rate to always fill the
queue. First, we measured the maximum supported upload
and download UDP throughput using existing tools such as
iperf. Then, we sent traffic at this maximum rate from both
endpoints. Finally, we used the actual packets received over
time by the endpoints to estimate the uplink and downlink
capacities.

Measuring both latency and bandwidth. A key challenge
in measuring both latency and bandwidth simultaneously is
avoiding interference: bandwidth-intensive operations can sat-
urate the link and fill the queue, thereby inflating the latency.
Since cellular networks use per-user queues, we addressed this
challenge by measuring latency and bandwidth from separate
devices. When using two separate devices, we did not see any
perceivable interference for measurements on 5G low-band,
although we observed them on 5G mmWave. Specifically, we

observed inflation in latency if a nearby device was uploading
data at more than 5 Mbps using mmWave.* For 5G mmWave,
we measured, hence, only the downlink throughput over time;
we set the uplink bandwidth to a single, fixed rate of 60 Mbps.

The accuracy of temporal variations in latency matters most
for our trace-driven emulations, since the main applications
that we use in our evaluations, web browsing and mobile apps,
are latency-sensitive. The performance of such applications
crucially depends on TCP-related configurations (e.g., initial
congestion window) and network latency (or RTT) rather than
on available bandwidth, particularly when the bandwidth is
more than 16 Mbps [45]. Our approach to estimating band-
widths, therefore, is adequate for our evaluations.

4.2.2 Emulating the traces

In the emulated-eMBB setting, we run both the client and
the server on the same machine. DChannel then steers traffic
between them over two virtual interfaces, emulated using an
extended version of Mahimahi [36]. Specifically, we extended
Mahimahi’s delay shell to vary the eMBB channel latency
over time, based on a trace generated from a real 5G deploy-
ment. The modified delay shell accepts a trace comprising
a “timeline” of RTT values and halves each value to derive
the individual uplink and downlink latency timelines. The
shell then assigns per-packet latency by choosing an uplink or
downlink latency by matching the time a packet arrives at the
interface against the timelines. Since the trace-file granular-
ity is one RTT sample per 15 ms, we use linear interpolation
for assigning RTTs arriving between two samples. Similarly,
we emulated URLLC with a propagation delay of 5 ms and
bandwidth of 2Mbps, unless noted otherwise.

Mobile applications’ traffic (especially web browsing) is
typically bursty in nature and contains periods of inactiv-
ity. To preserve energy during idle periods, UEs switch to a
low-power (or “sleep”) state, which supports discontinuous re-
ception (DRX). The transition to the low-power state depends
on an inactivity timer that we observed (through probing [35])
to be around 30 ms for 5G mmWave; once the device enters
this state, it will “wake up” periodically (every 40 ms). When
emulating the latency traces, we therefore also estimate the
radio power states of the device (based on its activity) and
take into account any additional latency the state transitions
may impose. A packet that arrives 20 ms after the UE enters
the sleep state, for instance, will experience an additional
20 ms delay before it is processed. This delay, however, is not
incurred on the uplink. For 5G low-band, we set the inactivity
timer to 100 ms and wake-up interval to 20 ms.

For the bandwidth emulation, we extended Mahimahi’s
link shell to emulate a time-varying bandwidth that changes
every second. To emulate a link of capacity 60 Mbps at time

4Low-band uses OFDMA so multiple devices can communicate at the
same time and the latency is not inflated, while mmWave uses single carrier
modulation, where multiple devices must take turns transmitting and the
antenna must switch its beam pattern.



Table 1: Characteristics of network traces gathered from actual 5G deployments at different locations and under different
conditions. ‘p50° and ‘p98’ refer to the 50th and 98th percentiles, and ‘CV’ refers to the coefficient of variation.

Trace name Span RTT (ms) Mean by. Description
(mins.) | min. p50 p98 mean Ccv | /] (Mbps)
mmWave-Stationary 60 18 22 106 29.88 0.77 60/140 UE was in a building in the downtown Chicago, placed
(MM-S) near a window with a base station in line of sight.
mmWave-Walking 56 16 22 120 30.32  0.98 60/110 UE was held by user walking in downtown area of
(MM-W) Chicago.
mmWave-Driving 18 18 40 236 56.15 0.96 60/100 Phone was with a user driving through the downtown
(MM-D) area of Chicago at low to moderate driving speeds.
LowBand-Stationary 60 34 40 132 4520 0.50 26/93 Phone was located in a building in a university campus.
(LB-S) It was placed near a window with full signal strength.
LowBand-Walking 53 32 52 156 5894 0.50 21/63 Phone held by user walking in a university campus.
(LB-W)
LowBand-Driving 23 34 54 202 6884 0.62 15/57 Phone was with a user driving near a university campus.
(LB-D)

n seconds, for instance, this extended link shell will release
7.5 KB per millisecond. In our emulation tests, we also used
a FIFO (drop-tail) queue, and we set the buffer to 800 MTU-
sized packets.

5 Evaluation

We evaluated DChannel using 5G eMBB and URLLC as
HBC and LLC, respectively. We ran the client (e.g., a web
browser) on a laptop, unless otherwise mentioned. The laptop
had 16 GB RAM, 512 GB SSD, and an Intel Core i7 processor
running Ubuntu 20.04 (Focal Fossa).

5.1 Testbed Configuration

In the live-eMBB setting, we tethered the laptop with a Google
Pixel 5 phone using USB (refer Fig. 2). We ran the live exper-
iments from two locations: UIUC campus with access to 5G
low-band and the Chicago downtown area for 5G mmWave
access. We emulated the URLLC link between the client
and server using a wired (Ethernet) link and configured it
based on URLLC end-to-end specification and use-cases [6].
The emulated link provides 5 ms RTT between the client and
the network gateway and has 2 Mbps capacity. At the 5G
mmWave test site, however, the wired link only provided a
minimum latency of 8 ms for the URLLC emulation.

We also collected latency and bandwid