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High-speed, transient aerothermal studies produce excessive temperatures and heat fluxes in laboratory, ground,
and flight-test experiments. Experiments are performed for 1) understanding the response of test vehicles under
various induced thermal environments, 2) verifying computational codes and input parameters, and 3) evaluating
thermophysical and mechanical characteristics of new materials. In addition to these rationales, the reconstruction of
the surface heat flux from in-depth or backside instrumentation is an important inverse application. Recent research
has led to an alternative view of inverse heat conduction based on calibration principles performed in the frequency
domain leading to a novel “parameter-free” inverse heat conduction measurement equation. The final mathematical
framework reveals that the resolution of a first-kind Volterra integral equation for the surface heat flux prediction
contains only experimental data sets. This type of mathematical formulation is highly ill posed. This paper focuses on
the design, fabrication, and preliminary test campaign of a new electrical heating cell for producing a verifiable heat
flux source. The feasibility investigation demonstrates the merits of system through modeling, experimental design,
and transient uncertainty propagation. Validation studies are presented, leading to favorable outcomes. Slug
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calorimetry, composed of a pure copper, is used in the validation campaign.

Nomenclature

= constant, s~/2

cross-sectional surface area, 25.4 X 25.4 mm
wetted surface area, m?

heat capacitance, J/K

coefficient, J/K

coefficient, J/K?

coefficient, J /K3

coefficient, J/K*

specific heat, J/(kg - K)

current, A

thermal conductivity, W/(m - K)
mass, kg

power, W

power magnitude, W

power or energy rate, W

heat flux, W/m?

resistance, Q

sum square of the residuals, w2
residual, W

temperature, K or °C

temperature initial condition, K or °C
time, s

time at which power is turned off, s
maximum time for experiment, s
voltage, V

dummy time variable, s

sensitivity function (appropriate units)
= geometric correction factor [in Eq. (18)]
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B = geometric correction factor [in Egs. (19b) and (19¢)]

r = JA,m-s'/?

7 = 1/ /ans7. s/2/m

70 = coefficient, (W - s'/2)/K

71 = coefficient, (W - s'/?)/K?

n = arbitrary coordinate system

4 = heating rate, K/s or °C/s

yl = coefficient, J/(K - s'/?)

1 = coefficient, J/(m? - K - s'/?)

u = parameter for voltage profile, s

p = density, kg/m?

o parameter for voltage profile, s

(o) = property (parameter) defined for uncertainty analysis,
slug

¢ = property (parameter) defined for uncertainty analysis
(heater)

v = modified sensitivity function (appropriate units)

Subscripts

AIN = aluminum nitride

BULK = bulk

Cu = copper

gen = generation

H = heater

INS = insulation

in = in

m = measured value

out = out

SP = silver paste

TF = thin-film thermocouple

1. Introduction

HE availability of accurate and cost-effective heat flux sources

is mandated for calibration purposes that cover a gamut of
design space conditions involving temperature, heating rate (degrees
Celsius per second), and heat flux (Watts per square meter). Two
obvious purposes for such a facility involve 1) the calibration of heat
flux gauges, and 2) verifying inverse heat conduction analyses that
can effectively serve as a surface (net) heat flux gauge. Caution is also
required because no single source will most likely cover the entire
design space involving the full spectrum of spatial and temporal
scales that take place in aerospace application [1-11]. Many
laboratory-based, high-temperature, and high-heat flux sources have
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been reported in the literature involving quartz lamps, lasers,
electrical heaters, etc. Ground-test facilities for high-speed flow
emulation include arcjets, plasmatrons, lasers, solar facilities, etc.
Most laboratory facilities are quite expensive to construct and
maintain. Further, the best estimation of a sample’s surface (net) heat
flux involves the understanding of model and measurement
uncertainties and often requires the introduction of correction
procedures for acquiring the best evaluation of this quantity.

Inverse heat conduction analysis [12-14] leads to a collective
instrumentation/analysis approach for estimating the surface (net) heat
flux in a sample or plug. Inverse problems are ill posed [15-17] and
require special mathematical tools for resolving a stable and accurate
prediction. This approach represents a practical means for estimating
the surface thermal condition (i.e., surface heat flux and/or surface
temperature) while protecting the integrity of the measurement device
or sensor as it lays in depth to the sample. In this scenario, the sensor
remains at a safe distance from the active source to retain reliable
data and assuring no sensor damage or changes in the installation.
Conventional “parameter-required” methods require accurate input
parameters involving thermophysical properties, probe positioning,
and probe characteristics (e.g., thermocouple time constant and proper
accounting of conductive lead losses [18,19]). For example, significant
thermocouple time constants (greater than 2 s) have been reported in
the literature [20] that, left unaccounted, substantially attenuate and
time delay the predicted surface temperature and heat flux [18,19].
Unlike parameter-required methods, the recently proposed calibration
integral equation method [21-31] is a parameter-free advance for
resolving inverse heat conduction problems. It is predicated on the
accurate specification of the surface (net) heat flux from a calibration
campaign before later reconstructions resulting from environmental
tests.

Parameter-required [12—-14] and parameter-free [10,11,22-27,32—
35] inverse heat conduction methods require careful and meticulous
validation. In parameter-required methods, the measured in-depth
temperatures or a combination of in-depth measurement with known
backside boundary condition are projected to the front surface and
compared to the experimentally imposed front surface heat flux.
Thermophysical properties of the test material, positions of the
thermocouples (TCs), and characterization of the thermocouples
require accurate specification as input parameters to this inverse
algorithm. A parameter-free method removes the need to specify
these parameters. That is, the method is based on a series of
calibration studies with known surface boundary condition and
measured in-depth temperature data. In this case, it is assumed that
the system properties do not change. For example, the thermocouple
adhesive does not degrade or loosen the TC during a series of tests.
Of course, this assumption is inherent to all repeated studies.
The mathematical formulation removes the need to specify the
thermophysical properties, sensor positions, and sensor character-
istics in lieu of experimental data. In this case, a measurement
equation is produced that is mathematically stated by a first-kind
Volterra integral equation involving the reconstruction surface (net)
heat flux. All inverse techniques require the introduction of a
regularization method for stabilizing the highly ill-posed nature of the
inverse problem. With the parameter-free method, the onus is placed
on accurate calibration campaigns in which either or both the surface
(net) heat flux or temperature are well characterized throughout the
transient process.

This paper proposes developing a small-sample, high-heat flux
facility capable of producing the heat fluxes and temperature ranges
described in Ref. [36] at a fraction of the cost while substantially
reducing physical complications. The present phase illustrates several
novel concepts for the feasibility study while producing temperature
results in the range of [0, 300]°C. This present temperature limitation is
due to the interfacial grease that will shortly be replaced with a high-
temperature, electrical insulator substitute. In the second phase of
studies, the desired temperature range lies in [0, 450]°C with a
maximum heat flux of approximately 100 W /cm?. This proposed
configuration uses conventional laboratory test equipment normally
stocked in well-equipped laboratory environments. Key to this
approach is the availability of turn-key designed instrumented

aluminum nitride (AIN) heaters available and manufactured by Oasis
Materials, Inc. [37] and Durex Industries [38]. AIN represents the
substrate and does not describe the heating element or the in-depth
instrumentation (i.e., industry standard term is “trace” for depicting the
in-depth heating element and instrumentation [37,38]). In this paper,
an initial systematic investigation is presented describing both the
merits and hurdles associated with these heaters for extracting the
departing heat flux. This process requires careful experimental design
and modeling considerations.

This paper is divided into three additional sections. Section II
provides a brief review on choices for a heating source. Section III
discusses eight technical features of the design process leading to the
prediction outcomes. This section includes modeling, sensitivity
analysis, heat flux predictions, and uncertainty propagation based on
fixed model. Finally, Sec. IV concludes the study with comments on
the preliminary design and outcomes.

II. Heating Source Choice for Consideration, Modeling,
and Experimental Design Concepts

The development of a small-sample, rapid-turnaround test facility
is of significant interest to the aerospace community for plug
development, material evaluation, and sample assessment for potential
TPS applications. Instrumented samples could be composed of
pedigreed materials (e.g., aluminum, copper, stainless steel 304),
ultrahigh-temperature ceramics, or composite (e.g., C/C or C/C-SiC)
materials.

A well-defined heating source is also necessary for the calibration
stage of a parameter-free inverse method or for verifying a parameter-
required inverse method. For the latter case, this is also an important
step before implementation because significant uncertainties can
exist in defining the thermophysical properties, probe locations, and
sensor behavior. Several choices are available for defining a well-
characterized source. The choice depends on the design space
requirements (e.g., test duration, heat flux and temperature ranges,
heating rate), costs and availability of the source, desired accuracy,
stability, repeatability, etc. Lasers [30,31] and electrical heaters [21]
are two commonly available heating sources. With regard to physical
heat flux gauges, Blanchat and Hanks [36] compare several heat
flux gauges for accuracy and performance. Lasers are repeatable,
monochromatic sources but require spectral and temperature
characteristics of the sample’s surface (both the spectral absorptivity
at the laser wavelength and surface temperature as well as total
hemispherical emissivity at the surface temperature are required).
Uncertainties can be reduced by introducing a surface coating such as
Pyromark 2500 paint, which is both spectrally and temperature-
dependently well studied [39]. Alternatively, an electrical heating
source can be used that is in direct contact with the sample. This
alleviates the need to know the radiative properties but introduces
contact resistance between the heater and sample surface, which can
reduce the effectiveness of the heat transfer. Off-the-shelf electrical
heaters are available (e.g., Watlow Electric Ultramic ceramic heater
240 V, 967 W with single in-depth, near-edge thermocouple), but
their quantifications are difficult to establish because they are not well
designed for estimating the heat flux as required by this application.
Symmetric heating such as defined by a sandwich configuration
involving the heater “sandwiched” between two identical samples is
often problematic in obtaining actual symmetry and accounting for
the storage of energy in the heater. Energy storage is often neglected,
which could lead to misleading results.

III. Initial Procedure for Characterizing Heat Flux and
Quantifying Test Facility

The procedure described in this paper follows the outline
given next.

1) Design the heater with resistance temperature detector (RTD)
instrumentation and lead connections for a specific temperature and
heat flux range. The internal RTDs are used for estimating the bulk
temperature of the heater. Energy storage is included in the model to
be described in later sections.
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2) Define required instrumentation based on available laboratory
inventory.

3) Calibrate internal heater RTDs in a passive (nonactivated)
means through a series of steady-state experiments. Repeatability
studies are performed for estimating the error bound in these
temperature measurements. A high degree of accuracy is not
required. This provides the necessary resistance versus temperature
curve fit, whose coefficients can be implemented into a data
acquisition (DAQ) system. The tungsten heater trace is also calibrated
by measuring its resistance over temperature. This can be used in
postprocessing the data to provide an extra temperature data stream.

4) Define the mathematical model based on sound fundamental
assumptions. This model will contain several unknown thermo-
physical parameters that depend on temperature. Additionally, the
heater is not composed of an isotropic material.

5) Devise the experiment and test cell for extracting parameters
based on sensitivity analysis for defining the “best” power input for
extracting the unknown parameters.

6) Modify the model equation and test cell for performing
experiments where the exiting heat flux is now available and
quantified through the model.

7) Design a comparison experiment for validation purposes. For
the present study, a slug calorimeter composed of copper demon-
strates the merit of the entire process and facility.

8) A classical uncertainty propagation analysis is performed based
on a fixed model for understanding the transient uncertainty behavior.
The heater and slug model equations are considered in the uncertainty
analysis.

A. Heater Choice and Characterization

Figures 1-3 display the custom AIN heater fabricated by Oasis
Materials, Inc. The AIN portion of the heater descriptor refers to the
substrate. These heaters possess a tungsten heating element, known as
atrace, and two tungsten RTD traces, per Figs. 2 and 3. For this initial
investigation, a 25.4 X 25.4 mm cross-sectional area heater is
proposed. The thickness of the heater is 1.02 mm. As seen in Figs. 1
and 2, delicate lead pins exist for the power supply and two tungsten

s _
Fig. 1 Custom AIN heater.

Sideview of heater Mill Pin,

\ i
Quarter \Ex.: Whiskered

~ slip pinfor
soldering to leads

Heater thickness=1.02mm

Fig.2 Heater and x ray showing internal workings.

Upper RTD trace (RTD1) Length and Width: 2.54 cm
\ Heater RTD trace Lower RTD trace (RTD2) Thickness: 1.02 mm
\ o1

Fig. 3 Drawing for the Oasis heater [37].

RTDs. The RTD traces are located above and below the tungsten heater
trace (Fig. 3 provides a cross-sectional cut showing through-the-
thickness measurements for Fig. 2). The x ray displayed in Fig. 2 shows
the intricate manufacturing associated with this heater. The provided
RTDs were not calibrated and thus required in-house calibration.

B. Instrumentation

Table 1 provides the instrumentation, insulation, and other items
used in the experimental study [40-47]. These items are not optimized
but readily available at a reasonable cost.

C. Resistance Temperature Detector and Heater Resistance
Calibration

The resistance calibration is performed through a series of
conventional steady-state experiments in which heat is supplied by the
hot plate shown in Fig. 4. In this case, one-dimensional heat steady-
state conduction is assumed, such that ¢’ = —k(dT /dx). Waiting
until the thin-film thermocouple temperature becomes constant
establishes the steady-state condition in the heater (without power
supplied to the heater). A resistor analogy then becomes available for
later use. This test cell consists of a machined aluminum base plate
(5.08 X 5.08 X 0.635 cm) with heater seat (machined to depth
1.02 mm, and sized to account for thermal expansion mismatch which
is necessary), AIN heater, a layer of Pyrogel [40], and an aluminum
cover plate that is sandwiched and bolted (hand tightened). A type K
exposed bead thermocouple probe (0.02 in.) is inserted into a centered
drilled hole (in all directions) of diameter 0.061 cm and adhered using
AREMCO 669 adhesive. The high thermal conductivity of aluminum
and steady-state measurements are intended to justify that the in-depth
aluminum placed TC represents the aluminum temperature. This TC is
merely used as an additional temperature check on the thin-film TC
(no thermodynamic violations).

It is important to note the purpose of knowing the internal
temperatures of the heater. These measured temperatures could
establish or help define the bulk heater temperature of the aggregate
substrate composed of AIN and tungsten. This bulk temperature will
later be used in a proposed model for estimating the temperature-
dependent heat capacitance of the manufactured heater. With this
said, the accuracy of £2-3°C is sufficient and easily achievable. The
calibration is performed using a type K thin-film (TF) thermocouple
adhered to the pin-side of the heater. As such, the exposed thin-film
thermocouple ribbons are not electrically isolated further. The front-
face to back-face heater temperature difference AT can be estimated
with the aid of Fourier’s law and an estimate of heat flux from the hot
plate while assuming an AIN or Tungsten or weighted AIN/Tungsten
thermal conductivity. The upper-bound estimate for the temperature
difference is 1-2°C. The test procedure is conventional as the hot
plate’s temperature is set and steady state is reached in the heater and
aluminum block after sufficient time (about 1 h for each data point).
The corresponding resistance measurement is made using a Data
Translation (DT) 9829 data acquisition board. The process involves
setting the set-point temperature of the hot plate and waiting until
steady state is achieved (monitoring the thin-film temperature). A
resistance measurement of each RTD is then recorded for this steady-
state condition corresponding to the thin-film temperature. The
process is continued by increasing the hot-plate set-point temperature
in 50°C increments until the desired temperature span is covered.
This steady-state campaign produces highly repeatable results for the
RTDs and tungsten heating element. Figures 5a and 5b reveal results
from three test runs verifying good repeatability for the RTDs,
whereas Fig. 6 displays the resistance measurements taken at the
same time for the tungsten heater trace.

The dominant material in the heater displayed in Figs. 1 and 2 is
AIN. AIN possesses strongly temperature-dependent thermophysical
properties [48,49]. The thermal conductivity decreases with increasing
temperature, whereas the specific heat increases with increasing
temperature. Itis extremely important to account for thermal expansion
in the aluminum base plate seat because this omission in the design of
holders can prove disastrous due to mismatch expansion at elevated
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Itemization of experimental components

Item

Model number

Purpose

Additional information

Pyrogel insulation [40]
DAQ [41]

Power supply [42]
Hot plate [43]

Insulation [44]
Thin-film thermocouples [45]

RTD extension wire [46]
Oscilloscope

Mass measurements
Adhesive

Thermocouple probe [47]

LabView
AREMCO thermal paste
Blanket insulation

Aspen Aerogel- Pyrogel
XT-E
DT-9829

Keysight model N5700
Cole-Parmer EW-03405-10

ZIRCAR MICROSIL
OMEGA CO2-K, type K

EXGG-2CU-20

Tektronix TDS 2014B
Sartorius TE214S
AREMCO 669 cement
OMEGA TMTIN-020E-3,
type T

Version 2016

Heat-Away 641 silver paste
ISOFRAX C8PCF-1/2 in.

Insulation for resistance measurement cell

Multimeasurement data acquisition for
synchronized production of data
Programmable dc power supply

Calibration of RTDs and heater trace (resistance
as function of temperature)

Insulation used in all tests,

thickness = 12.5 mm

Thin-film type K thermocouple

RTD extension wire

Verifying voltage/currents at bus bar

Measure mass

Thin film to surface

Exposed bead for estimating penetration time in
the insulation

Control of voltage output of the dc power supply
Contact reduction grease

Gap insulation

T < 650°C

Eight channels: voltage, current, RTD,
thermocouples

U<150 V,I1<10 A

T < 540°C, ¢'" < 3.3 W/cm?

0.019 < k <0.028 W/(m - K),

p =230 kg/m?, ¢, = 800 J/(kg - K)
Thickness = 0.0005 in., T' < 500°C
recommended

T < 482°C, solid braid insulation/glass
100 MHz

T < 1000°C, thickness = 5 mm

T < 400°C

T <280°C*
T < 1260°C

PS-0017

“New customized product by AREMCO will be tested, T’ < 815°C.

temperatures. Again, this preliminary heater possesses a design limit of
approximately 400°C sustained.

It should be noted that the curve fits shown in Fig. 5 are mapped
onto the Callendar—Van Dusen [50] form, whose resulting

S

Fig.4 Photographs of a) components of the heater cell, and b) hot-plate
setup for measuring electrical resistance.

coefficients are then inserted into the DT9829 DAQ’s custom mode
for RTD conversions. A direct curve-fit routine based on the
Callendar—Van Dusen form could also be developed. The heater
resistance is extracted in a different manner as the voltage U and
current / are measured, leading to the power P calculation. With
known power and say known voltage, the resistance at any instant
in time can be calculated from P(f) = U(f)?/R[T(t)], or use
U(t) = I(1)R[T(1)]. An estimation of the tungsten heater temper-
ature can be recovered as the heater temperature is also collected
at the same instant in time and estimated from the thin-film
thermocouple. Figure 6 shows that the heater’s resistance
dependency on temperature produces less sensitivity than the
RTDs (as expected). However, this calculation can be useful for
many qualitative and quantitative purposes. This passive approach
(power off) helps identify flaws in the construction of the heater/
instrumentation/material when used actively (power on) because
both the interior RTD temperature predictions should not
drastically divert from the TF thermocouple temperature
measurement.

Before proceeding further, it should be noted that the RTDs
produced spurious results at high-temperature and high-power
inputs due to current leakage from the heater somehow flowing into
the RTDs. This unfortunate occurrence or flaw was reported to the
manufacturer, and a new generation of heaters will not produce this
adverse effect. However, the procedures of this section remain valid.
It is important to check this when the heater is under load. The
procedure is to deactivate, say, the RTD in the pin side of the heater
(designated as RTD2) from the DAQ current (425 mA, NT 9829)
and directly measure current flow in the RTD using the DAQ. The
RTD in the opposite of the pin side is designated by RTD1. Figure 7
shows a typical example of the current contamination to the RTD.
Here, a constant 2 A current is supplied to the heater until
termination or shut off at approximately 18 s. For this test, the
surrounding heater environment is composed of ZIRCAR’s
MICROSIL [44] insulation. The attached type K thin-film
thermocouple temperature at the time of power termination was
approximately 310°C.

At a temperature above 300°C, the current leakage into the RTD
becomes nonnegligible relative to the DAQ driving RTD current. As
the power of the heater increases, this phenomenon is readily seen at
lower temperatures. However, in many tests, the results were quite
good and indicated the merit of the RTDs for future studies because
the bulk temperature of the heater can be established to a better
accuracy than merely using the thin-film thermocouple temperature
attached to the heater’s pin side.
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D. Mathematical Modeling and Sensitivity Analysis for the
Experimental Design Process

Aluminum nitride possesses a high thermal conductivity at room
temperature (~150-300 W/(m - K) depending on the reference
source) that decreases with increasing temperature. For this
preliminary investigation, a lumped system approach is taken
whereby an effective (or average or bulk) temperature can be defined.

Tweo-dimensional view for the initial modeling effort. Perfect contact is assumed
between lumped heater and insulation.

Fig. 8 Initial six-fin _insulation model based on semi-infinite
approximation.

As previously noted, at this juncture, four distinct temperature
measurements in the 1.02-mm-thick AIN heater are available (two
RTDs, one heater, and one thin-film TC on the pin side). Further
discussion on the measurement used to represent the bulk temperature
is held until a later section. With this definition of temperature, a heat
capacitance function can be constructed using a parameter-estimation
approach. In this component of the procedure, the heater is encased in
insulation composed of ZIRCAR’s MICROSIL [44]. The insulation
thermal effusivity coefficient will also be approximated but based on
the thin-film thermocouple temperature. A novel six-fin formulation is
initially considered as shown in Fig. 8 for 1) evaluating the heater’s
thermal symmetry, and 2) forming the initial heat capacitance and
thermal effusivity estimates. Each fin (in three-dimensional space, two
are not shown) is assumed ideally semi-infinite in length and
adiabatically isolated, as noted in Fig. 8. This leads to one-dimensional
(fin) heat conduction when the surface in contact with the heater is at a
spatially uniform temperature. Under this simplification, an integral
relationship between the fin entering heat flux and fin surface
temperature exists when constant properties are assumed in the fin
[22]. Multidimensional effects are assumed small because the thermal
front has not deeply penetrated into the insulation (note corner effects
in Fig. 8). Voltage (or current) inputs will be programmed to the heater
(through LabView), and time histories of the heater’s element
temperature, RTD temperatures, and thin-film thermocouple temper-
ature will be studied. ZIRCAR’s MICROSIL [44] insulation is chosen
because its reported thermal conductivity lies in the range of
0.019-0.028 W/(m - K) for the proposed temperature range of
interest. Additionally, this is not a structural insulation and thus permits
compliance under light compression for reducing contact resistance.
An OMEGA type T thermocouple probe (0.02 in., exposed bead) is
placed on the top-side exposed insulation (and covered) region of the
test cell for assuring the semi-infinite assumption in the proposed
time span of the experiments. This geometry also provides physical
insight into the instrumentation and transient responses of the sensors.
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Many important studies involve only 10-120 s of test time. In this brief
period, the maximum temperature will be produced. Recall that the
insulation thickness is merely 12.5 mm.

Before describing the modeling process, Figs. 9a and 9b show the
physical configuration in which the heater is sandwiched in the
insulation cell. Figure 10 displays the tabletop experiment. A series of
steps are defined and investigated for evaluating and characterizing
the custom designed heater composed of a tungsten trace heating
element within an aluminum nitride (AIN) substrate possessing two
RTDs traces located above and below the heating element, as shown
in Figs. 1 and 2. This represents a complicated arrangement in which
a design space must be defined for assuring accuracy under certain
system constraints. The focus for this preliminary study, based on
possessing limited resources, involves characterizing the energy
storage and heat losses to the insulated cell. This identical insulation
will be used in the next test segment involving the establishment of

Zircar Microsil insulation used to sandwich the Oasis heater

Machined
depth=1mm

a)

RTD Connections

b)

F-‘ig. 9 thsical system: a) insulation cell components, and b) fixture
holder.

Fig. 10 Test cell, bus bar, DAQ, and dc power supply.

the heat loss from the heater in a one-sided (not sandwiched) test
arrangement. The parameters to be extracted are associated with the
heater’s heat capacitance and insulation thermal effusivity.

A sequential and well-orchestrated investigation based on in-depth
sensor calibrations, simplified modeling, parameter estimation, and
sensitivity analyses will be emphasized for extracting two key
properties of the system. A design space will be defined whereby all
heating scenarios must lie to assure a high degree of heat flux
accuracy. The Oasis Heater can produce a maximum one-sided heat
flux in the range of 80—140 W /cm? (recall that tungsten resistivity is
temperature-dependent).

The following are assumptions in the modeling process.

1) Anidealized six-fin model is assumed about the heater with one-
dimensional heat transfer in the semi-infinite insulation region.

2) Temperature-dependent heat capacitance is assumed based on a
bulk heater temperature.

3) Constant thermophysical properties are assumed in the
insulation.

4) All fins have identical transient base temperature.

5) Lumped energy balance is assumed in terms of bulk temperature
and fin surface temperature.

6) As noted earlier, the RTDs are deemed unreliable, and hence the
thin-film thermocouple is presently used for estimating the bulk
temperature. Some results using the RTD will be shown indicating
merit of this instrumentation.

7) Perfect thermal contact is assumed between the heater and
insulation.

A control volume, lumped analysis of heat transfer in the heater
shown in Fig. 8§ leads to

Z Qin + Qgen = Z Qoul + Qslor (W) (1)

The heat flux in the semi-infinite (insulated) fin regions is
described by [22]

_ t 0T, du
qé'(’?=01t)=/1/ —E5 (= 0, 1) = >0 (2

u=0 ou ka3 u’

where

= VPINSC p,INSkINS
JT

As indicated in Fig. 8, it is assumed that the corners are modeled as
adiabatic regions. It is presently assumed that this leads to a second-
order effect based on the provided assumptions. Substituting Eq. (2)
into the energy balance given in Eq. (1) as defined for the control
volume of the heater produces

d
P() = C(Tauux(0) 729 (1)

t T
”/ams(ho,wi 120 ()
u=0 ou

where 1 = 1A,, and C(Tgyrx (1)) = myc, y(Teurk(1)). Here, A, is
the wetted area of the heater. Based on the assumptions that

Tins(m = 0, 1) = T AN surface (£) = T1e(?) C))
where TF = thin film, Eq. (3) further reduces to
dTTF du

(u) .
du Vi—u

where T(f) = Tyrk(?), and T(0) = Ty. The definition of bulk
temperature will again shortly be described for the physical
experiment due to RTD reliability issues.

At this junction, several pertinent observations must be related
because the unknowns in this equation involve C(7) and A.

P(t) = C(T(t))%(t) + /1/'_0 t>0 (5)
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The power P(¢) is measured [leading to P, (¢)] with its inherent
uncertainties. The time derivative of the measured temperature is
required, which contains both measurement and truncation errors.
Finally, there is the proposed model that inherently possesses errors
deviating from reality.

E. Test Procedure Based on Sensitivity Analysis

Before proceeding, the first question that naturally arises involves
which profile of P(r) will produce a beneficial temporal event for
extracting C(T') and 1. Not all profiles can extract the true parameters.
It is recommended to gain insight into the parameter estimation
process by introducing a simple constant property model as an exact
analytic solution is available. This allows the sensitivity coefficients
to be viewed in terms of parameter dependencies.

1. Sensitivity Analysis: Constant Properties

Let C(T) = C and A be constant. Further, let the power be given by
a step function. Therefore, Eq. (5) becomes

dTr tdT du
P(t):CE(t)_F/l/u:OE(M)ﬁ’ t>0 (63)

where
P(t) = Po[H () — H(t — tof)] (6b)

Here, t, is the time at which the power is turned off. This
mathematical model uses a single temperature (basically we let
T = Tguk = Ttr).- The Heaviside step function is denoted by
H(t — ty). The step-function behavior is introduced into the power
ansatz for a particular reason, as will be demonstrated. The exact
solution of Eq. (6) subject to the initial condition 7(0) = T, is

T(t) —T() = @

where A = (1,/7/C). To introduce a sensitivity analysis, notation
needs to be extended for parameter differentiation; therefore, let
T(t) = T(t; C, A). Taking the partial derivatives of T with respect to
the two parameters C and A produces the sensitivity coefficients.
Doing so leads to the sensitivity functions

aT oT
ZC —%(t, C,j,) and Zﬂ —ﬁ(l‘, C,A) (8)
or, in terms of the modified sensitivity functions,
oT oT
‘PC:C%(I;C,A) and ¥, =/Ia(t;C,/1) )

The values of C and 4 are formed based on the material properties
of AIN [49] and MICROSIL [44]. These assigned values are
indicated in Fig. 11. Table 2 presents all necessary data for the
simulations. Preciseness of these parameters is not required for
this illustration, but they are representative. Figure 11 displays the
important and notable characteristics. Using a short time span, say
t < t,f, to determine the coefficients C and 4, by alinear least-squares
approach, may produce a suspect result for A because little sensitivity
exists in this time span. As graphically shown, using a 40 s time span
allows for the sensitivity coefficient of 1 to increase and the sensitivity
coefficient of C to decrease.

350 , . , , . , ,
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Fig. 11 Absolute modified sensitivity coefficients as a function of time.

2. Sensitivity Analysis: Temperature-Dependent Properties

Next, we examine a temperature dependency in C(T) but restrict
the model to a quadratic in temperature. With this assumption, Eq. (5)
becomes

P(1) :C(T)%(f)+ﬂ/:0%(u)%, t>0  (10a)
P(1) = Po[H(t) — H(t — tf)] (10b)

where C(T) = C, + C,T + C,T?. Again, this mathematical model
uses a single temperature (basically we let T = Tgyix = T1r)-

P, [(2% - 1) + eAz’erfc(Aﬁ)]H(t)

. t>0 7

—[(“—Vﬁ” - 1) + eAZ("’off)erfc(AM]H(t — Lofr)

In this case, an analytic solution is most likely impossible to develop,
owing to the nonlinear form of the integral equation involving both
dT /dt and T(t). However, we can numerically solve for 7(f) by a
simple numerical method as now described. Let

dTr
0(1) = E(l) (11a)

Table 2 Data for simulation

Item Value
Insulation density pins 239 kg/m?
Insulation thermal conductivity kjyg  0.025 W/(m - K)
Insulation specific heat ¢, s 800 J/(kg - K)

Heater mass my 0.0026 kg
Heater specific heat ¢, 1000 J/(kg - K)
Heater surface area A, 0.0013 m?
Current / 2A
Resistance R 20 Q
Power P IPRW
Power magnitude P, 80 W
Pulse duration 7 10s
Maximum experimental time 7, 80s
Initial temperature T, 293.15K
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Therefore,
P() = C(T)O(1) + A / "oy 2 t>0  (ilb)
= U) —,
u=0 Vt—u
where

T(t):To—i-/t O(ydu, 130

u=0

The evaluation of properties is performed based on one-time step
lag, and using a product rectangular integration rule [16] leads to

P -2 0( AT - i)
B C(Ti)) + 2AV/At

and recovery of the temperature is obtained through the product
rectangular rule, namely [16]

(11c)

T, = T0+Atia-,

j=1

i=1,2 ..M (11d)

The sensitivity coefficients for {Cy, C;, C,, 1} can be determined
by deriving integral equations for this system. To do so, again, we let
T(t) = T(t; Cy, Cy, Cy, 4) and implement parameter differentiation,
based on taking the partial derivative with respect to each parameter
Cy, Cy, Cy, and 4 [51] in Eq. (10a), to form

dT aZC 6ZC du
“—|—fC+2CTZ + 4 2 ,
( ) ( 1 2 ) Cy ﬁ() ou m
120,Z¢, = Zco(lo;co,clvcz,/{) (12a)
or ZC 1 0ZC du
-T—=0C —‘ —(C, +2C,T)Z A ! s
o (T) + (1+ 2)C+L:0 o T
[ZO,ZCI = ZC] (tO;CO,Cl,C2,/1) (l2b)
oT azc LT t 0Ze.  du
-T2~ =C(T 24+ —(C, +2C,T)Z A 2 ,
ot @ at( 1 #2602, + A:o ou Ji—u
ZZO,ZCZ =ZC2(f0;C0,C1,C2,A) (]2C)

t oT  du 0z, oT
— — =C(T)—=+—(C 2C,TZ
Loau Lo+, +2617,

t ()Zﬂ dM
+ A — , 120,Z,=7Z,(t);Cy,C1,Cy, 4 12d
Lodum 2 =Z)(t5:Co, C1,Cr, 1) (12d)

The initial conditions for all sensitivity functions are analytically
demonstrated to be zero based on T'(0; Cy, Cy,C5,4) = T(0) =T
Equations (12a—12d) are solved independently once 7 is known. As
before, nominal values based on AIN [52] and MICROSIL [44] are
used in the simulation. Figure 12 displays the resulting absolute,
modified sensitivity coefficients W. The computational procedure, to
obtain the numerical solution for these plots, is similar to the
discretization described in Eq. (11c). At this junction, it is important
to note the behavior of both ¥, and ¥,. Here, W, has the highest,
absolute modified sensitivity function. This will actually be indicated
when reviewing the experimental results in a following section. To
recover a representative value of A, sufficient time is required when a
pulsed power is applied.

3. Linear, Least-Squares Method for Parameter Estimation

With this analytic insight, a step pulse of current or voltage will be
applied because the present system is not designed for maintaining
a constant power pulse (no feedback loop at the present time). A
constant current pulse renders an increasing power, whereas a
constant voltage pulse produces a decreasing power with time during
the activation periods. This is due to the heater’s electrical resistance,
as shown in Fig. 6. However, the “pulse” shape is representative and

500 : ‘ : ‘ : : ‘
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450 |- Co=-0-5574 JIK, C, =0.0098 J/K?, C, =-0.000008129 JK°
A = 0.1627 Ji(s "2-K)
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~ 300+ 1
) T(t)
=250 § \ / J
)
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10077 )
50 ff 0 1
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Time, t (s)

Fig. 12 Absolute modified sensitivity coefficients as a function of time.

key to the discussion. The determination of the heat capacitance
function, C(T), and 4 is based on using a constant current pulse and
tested over various currents. The present mathematical formulation is
explicitly described as

ar,, du
Pat =t Grw+ [ Trw—Ee 20 as

C(T,)) = Co + C\ T, (1) + C,T75, (1) (13b)

where t = t;, i = 1,2, ..., M when discrete data are involved. As
will be validated later, a single temperature is used based on the
thin-film thermocouple located on the pin side of the heater (basically
we let T = Tgyrx = T1r). To experimentally obtain these building
block parameters, a parameter-estimation problem is proposed
whereby the residual equation is defined as

r0) = =Py (0) + Ty G+ [ T2
i=12,....M (14a)

The sum square of the residuals become
M

R({Cy.C1.Co. 43) =Y r(1)

i=1

M drT,, v dT,, 2
=3 (~Pattd + et ey a1 T 2)

(14b)

where the objective involves minimizing R with respect to each para-
meter to form a closed, linear system involving four algebraic equations.
The four parameters are then solved for by matrix manipulation.

Figures 13a—13d display input and measurements required by the
least-squares problem for estimating the four parameters. The RTD
converted temperatures are indicated in this case as the temperature
and current are low and the RTDs are stable. It is important to observe
that the RTDs are producing highly favorable results, indicating
that if the current leakage to the RTDs can be controlled then this
heater produces a novel well-suited design for further investigation.
Figure 13d sufficiently validates letting 7 = Ty x = Ttr until
higher reliability of the RTDs is established.

Table 3 presents a sequential time investigation viewing the
parameter sensitivity to the time span of the data collection set for the
quadratic C(T'). Note that C, displays the least variation among the C
coefficients and is least sensitive to the data time span. The behavioral
results, shown in Table 3 for Cy, are then as expected. Table 4 renders
results based on a cubic expansion for the heat capacitance C(T). A
similar sequential time study produces an indication of sufficient
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Fig. 13 Parameter estimation: a) input current pulse, b) input voltage U(t), ¢) power calculation P = UI, and d) measured temperatures.

data. Figures 14a and 14b display the two reconstructed heat
capacitances C(T). A baseline curve is generated using data from
Ref. [49] (with a measured heater mass based on ¢, (T') [48,49] with
my = 2.61 x 1073 kg) to provide a characteristic shape involving
pure AIN. The inclusion of tungsten does not characteristically
change this shape but will change the aggregate value. There is
sufficient tungsten in the AIN heater to lower the aggregate
magnitude over the reported temperature span but will not
substantially change the trend. Observe that the cubic representation
possesses an unexpected bend at high temperatures, which seems
characteristically contradictive to expectations. This observation
cannot normally be used because typically no baseline data are
known. However, if we reconstruct the power based on Eq. (13a) and
compare it to the measured power P,,(f), then the choice of
approximation becomes evident. Recovery of the power input for this
extreme test case is highly favorable when the quadratic form of C(7)
is used as indicated in Figs. 15a and 15b. Power reconstruction near

Table 3 Predictions based on quadratic C(7) and constant A

T-span, s Co,J/K C,J/K? C,, J/K3 2, J/(K-s%)
0.4 —1.0358 0.0123 —1.1247 x 107> 0.1592
0.6 -1.0733 0.0125 -1.1458 x 1073 0.1581
0.8 1ax -1.0212 0.0122 —1.1177x 1073 0.1586
I max —0.9543 0.0119 —1.0808 x 107> 0.1593
Table4 Predictions based on cubic C(T') and constant A
T-span, s Cy, J/K C,I/K> Gy, J/K3 C3, J/KY L T/(K-s%)
041, 43285 —0.0262 7.8466 x 107 —6.8255x 107 0.1586
0.6tma  4.3040 —0.0260 7.8267 x 107 —6.8190x 10~%  0.1578
0.8tmax  4.1473  —0.0248 7.4992 x 107 —6.5461 x 10~ 0.1584
T max 4.0841 —0.0242 7.3169x 107 —6.3786 x 10%  0.1592

the jump conditions are well reconstructed when using the quadratic
form of C(T).
The quadratic form of C(T) and 4 are described by

C(T) = —0.9543 + 0.01197 — 1.0808 x 1072 (J/K)  (15a)

A =0.1593 (J/K—+/5) (15b)
whereas the cubic form is determined as

C(T) = 4.0841-0.0242T + 7.3169 x 10~°T?
—-6.3786 x 107373 (J/K) (15¢)

2 =0.1592 (J/K—+/5) (15d)
The power distribution recovery for other test cases will use

Eqgs. (15a) and (15b). The first test case is described in Figs. 16a—16d
based on a Gauss-shaped voltage applied to the heater, namely,

U@t = U, exp(— (t_”)Z) ) (16)

62

where Uy = 52 V, y =22 s, 0 = 4 s, and sampled at 48 Hz.
Figure 17a displays each energy-rate component described in
Eq. (13a) as a function of time. The standard deviation (SD) in the
power reconstruction is 1.55 W. The thin-film thermocouple sensor is
highly sensitive to environmental vibration, and care should be taken.
However, for this example, the local, large time jumps caused by this
“table bump” are not significant to the illustration of accuracy in the
power reconstruction. Figure 17b plots the measured power P,,(f)
and predicted power P(¢) for this model equation. The temperature
data used to construct the time derivative of temperature are unfiltered
(raw). A central difference is used for all interior values, backward
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Fig. 16 Data: a) input Gauss voltage (DAQ), b) measured current, ¢) power calculation P = U1, and d) measured temperatures.
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Fig. 17 Results: a) energy rate for individual components in Eq. (13a), and b) comparison between reconstructed and measured power.

difference for the first point, and forward difference for the last point.
The assumption of good thermal contact between the heater and the
insulation can be visually validated with the aid of the power
reconstruction as displayed in Fig. 17b.

A second more challenging test to the previous case is now
presented. In this case, the voltage input is given by the double Gauss
function:

- 2 _ 2
U(t) =Uy exp(—(lgil;l)) + Uy eXp(—%) (V) (17)
1 2

where UOI =50V, U02=25V, o] =4S, (72235,/41 =15 S,
1y = 25 s at a sampling rate of 48 Hz. Figures 18a—18d display the
input voltage (driven by LabView) as measured by the DAQ and the
other building block components for this test as the power is
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reconstructed. Figure 19 displays the heating rate d7/d¢ using raw
data and the difference calculations previously noted. Itis evident that
a heating rate of approximately 49°C/s is generated in the heater
based on the thin-film thermocouple. The individual RTDs are also
used in this figure for defining a time derivative of the “bulk”
temperature. That is, Ta2 involves the average of the thin film and
RTDI1, whereas Ta3 is calculated on the average of the thin film,
RTDI1 and RTD results. The RTDs are not contaminated with the
spurious current. Additionally, the RTDs produce fast and seemingly
reliable results. Figure 20a displays the input power P,,(#) and
reconstructed power P(f). Graphically, they appear to produce
favorable results. Figure 20b displays the difference between the two
over the test time span. The difference near the peak is about 3%,
which is relatively good, considering that the heating rate is about
49°C/s at that point. Again, the assumption of good thermal contact
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Fig. 18 Data: a) input double Gauss voltage, b) measured current, ¢) power calculation P = U1, and d) measured temperatures.
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Fig. 19 Comparison of d7/d¢ by finite difference and averaging of
RTDs, namely TF, Ta2 = (RTD1 + RTD2)/2, Ta3 = (TF + RTD1+
RTD2)/3.

between the heater and the insulation can be visually validated with
the aid of the power reconstruction shown in Fig. 20a.

4.  Modified Model Equation for Heat Flux Source

The model equation given in Eq. (13a) can now be adjusted to
account for heat loss into a sample. In this case, a quantifiable heat
flux source is now proposed. To demonstrate model accuracy, a test is
devised using a copper (CA110, Speedy Metals) slug of measured
dimensions 25.4 X 25.4 X 1.5875 mm with a thin-film thermocouple
(OMEGA CO2-K) attached to the backside of the copper plate. The
bead is carefully adhered to the copper with Graphi-Bond 669, while
a thin shimmer of mica is placed between the thin-ribbon leads and
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Fig. 22 Photographs of a) test cell with instrumented copper slug and
heater, and b) ZIRCAR insulation with a milled pocket containing the
copper slug and heater.

copper slug near its edge (about 1 /4 in. in length) to assure electrical
isolation and preventing a junction to be formed on the edge. A thin
layer of AREMCO Heat-Away 641 silver paste is applied between
the heater and copper slug. Though this paste is an electrical
conductor, no current leakage to the copper or any sample from the
heater has been observed. The next interfacial paste to be studied is an
electrical insulator.

Figures 21a and 21b show the new configuration where the heat
flux can now be evaluated and compared to the installed slug
calorimeter. Figure 22a shows the actual containment cell where the
bolts are hand-tightened to assure good contact without breaking the
small fin connections in the heater. Figure 22b displays the ZIRCAR
insulation with a milled pocket containing the copper slug and heater.

Equation (13a) is now modified to account for the heat loss into the
copper. Doing so produces

O

>0 (18)

P, (1) = C(Tm)

+ qH outA

SR

8
s,

28

30 40 50 60 70 80 90
Time, t (s)

0 10 20

b)
Fig. 20 Results: a) power reconstruction P(¢) and measured power P, (¢), and b) difference between the reconstructed and measured power.
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Fig.21 Representations of a) schematic for heat flux evaluation, and b) zoomed-in view of copper-heater interface showing (arrows) heat flow directions.
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Fig. 23 Data: a) input single Gauss voltage, b) measured current, ¢) power calculation U7, and d) measured thin-film temperatures.

where = (A, — A,)/A, Again, the present model leading to the
presented plots assumes T = Tt = TgyLkx. Meanwhile, the copper
slug energy balance leads to

qCu mA - CCu(TCu m) Cu - (l) + (]Cu INSAdees* > 0

(192)
d u,m
GéuinAs = Cou(Teum) Ct (1)
2 t dTiNscu u

+ — . >0 (19
s [ T )2 (19b)

t dT, du
t A= Cea(Teum C“m, g /M ,
4Cuin cu(Tc ) () + (AP)ins T du () —
20 (19¢)

where f accounts for surface area changes in insulation contact for the
heater model equation. Because an identical insulation is used about
the copper, 4 should be the same. Hence, we can introduce the
geometric correction factor f for adjusting the wetted area in contact
to the insulation in the copper model equation. Again, it is assumed
that the slug is in perfect thermal contact with the insulation as
MICROSIL is compliant. This assumption is used in Egs. (19a—19c).

5. Evaluation of Heat Flux by Slug Calorimeter

The mass of the copper slug was measured using the Sartorius
TE214S scale leading to mc, = 9.166 g The density of pure
copper is pc, = 8933 kg/m? [53], whereas the temperature-dependent
specific heat is given as ¢, (T) = 65.9(5.44 + 0.0014627)
J/(kg - K) [54].

To initially verify the feasibility of the model used in conjunction
with the AIN heater, the power is generated using a Gauss form of

voltage. Figures 23a—23c present the building blocks for the power
input, whereas Fig. 23d presents the resulting temperature history as
generated by the thin-film thermocouple attached to the pin side of
the heater. The voltage is given as

Um=%m%( ”)W) (20)

where Uy =63V, y=20s, 6 =6s and sampled at 19.2 Hz.
Figure 23d indicates little difference in temperature between the
back-side heater temperature (TF thermocouple) and copper slug
temperature, indicating excellent interfacial contact.

Figure 24a presents the individual contributions of the model
equations given in Egs. (18) and (19). This reveals several important
physical features in the energy balances. First, the storage of energy
must be accounted for even in a thin heater of 1.02 mm thickness.
Second, the insulation is clearly not perfect (not adiabatic) and should
be accounted for. Third, the time response of the slug with the thin
film on the back surface is sufficient. Figure 24b displays the type T
thermocouple that estimates the backside temperature of the
insulation.

Figures 25a and 25b display the reconstruction of the heat flux
from the slug using Eq. (19¢) and exiting heat flux reconstructed from
Eq. (18). In Fig. 25a, the heat loss to the insulation about the copper
slug is omitted, whereas Fig. 25b accounts for the heat loss to the
modeled insulation in the copper slug.

A second power profile is proposed involving the double Gauss
function for the voltage defined as

U(t) = Uy, exp( t _a’“) ) + U, exp( (t _62‘2)2) V) @1

1 2

with the parameters: Uy = 60 V, Uy, =45 V,01 =4 5,00 =45,
py = 15's, up = 25 s and sampled at 19.2 Hz. The arrangement of
figures is identical to that displayed with the single Gauss voltage
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Fig. 25 Power reconstruction: a) insulation is assumed adiabatic, and b) insulation is assumed real.

function. Figures 26a-26d present the input data using the defined
double Gauss voltage driver. Figure 27 displays the individual
contributions of the energy rate terms in the energy balance
associated with both the heater and copper calorimeter plate. Again,
energy storage in this thin heater is significant. Figure 28a presents
the estimated copper entering heat flux to that of the heater model
exiting heat flux. Figure 28b displays the relative difference
between the two heat flux estimates in the time span where the most
rapid changes in temperature occur. The time rate of change of
temperature dT/dt in the heater and copper is about 33°C/s, with
a corresponding maximum heat flux about 21 W/cm?. These
preliminary results demonstrate excellent accuracy that lies within
3-5% of each other.

6. Transient Uncertainty Propagation in Heater and Slug Calorimeter

Uncertainty analysis [20,55-60] is a fundamental tool for
understanding how the systematic and random errors propagate
through the experimental process or system. The open literature has
produced a healthy interest and response in this area. Several
approaches have been proposed involving various levels of
sophistication. For this preliminary study, uncorrelated data are
assumed, and a type B (scientific judgment [55]) evaluation
procedure is followed. Under these assumptions, a conventional
engineering view involving the Kline-McClintock [59] formulation
is basically produced. Each control volume (heater and slug)
produces an uncertainty model based on the previously outlined
assumptions. Clearly, components remain unknown, such as
insufficient physics in the model, etc. However, for this preliminary
investigation, the procedure is well defined based on the models for
the heater and slug. The approach described in Ref. [20] is instituted
for this initial investigation as a means for gathering a physical basis
of understanding.

a. Uncertainty Analysis for the Oasis Heater Model.
be rewritten as

Equation (18) can

ql/-I/A,out([) = q;-l/.out (t; Pm’ C(Tm)7 Tm’ QH—INS’AS)

1

d
= A—A |:Pm (l) - C(Tm) % (t) - QH—INS([)} (223)

which explicitly indicates the functional dependency on the listed
parameters. The energy loss from the heater to the insulation is

du
Ji—u’

and represents a collective quantity [20] involving 4, 8, (dT,, /dt)(t)
from which an uncertainty estimate can be physically assigned.
Taking partial derivative with respect to ¢ = P, ¢, = C(T,,),
@3 =T, p4 = On_ns, and ¢ps = A produces

t dT
On-ins(t) = 48 — (u) t>0

u=0 du

(22b)

aql/"ll,out — i aql/i/,out — _Tm(t) aql/i/,out — _C(Tm)
oP, A, oC A, T, A,
an,-I,.oul — __1 aq;-l/.out _ _[Pm (Z) - C(Tm)Tm (t) - QH—INS (t)]
aQH—INS As ' aAs A%

(23)

respectively. With these explicit expressions, each uncertainty term
can be formed based on

1"
aqH out

o,

I=1,...,5

Agy, (24a)



Downloaded by UNIVERSITY OF TENNESSEE - KNOXVILLE on June 2, 2019 | http:/arc.aiaa.org | DOI: 10.2514/1.T5519

FRANKEL, CHEN, AND MATHEW 531

70 r T T r T T 4 T r T T T T
Double Gaussian supplied voltage Measured current from DAQ
60 - (measure from DAQ x Gain of 15) | | 35¢ 1
50 | 37 |
= < 25¢ 1
o 40 =
g T 2t 1
& 30+ £
9 3 15F 1
20 1k ]
101 0.5 ]
O 1 L 1 0 L L 1 L
0 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70
a) Time, t (s) b) Time, t (s)
250 T T T T T T 350 T T T T T
Calculated power, P = Ul (W) Thin film TC attached on the heater
’ 300 | Thin film TC attached on copper ]
200 -
_ g 250 1
=3 =
< 150
a o 200 1
= 2
9 o ]
g 100 5 150
Q.
= §
2 100 1
50 -
50 1
0 . . . . . 0 . . . . L .
0 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70
) Time, t (s) d) Time, t (s)
Fig. 26 Data: a) input double Gauss voltage, b) measured current, ¢) power calculation P = UI, and d) measured thin-film temperatures.
250 i 24.8
c‘lH, stor 24.75 | ‘ Type T thermocouple on the back of the insulation
200 - Qhins ’
< Qciins G 247
E 150 QH, gon = Pm(t), measured o 24.65
(¢} ="
9 O 246
T 100 3
x T 24.55
2 2
o 50 € 245¢
c 9]
I F 2445|
0
24.4
-50 L L L L L L 24.35 L L L L L L
0 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70
a) Time, t (s) b) Time, t (s)
Fig. 27 Results: a) components of the energy balances (heater and copper slug), and b) backside TC (thermal penetration time).

and because a type B analysis [54] is assumed for the present study,
Eq. (24a) can be alternatively expressed as

aq}il,out ( Houl ) ‘ A¢l
A¢p; = I=1,...,5 (24b
) i .

where || Y|, = max |Y| is merely the infinity norm (max-norm) for
defining the maximum relative uncertainty. The total uncertainty can
be expressed in terms of root-sum-square method [58] as

AqH out (t; Pm’ C(Tm)s Tm, QH—INS, As)

a2l MR

(25)

Based on the open literature, experience, and calculations,

‘ Ad , I=1,...,5
?i o
are explicitly estimated as
AP AC AT
2 =1%, — =5%, H—m = 5%,
0 C o m (o)
‘ @ = 10%, A4, =29%
On-1Ns oo s lloo

These values can be additionally perturbed but represent
reasonable values for understanding the propagation of errors in the
model displayed in Eq. (18). Figure 29 displays the temporal
behavior of the component terms defined in Eq. (25). Figure 30
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shows the temporal behavior of the total uncertainty,
Aqy ot P, C(T),), Ty, Qp_ins, As). The peak total uncertainty
value is less than 0.9 W/cm? at time ¢ ~ 18 s. The heat flux at this
time, from Fig. 28c, is approximately 20.8 W /cm?, leading to a ratio
of less than 5% for input estimates of the local uncertainties.
Figure 31 presents the estimated heat flux with error bars (down
sampled for visual clarity) as generated by g;; o, & Aqy ou-

b.  Uncertainty Analysis for the Copper Slug Model.
be rewritten as

q(/j/u,in (t) = q(,j/u,in (t; CCu (TCu.m) 5 7:‘Cu,m ) QCu—lNS 7Ax)

1 dTCu m
= — T, -
A.\‘ |:CCu( Cu,m) dt

Equation (19a) can

() + Qcu-1ns (f)] , 120 (26a)
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Fig. 30 Temporal behavior of the total uncertainty defined in
Eq. (25).

which explicitly indicates the functional dependency on the listed
parameters. The collective term

_ t dT d
Ocv-s(®) = s [ 2 )

, t>0 (26b
—o du Jt—u (26b)

is the energy loss from the copper slug to the insulation,
and it is a quantity to which an uncertainty can be estimated
and assigned. Taking partial derivative with respect to
q)l = Ccu(TCu,m)’ CDZ = TCu,m’ (1)3 = QCu—INS’ and CI)4 = As
produces
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anu in __ 7.-‘Cu,m(t) anu in __ CCu(TCu‘m) anu in 1

aCCu As ' aTCu.m - As ' aQCu—INS - As
anu in — _[CCu(TCu,m)TCu.m(t) + QCu—INS(t)] (27)
0A, A2

respectively. With these explicit expressions, each uncertainty
term can be formed based on

anu in
oD,

A®, I=1,....4 (28a)

and because a type B analysis is assumed for the present
study, Eq. (28a) can be alternatively expressed as

aq(/j,u in Houl Aq’l
—C AP, =
oo, ! ( 0D,

The total uncertainty can be expressed in terms of root-sum-square
method [58] as

I=1,...,4 (28b)

)

Cu m(t CCu(TCu m) TCu mo» QCu lNSvA )

B i[( a;;lm )H o

=1

2
] (29)

Based on the open literature, experience, and calculations

AD
H ! I=1,....4
can be explicitly estimated as
AC, AT
H Qull = 5%, H —cuml — 59,

o Cum oo

A AA

H Qcu-ins|  _ 10%. H Al e
QCu INS |l o s oo

Figure 32 displays the temporal behavior of the component terms
defined in Eq. (28b). Figure 33 shows the temporal behavior of the
total uncertainty Agy i (4 Cou(Teum) s Toums Qcu-ins, As)- The
peak total uncertainty value is less than 1.4 W /cm? at time  ~ 18 s.
The heat flux at this time, from Fig. 28c, is approximately
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Fig.32 Temporal behavior of the uncertainty component terms defined
in Eq. (28b).

o
]
o

N
N

N
[N
\

2
Cu, in (Wiem®)

N
T

o
3
:

0.6

Total Transient Uncertainty, Aq"

00 10 20 30 40 50 60 70

Time, t (s)
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20.8 W /cm?, leading to ratio of less than 7% for input estimates of
the local uncertainties. Figure 34 presents the predicted slug heat flux
with error bars based on the presented uncertainty analysis.
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Fig. 34 Estimated incoming copper heat flux with uncertainty bars.
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IV. Conclusions

This preliminary study suggests a procedural and experimental
design process as well as a physical test cell for producing a reliable,
repeatable, and accurate heat flux source. The design space envelope
(heat flux in Watts per square meter, temperature in degrees Celsius,
and heating rate in degrees Celsius per second) requires further
consideration and expansion. Another important feature demon-
strated here involves system costs and a rapid turnaround process. A
90 W /cm? heat flux can be demonstrated on a stainless-steel sample
for a short period of time as the present heater has a temperature limit
of 450°C. It should be noted that higher temperature and heat flux
heaters are presently being developed based on aluminum nitride
substrates [38].

With these encouraging preliminary results, additional model and
sensor improvements can be proposed. Two obvious improvements
involve the heater-sample contact region and modeling of the heat
loss into the insulation. First, alternative interfacial pastes and
interface options should be pursued as well as consideration of
energy storage in these materials. Second, the assumption of constant
thermophysical properties in the insulation should be reconsidered. It
is difficult to measure the insulation surface temperature 7'pyg(?).
Therefore, the assumption T' 51 (f) = Tns (f) remains until an instru-
mentation solution is devised. Clearly this issue also arises in the
insulation region about the copper slug where T, (1) = Tins(?) is
assumed. Frankel et al. [61] derived the transient heat-flux—surface-
temperature relationship for a one-dimensional, semi-infinite geometry
in an opaque material with known thermal conductivity (but constant
thermal diffusivity). The derived relationship incorporated the
Kirchhoff and Fourier cosine transforms [61]. Further remarks on these
issues are presented in Ref. [62].
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