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ABSTRACT
Advancements in AI will soon enable tools for providing auto-
matic feedback to American Sign Language (ASL) learners on some
aspects of their signing, but there is a need to understand their
preferences for submitting videos and receiving feedback. Ten par-
ticipants in our study were asked to record a few sentences in ASL
using software we designed, and we provided manually curated
feedback on one sentence in a manner that simulates the output
of a future automatic feedback system. Participants responded to
interview questions and a questionnaire eliciting their impressions
of the prototype. Our initial findings provide guidance to future
designers of automatic feedback systems for ASL learners.

CCS CONCEPTS
• Human-centered computing → Interaction design process and
methods; Accessibility design and evaluation methods; • Applied
computing → Computer-managed instruction.
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1 INTRODUCTION AND RELATED WORK
American Sign Language (ASL) is used by about half a million peo-
ple in the U.S. as a primary form of communication [21]. ASL classes

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
ASSETS ’22, October 23–26, 2022, Athens, Greece
© 2022 Copyright held by the owner/author(s).
ACM ISBN 978-1-4503-9258-7/22/10.
https://doi.org/10.1145/3517428.3550367

have one of the fastest growing language-learning enrollments; it
is now the 3rd most studied non-native language in the U.S. [1, 10],
with 200,000 students [9] as of 2018. Individuals motivated to learn
ASL include future ASL interpreters, hearing parents and teachers
of Deaf and Hard of hearing (DHH) children, teachers in bilingual
ASL-English programs, and other professionals [25, 28].

One common method for providing feedback to students in ASL
classes is for an instructor to watch and provide feedback on each
student’s signing production during class. For homework or out-of-
class assignments, instructors may watch a video recording of the
student and provide written feedback. In some educational settings,
instructors also employ specialized software that enables time-
synchronized feedback to users, e.g. GoReact [1] and TerpTube [16].
Providing feedback imposes a heavy workload on instructors, and
students are unable to obtain rapid feedback, which may limit their
learning [17]. Advancements in machine learning have enabled
automatic detection of individual signs or aspects of signing in
video, e.g., [15, 30, 31]; a recent system can identify some errors in
the production of ASL sentences with moderate accuracy (60%) [26].
Other advancements have given rise to new methods for providing
more customized feedback to students, e.g., using visual feedback
to point to specific parts of the body where the error occurs [23, 24].
Advances in deep-fake face-swapping technologies, e.g., [22], could
be applied to a video of an expert signer, so that the student could
see their own face on the body of the expert signer, to help visualize
how they would appear performing ASL in a correct manner.

Providing students with automatic feedback during language-
learning assignments has been explored in a variety of contexts
and languages [3, 6, 14, 29]. However, relatively little work has fo-
cused on sign language [5, 18]. There has also been some research
on developing ASL games and other engaging interactive learn-
ing tools [4, 7, 8, 19, 25, 27], as well as sign language dictionaries
[2, 11–13]. However, these technologies are mostly designed to
improve receptive, rather than expressive, skills of learners. Given
the advances in AI-powered technologies discussed above, there
is a need to understand how students would like to engage with
automatic feedback tools, especially how they would like to submit
videos and view feedback. In this poster paper, we investigate:
RQ1 What are the expectations of ASL learners from software

that lets them record a video to get feedback?
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RQ2 What are the subjective preferences of ASL students with
respect to viewing various forms of automatically generated
feedback?

2 METHODOLOGY
2.1 Participants and Recruitment
This IRB-approved study was conducted remotely using Zoom
video-conferencing because of the COVID-19 pandemic.We reached
out to professors teaching introductory ASL courses, who shared
an advertisement by email with their students, and we also posted
on Reddit. Six participants identified as women, and 4 as men. (An
option for non-binary and other self-described gender options was
provided.) The mean age of our participants was 26.8 years. Eight
participants had fewer than 2 years of experience in learning ASL.

2.2 Study Protocol
Participants were informed that the purpose of this study was to
understand their experiences in learning ASL or taking ASL classes,
recording video assignments, and obtaining feedback. The study
consisted of four phases. Three phases occurred during the initial
appointment: a pre-recording interview; time for the participant to
record videos of their own signing; and a post-recording interview.
Finally, a few days after the appointment, they received a video with
feedback and were asked to respond to a post-study questionnaire.

Participants were first asked about their prior experiences in
recording ASL videos and getting feedback. Participants then inter-
acted with a prototype created for this study. The software allowed
students to play some sample videos of expert signers performing
ASL sentences or short passages consisting of 3-4 sentences. These
stimuli videos were from the curriculum of Signing Naturally, a pop-
ular textbook used for ASL instruction [20]. Participants were able
to browse and replay these videos multiple times, and then, when
ready, they were asked to make a video recording of themselves
mimicking each video; the video played while they were record-
ing in a side-window. The recording-software prototype used the
webcam on the participants’ local computer to record their ASL
signing, and the prototype enabled the students to record their own
videos while the videos of the expert signers were playing, so that
they could follow along.

A post interview was conducted to get feedback on the recording
software. Finally, participants were told to expect to receive an
email in a few days with a video of their own signing with feedback
added, and they were told that they would need to complete a
questionnaire after watching that feedback video. One of our co-
authors who is an ASL linguistics expert carefully inspected one
video from each participant and prepared feedback videos in three
different formats, as shown in Figures 2 and 3.

(1) By pointing to a location on the face or body of the student
when displaying text messages on the screen about how the
ASL signing may be correct or incorrect.

(2) By zooming in on the face of the ASL student at times when
there was an error in the production of a facial expression.

(3) By displaying the result of face-swap software that overlaid
the face of the participant onto the face of an expert ASL
signer (with the participant’s face conveying appropriate
facial expressionmovements based on the expert ASL signer),

to illustrate students would appear if they were producing
ASL sentences in a correct manner.

We sent a video with feedback to each participant along with
the link to an online questionnaire, asking participants about their
impression of the feedback provided in the video.

2.3 Data Analysis
To analyze participants’ interview and questionnaire responses, we
employed both deductive and inductive coding approaches in our
qualitative data analysis. Based on our research aims, we aggre-
gated participants’ comments about the recording software and the
feedback provided separately. We performed a thematic analysis on
both of these sets of comments separately. We present our findings
in sections 3.1 and 3.2 respectively.

3 RESULTS
3.1 Side-by-side Presentation
Participants’ feedback was largely positive regarding their expe-
rience of watching a video of an expert signer while recording
themselves reproducing the signing.

3.1.1 Less worrying about vocabulary. Participants appreciated not
having to worry about the vocabulary and focusing more on the
fluency of signing. For example, P1 commented: I liked being able
to imitate it and see exactly what I needed to do next, instead of like,
completely remembering the sentence, especially if I didn’t know the
signs.

3.1.2 Adjusting signing on the fly. P5 also liked the fact that they
could adjust (their) signs on the fly to more what the signer was doing.
They could also focus more on other aspects of fluent signing. P2
commented: It’s the easiest way to compare myself to the signer. Am
I maintaining the right attitude? Am I using the space around me
properly? Are my signs too big or too small?

3.1.3 Pace signing better. Two participants mentioned that watch-
ing a video while recording themselves allowed them to pace their
signing more like a native signer. To support this further P5 also
suggested: time stamp suggestions, where it’s not only giving you the
timestamp of where you as the signer differed from the video, but also
getting the timestamps of the video where they’re doing it correctly.
Just like making direct comparisons is as easy as possible.

3.1.4 Distraction. Three participants expressed concerns about the
side-by-side presentation. For example, P3 said that it distracted
them and they ended up focusing more on the native signer’s video
and missing facial expressions: I was focusing too much on them
rather than like trying to look at it, get it down and make sure that I
was there. I feel like I was leaving off facial expressions.

P4 agreed: I felt like I wasn’t signing naturally cause I was looking
at it and trying to match what they were saying.

Five participants wanted to review their own recording immedi-
ately, e.g., P7 wanted to: see myself back after, because I’m generally
trying not to pay attention to myself on the screen while I’m signing.

One participant wanted a tool to provide immediate transla-
tions of the stimulus video, saying: So I think there’s not really any
translator, what the sign it is, maybe? - P9
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Figure 1: Screenshots of the recorder software with two windows. The window on the left shows the video presented to the
participant. The right window is the viewfinder, showing the video from the webcam of the user’s computer.

(a) Feedback using an arrow pointing to the error location

(b) Zooming in on face to emphasize the moment at which an
error in facial expression occurs

Figure 2: Screenshots of manually curated feedback videos
shared with our participants, with an expert signer shown
on left and participant (who granted permission for their
face to appear in this paper) on the right.

3.2 Feedback
At least six participants liked the side-by-side presentation of the
original video and the student’s video in the feedback provided,
e.g.: I really liked being able to see the signer and me side-by-side.
Sometimes I forget ... to ... raise eyebrows or lean forward, and having
that visual with the differences pointed out was really helpful. I feel
like just this small activity will make me more aware of what I should
be doing when signing. - P1

Participants pointed out the long-term benefits of using a tool
like this: continued use of this system could help me fine-tune my
sign, especially my nonmanual skills. - P8

Figure 3: Manually curated feedback video with expert signer
(left), expert signer with their face-swapped with participant
(middle), and participant (right, permission granted for face
to appear in this paper) in a side-by-side composite manner.

Participants also discussed how they liked the feedback on facial
expressions, especially early in signing education, e.g.: it is crucial
to have this tool implemented, as signing habits can be developed
earlier on when the focus is more directed towards picking up signs,
understanding the grammar etc. And less on subtle things like [non-
manual] markers.

3.2.1 Text-based Feedback. Participants liked text-based feedback
when it was succinct, e.g. It was short and sweet. The next comment
was long. There were many suggestions, and a lot to keep track of
while watching a quick sentence. - P1

Participants also liked the zooming-in aspect: Showing the side-
by-side comparison, especially when zooming in on the error, was
helpful. - P8

3.2.2 Visual Indicators. Overall, participants appreciated the visual
indicators used in feedback videos and offered suggestions on how
to improve them, e.g. P1 said, I liked the arrows that pointed out
differences. There were a lot of large red arrows for the second segment
that felt a little cluttered and clunky. I think a skinnier red arrow
might help indicate the location I should be looking at better.

3.2.3 Face Swap. There were two participants who commented
positively on the face-swap technology. P4 said it was an encourage-
ment for the things that were done correctly. Others, e.g. P10, liked
the idea but said the face-swap technology needs to improve: I liked
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the idea of it because I feel like it can improve. I disliked the execution
of how the face was just planted on.

4 LIMITATIONS, FUTURE WORK, AND
CONCLUSION

There are several limitations of this work that can serve as basis for
future studies. The number of participants (10) in this study was
relatively small. Future studies, can recruit a larger set of partici-
pants. Our feedback videos were manually curated by one of our
co-authors. The feedback was also not shared with our participants
in real time since we needed time to manually curate the feedback.
Once technologies that can detect errors in signing are more readily
available, researchers can use them to provide automatically gen-
erated feedback to participants. Future research can look at more
alternatives for presentation of feedback to learners.

The goal of this research was to capture experiences of differ-
ent ASL learners and their opinions regarding a system that can
provide them with feedback on their signing. Our preliminary find-
ings may inform future designers of such technologies about the
requirements of ASL learners for such tools.
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