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Abstract—In this work we analyze the stochastic scattering
loss in silicon-on-insulator (Si/Si0;) waveguides represented by
symmetric dielectric slab waveguides exhibiting exponential and
uncorrelated surface roughness, operating in the transverse
electric mode at optical frequencies (wavelength A = 1.54 pm).
We use the finite-difference time-domain (FDTD) method to
simulate hundreds of rough waveguides, and compare those
results with loss from previously established planar analytical
equations by [1]. The data and analysis point to a modification
of the loss equation in [1], [3] that reduces the error in scattering
loss between the analytical equation and the FDTD simulations
by up to approx 30%.

I. INTRODUCTION

Silicon-on-insulator (SOI) technology is an important com-
ponent of integrated circuit technologies, where ultra-small
form-factors and ultra-high operating frequencies are increas-
ingly common. Fabricating and testing hardware can be cost-
prohibitive, but computer simulation can be utilized as a cost-
effective predictive tool for modeling system behavior. In this
paper, we propose a modification to an existing equation
[1], [3] for modeling stochastic scattering loss in dielectric
slab waveguides (DSWs) exhibiting surface roughness with
an exponential autocorrelation. We use the FDTD method,
adapted to the two-dimensional transverse electric (TE) mode,
to simulate hundreds of DSWs exhibiting stochastic surface
roughness, where the roughness profiles on the boundaries be-
tween Si (core) and SiO; (cladding) regions are uncorrelated.
We discuss the simulation results and discuss the differences.

II. FORMULATION

The general formulation for scattering loss can be found
by taking the ratio of power radiated from the DSW (F.q)
and power guided through it (P,). Using the corresponding
equations from [1], the scattering loss o (Np/m) can then be
calculated with (1) [1]-[3].
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where d (m) is the half-width of the DSW, n; is the refractive
index of the core region, no is the refractive index of the
cladding region, n, (£2) is the intrinsic impedance of Py,
Mraa (§2) is the intrinsic impedance of Fg4, ko is the free-
space wave number, £k = \/n2ki — 32, v = /3% — n3k3,
and 3 (m™) is the propagation constant found via the effective
index method [3]. The term R(() is the ideal autocorrelation
function (ACF) for the waveguide roughness profile, and
R(k) is the spatial Fourier transform of R((), where the
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input kg = B — nokgcosf. We use the exponential ACF,
where R(¢) = o?exp(—|[¢|/L.), o is the profile standard
deviation, and L. is the correlation length. The geometry and
field orientation are identical to those described in [2], but
the simulation methodology now involves generating unique
roughness profiles for both boundaries between core and
cladding regions, rather than generating only one roughness
profile and applying it to both boundaries.

The formulation presented by [1] assumes 7q = Z—‘: and
Ng = Z—T, where 7 is the intrinsic impedance of free-space. We
can see by inspection that the 7, = Z—g can be assumed true.
However, evaluating P, with the Poynting vector calculated
from the field components (56) and (60) in [3] shows that
ng = “§* = ;I should be used, where w is the angular
frequency and pg is the vacuum magnetic permeability.

III. RESULTS AND DISCUSSION

We use the same discretization for FDTD simulations as
was used in [2]. Unless otherwise stated the refractive indices
are n; = 3.5 and ne = 1.5, the source frequency is fo =
194.8 THz, the length of the waveguide is 20 ym, the nominal
width is 2d = 100 nm, and 7,q = 2.

=%
A. Guided Power

We compare the power distribution across the width of the
DSW in Fig. 1, where the combination of (56) and (60) from
[3] is compared with two forms of FDTD simulation results.
Form 1 uses the E-field magnitude squared and the effective
impedance, and form 2 uses the E-field and H-field.
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Fig. 1. Power density distribution across the DSW width. Diamond is form
1 with ng = Z—? Square is form 1 with ng = :—2{. Circle is form 2. R{z}
is the real part of z.

Figure 1 compares power density evaluated from FDTD
simulation and analytical power density distribution. To quan-
tify the closeness of FDTD results to the analytical equation,
we numerically integrate the FDTD results across the DSW
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width and compare those with the integral of the analytical
equation. We calculate the error with E,, = 100|(F — A)/F|,
where A is the analytical equation and F is the corresponding
FDTD result. For F being form 1 with n, = [, E), ~ 0.3%,
for F being form 1 with n, = Z—‘]’, E, ~ 19.4%, and for F
being form 2, E, ~ 0.6%. This comparison shows that form
1 with the assumption 7, = % and form 2 both result in a
very small error. Whereas form 1 with n, = Z—‘i results in a
large error. Such a small error shows that using n, = -2

Teff

the most accurate method for calculating P, in the DSW.

B. Scattering Loss Comparisons

We simulated DSWs with roughness profiles over a range
of o and L, values. Each simulation generates unique rough-
ness profiles for both the upper and the lower core/cladding
boundaries. The simulation setups are each combination of
o € {9,15} nm and L. € {200,300,...,1000} nm. 2168
waveguides were simulated (about 120 simulations per setup).
We control for potential mismatch between simulation results
and (1) by evaluating o and L. for each roughness profile in
that set, followed by taking the mean those o and L. values,
and using those in (1); a detailed explanation is provided in
[2]. The error for each setup is calculated using (2).

%E = 100 x (lanalytical — O_lsimulation7 )
Qianalytical
where anatytical 18 (1) and @gimuylaton 18 the mean scattering loss
calculated from FDTD results with the corresponding setup.
We use the assumption 1, = Z—‘i according to [1] to calculate
the error between (1) and simulation results, and we show
those errors in Fig. 2. We observe that 10 of the 18 setups
have errors with magnitudes larger than 30%. This results in
the average error being between -30% and -40%, where (1)
underestimates the FDTD scattering loss for each setup.
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Fig. 2. Percentage error for FDTD simulation results compared with (1),

where ng = Z—Z, according to [1]. Markers show setup error. Lines show

mean error for each o.

Next, we use the assumption 1, = ZL’—OH according to [3] to
perform a similar error comparison between (1) and simulation
results in Fig. 3. With this assumption, 7, is effectively a
scaling factor, so the errors for each setup are similar in layout,
but the errors themselves have been reduced significantly.
Equation (1) still underestimates the evaluated simulation
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scattering loss, but not to the same extent as with n, = Z—‘i
Now, 10 of the 18 setups have errors with magnitudes smaller
than 10%, and the average error is between -5% and -10%.

In Figs. 2 and 3, the errors from simulations with 0 = 9 nm
generally have a larger magnitude than those from o = 15 nm,
and as L. increases the errors appear to approach a range
of values. These observations are likely due to the particular
FDTD discretization used.

In [2] it was shown that the assumption 7, = Z—‘i results in
a very small error, but here we show that the same assumption
and comparison results in a much larger error. This is because
the simulations in [2] used correlated roughness profiles, i.e.,
the profile on the lower boundary is a direct copy of the profile
generated for the upper boundary, whereas here the simulations
use uncorrelated profiles, i.e., a unique profile is generated for
both boundaries.
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Fig. 3. Percentage error for FDTD simulation results compared with (1),
where ng = 1% according to [3].
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IV. CONCLUSION

The data and analysis in this work showed that the term
Ng = % from [3] (instead of 1, = Z—? from [1]) offers a more
accurate match to the FDTD results (by up to approximately
30%), for the TE mode stochastic scattering loss experienced
by a guided wave in a DSW with uncorrelated roughness
profiles. Hundreds of rough waveguides were simulated in
FDTD [4] to compare the two assumptions for (1). Work
is currently underway to expand this methodology to the
transverse magnetic (TM) modes.
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