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Abstract: We examine the sensitivity of Λ-type optical quantum memories to experimen-
tal fluctuations using a variance-based analysis. The results agree with physical interpreta-
tions of quantum memory protocols, and are important for practical implementations. 

The ability to store and retrieve photonic quantum states on demand—optical quantum memory—is a critical
enabling technology for quantum applications [1]. In the ideal case, an optical quantum memory is capable of
storing single-photon quantum states and retrieving them on demand with identical efficiency every time it is
used. A quantum memory with large shot-to-shot fluctuations in storage efficiency and large drift over time, for
example, is significantly less useful than a memory with smaller fluctuations and drift. Fluctuations and drift
in experimental parameters are inevitably present in physical implementations, but it is unclear how variation in
these input parameters affects memory efficiency. Here we quantitatively address the sensitivity of Λ-type quantum
memory to changes in experimental parameters for the first time. We provide a variance-based sensitivity analysis
borrowed from classical systems [2, 3], which sheds light on not only the sensitivity of an individual physical
quantum memory implementation with device-specific fluctuations and drift, but also on the intrinsic sensitivity
of different physical Λ-type quantum memory protocols.

We consider and numerically solve the standard Maxwell-Bloch equations describing the mapping from an
optical state to a collective atomic excitation, described in detail in our previous work [4]. We partition the ex-
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Fig. 1. (a) Schematic of Λ-type, atomic ensemble quantum memory. (b-d) Contour plots showing the
amount of deviation required to reduce memory efficiency by ∼ 1/e2 for each control field param-
eter, with darker shades corresponding to smaller deviations required (larger memory sensitivity).
The EIT protocol is most sensitive to delay, whereas the ATS protocol is most sensitive to pulse
area and duration. (e) Memory efficiency fluctuations for 5% fluctuations in optical depth d and
relative linewidth τFWHMγ around center values d and τFWHMγ . The largest memory efficiency fluc-
tuations occur below the ATS region, in the so-called “absorb-then-transfer” regime [4]. (f) Memory
efficiency fluctuations vs fluctuations of d and τFWHMγ for indicated center values (d, τFWHMγ),
showing close to linear dependence and that the less adiabatic absorb-then-transfer and ATS proto-
cols are more sensitive to fluctuations than the more adiabatic EIT protocol.
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perimental parameters of interest into two categories: the memory parameters M = (d,τFWHMγ), which depend
on internal properties of a given physical memory, and the control field parameters G = (θ ,∆τctrl,τctrl

FWHM), which
are external. Here d is the optical depth of the atomic ensemble, τFWHM is the signal photon duration (evaluated at
full width at half maximum, FWHM), γ is the Λ-system excited state decay rate [see Fig. 1(a)], and θ , ∆τctrl, and
τctrl

FWHM refer to control field pulse area, delay relative to the signal field, and duration, respectively.
The sensitivity of classical systems is a much-discussed subject with well-established theoretical and numerical

tools [2, 3]. The simplest method for determining a system’s sensitivity to long timescale changes in its input
parameters (i.e., drift) is to vary each parameter one-at-a-time (OAT), and to measure the resulting variance in the
system’s performance. In the case of Λ-type quantum memory, we take the memory efficiency η as the primary
indicator of a quantum memory’s performance and we consider the control field parameters gi ∈ G as the system’s
input parameters, such that the variance in parameter gi weighted by η is

V OAT
i =Vgi [gi,η(M ;G )|g0

j 6=i], (1)

where g0
j 6=i implies that each parameter g j 6=i is held constant at the point where the efficiency reaches a maximum,

G 0, while gi is varied. The square root of this variance, σOAT
i =

√
V OAT

i , represents how far parameter gi can be

varied before the memory efficiency drops to approximately 1/e2 of its optimal value. Results of this calculation
for the parameter range and optimum values discussed in Ref. [4] are shown in Fig. 1(b)-(d) for control field
pulse area, delay, and duration, respectively. Regions of smaller σOAT

i correspond to larger memory sensitivity
in parameter gi, and vice versa. An important result here is that the memory sensitivity depends on the physical
quantum memory protocol employed. The electromagnetically-induced-transparency (EIT) protocol appears to
be most sensitive to changes in delay, whereas the Autler-Townes-Splitting (ATS) protocol is most sensitive to
control field pulse area and duration. These results agree with physical interpretation of the protocols, where EIT
memories rely on careful timing of the control field such that a transparency window is opened and closed at the
correct times, whereas ATS memories rely on the use of exactly 2π pulse area control fields that have the same
duration as the signal fields they store.

Another critical measure is the memory sensitivity to short timescale fluctuations in the atomic ensemble. We
assume a generic noise model for each memory parameter where a random 2D fluctuation ζM is drawn stochas-
tically from a normal distribution P(ζM) ∝ e−|ζM |2/(2ε2

M) with standard deviation εM . In this case, the memory
parameters fluctuate around the central points M and we assume the control field parameters are fixed at G 0. We
evaluate the variance in memory efficiency over many trials, V fluc

M = VζM [η(M ;G 0)], which leads to a standard

deviation measure of the memory efficiency fluctuations, σfluc
η =

√
V fluc

M , shown in Fig. 1(e) for εM = 5%. In
this case, the largest memory efficiency fluctuations occur below the ATS region, in the so-called “absorb-then-
transfer” regime [4]. In Fig. 1(f) we vary the magnitude of the memory parameter fluctuations, εM , and evaluate
the fluctuations in memory efficiency for a few fixed values of M marked by the symbols in Fig. 1(e). This result
shows close to linear dependence of the efficiency fluctuations on memory parameter fluctuations, and shows that
the points corresponding to less adiabatic absorb-then-transfer and ATS protocols are more sensitive to fluctuations
than the more adiabatic EIT protocol.

Future work includes evaluating first- and higher-order Sobol’ variances that go beyond OAT analysis [3],
and investigation of memory sensitivity to the full shape of non-Gaussian, kernel-optimized control fields [5].
Combined with the results above, this will provide a complete picture of the sensitivity of Λ-type quantum memory
to experimental error. These results are useful for evaluating the robustness of a given practical quantum memory
implementation, and for determining which experimental parameters are most important to ensure stability, as
well as for evaluating the relative sensitivity of different physical quantum memory regimes and protocols.
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