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In this paper, we introduce new relaxations for the hypograph of composite functions assuming that the outer-
function is supermodular and concave-extendable. Relying on the recently introduced relaxation framework
of [17], we devise a separation algorithm for the graph of the outer-function over P, where P is a special
polytope introduced in [17] to capture the structure of each inner-function using its finitely many bounded
estimators. The separation algorithm takes O(dnlogd) time, where d is the number of inner-functions and n
is the number of estimators for each inner-function. Consequently, we derive large classes of inequalities that
tighten prevalent factorable programming relaxations. We also generalize a decomposition result of [26, 6]
and devise techniques to simultaneously separate hypographs of various supermodular, concave-extendable
functions using facet-defining inequalities. Assuming that the outer-function is convex in each argument, we
characterize the limiting relaxation obtained with infinitely many estimators as the solution of an optimal
transport problem. When the outer-function is also supermodular, we obtain an explicit integral formula for
this relaxation.
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History:

1. Introduction Mixed-integer nonlinear programs are typically solved using branch-and-
bound (B&B); an algorithm that, in the branching step, refines a partition of the variable domains
and then, in the bounding step, chooses one partition element to construct a relaxation for the
problem. To guarantee that B&B converges, relaxations are constructed so that they approach the
original problem as the partition element shrinks. Such relaxations can be constructed using the
factorable programming (FP) technique, which is currently used by most state-of-the-art solvers
[41, 3, 25, 44]. This technique recursively traverses the expression tree for each nonlinear function
and relaxes each operator over a bounding box that covers the ranges for all the operands. More
specifically, FP treats each function as a recursive sum and/or product of univariate functions.
The technique then relaxes bilinear terms over variable bounds using McCormick envelopes [23]
and relaxes each univariate function using its function-specific structure over the range of the
independent variable. It is widely accepted that B&B convergence improves if, for any given partition
size, a tighter relaxation can be constructed. Although the FP relaxation can be tightened using
relaxation hierarchies [36, 2, 28, 20|, doing so increases the relaxation size considerably because
hierarchies introduce new products and variables to linearize the products.
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FP relaxations can be weak because they ignore operand structure while constructing the
relaxation for each operator. Instead, [17] recently proposed a new relaxation, referred to hereafter
as the composite relaxation, that is tighter than the FP relaxation and uses the same set of variables.
The composite relaxation is constructed by relaxing the graph of the outer-function, referred
to as the operator in FP parlance, over a polytope P. Instead of just using the bounds for the
inner-functions/operands, this polytope allows the relaxation constructor to utilize much more of
their structure. This structure is derived from estimators of the inner-functions and their bounds.
The main contribution of [17] is that using an oracle that separates the graph of the outer-function
over a specific well-structured subset of P, which we refer to as (), the paper constructs a fast
combinatorial algorithm to separate the graph over P. Unfortunately, without any further structure,
even maximizing a general outer-function over @) is NP-Hard. Therefore, to efficiently utilize this
algorithm, there is a need to identify tractable separation problems over Q).

Here, we identify a class of such instances. In particular, we shall explicitly convexify the
outer-function over P and @, assuming, of course, that the outer-function has some structure.
Specifically, we will assume that the function is supermodular and that its concave envelope
is determined by its value at the extreme points of (), a property referred to as its concave-
extendability over (. The polytope () generalizes the hypercube, a set that arises as the partition
element in rectangular B&B and is used as the function domain in many convexification studies
[1, 27, 30, 35, 40, 4, 30, 24, 7, 38, 39, 6, 10, 15]. Our use of @ provides a concrete illustration that
domains, besides the hypercube, can be used to derive general-purpose cuts for MINLPs.

The sole example of composite relaxations in the literature [17] for which explicit inequalities are
available concerns the product of two bounded functions each furnished with an underestimator.
We now describe ways in which we extend these results beyond the above example setting. First, as
mentioned, we treat a larger class of outer-functions, in particular, those that are supermodular
and concave-extendable over (). Second, we allow arbitrarily many estimators for each function.
Formally, for a composite function with d inner-functions, each equipped with n estimators, we
devise an algorithm that generates, whenever possible, a facet-defining inequality in O(dnlogd)
time to separate a given point from the hypograph of the outer-function over (). The number of

facet-defining inequalities of this hypograph is (n nd” n), which, by Stirling’s approximation, grows
nt % T
asymptotically as fast as %, or exponentially with respect to d and n. Though numerous,

(2nm) 2
since these inequalities are generated using a fast combinatorial separation algorithm, they can be

derived iteratively, with little computational overhead, to cut off infeasible regions from MINLP
relaxations. The geometric structure of these inequalities relates to a certain triangulation of @,
which provides many insights. We show that results in [26] and [6] regarding separability of concave
envelopes can be generalized to our setting. We also show that even when additional estimators are
available, any inequalities generated using fewer estimators are still facet-defining. We specialize our
results to the example setting of [17], proving that the inequalities therein yield the convex hull of
the graph of the bilinear product over P; the polytope which was modeled using one estimator for
each inner function. Third, we extend our algorithm to allow simultaneous separation of a vector of
composite functions, each with an outer-function that is supermodular and concave-extendable over
Q. Fourth, we consider infinitely many estimators for each inner-function, assuming additionally
that the outer-function is convex when all but one of its arguments are fixed. We show that, in
this case, the composite relaxation arises as the solution of an optimal transport problem [45].
The reduction proceeds by expressing each inner-function as the expectation of a random variable
that is completely determined by its estimators. When the outer-function is also supermodular,
we provide an explicit integral formula, whose evaluation gives a closed-form expression for the
composite relaxation.
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Notation: Throughout this paper, we shall denote the convex hull of set S by conv(S), the
projection of a set S to the space of x variables by proj,(S), the extreme points of S by vert(S),
the dimension of the affine hull of S by dim(S), and the relative interior of S by ri(S). For a
function f:R" — R, we denote its convex (resp. concave) envelope over a set S by convg(f) (resp.
concg(f)), and its graph by gr(f). In order to make the relationship between variables and functions
transparent, we will use the same name for the variable and the function, when the variable models
the graph of the function. More specifically, when we write f(-) we refer to the the function and
when we write f(z) we refer to the value of f(z) at z. The vector e; will denote the i*® standard

basis vector in RY, where we will not specify N when it is apparent from the context.

2. Problem setup and geometric structure Let ¢o f: X CR™ — R be a composite
function denoted as (¢ o f)(z) = ¢(f(x)), where f: X — R is a vector of functions defined as
f(@) = (fi(z),..., fa(z)) for z € X, and ¢: R? - R is a continuous function. We shall refer to
f(-) as inner-functions and ¢(-) as the outer-function. Throughout this paper, we assume that
for i € {1,...,d} the inner-function f(-) is bounded, that is, for every z € X, fF < fi(z) < fV. It
turns out that we can assume, without loss of generality, that, for every x € X, f(x) € [0, 1]? and
¢:10,1]¢ — R since otherwise we can define f;(x) = (fi(x) — f£)/(fV — fF) as the i*" inner-function
and ¢(f) = o((fY =i+ fE o (FY = [F) fa+ fF) as the outer-function. In [17], the authors
proposed a framework to relax the graph of ¢ o f, that is, gr(¢o f) = {(x, ®) ! o= qb(f(x)), T € X}.
In this section, we review these ideas and relate our setting to some relevant convexification results.

2.1. A relaxation framework for composite functions Let ne€Z. Let u: R™ — R +D)
be a vector of bounded functions defined as u(z) = (u1(),...,uq(x)) for € R™ and let a =
(ai,...,aq) be a vector in R For all i and 2 € X, assume that fi(z) € [ai,a;n] and that u
and a satisfy the following inequalities:

0<ajp<---<a;p, <1, wyz)< min{fi(x),aij}, Uio(x) = a0,  win(z) = fi(x). (1)

In other words, each u;;(-) underestimates the corresponding inner-function f;(-) and is bounded
from above by a constant a,;. In particular, u,,(-) (resp. u;(-)) is a special underestimator that
equals f;(+) (resp. a;o). In [17], the polytope P := H?:l P;, where

B = {Ui € Rn+1 ‘ W4 < Ujp and a0 < Uz < Q45 for all j S {O, ce ,’I’Z}}, (2)

was introduced as an abstraction of underestimators for the inner-functions f(-). We review some
basic ideas regarding the structure of P. First, the polytope P, introduces a variable u;; for each
underestimator w;;(+). Thus, u;; < w;, (resp. u;; < a;;) models that u;;(-) underestimates f;(-) (resp.
a;j). Since a;o is a lower bound for f;(-) on X, Proposition 1 in [17] shows that we are allowed
to impose the constraint a;o < u,;;. Second, our assumption that each inner function f;(-) has n
underestimators is without loss of generality. Third, if some of the estimators are overestimators,
Proposition 2 in [17] gives an affine transformation to reduce the treatment to one involving
only underestimators. The following result shows how relaxations for composite functions can
be constructed by relaxing the outer-function over P. To this end, we extend the outer-function
¢ :RY - R to define ¢: R 4 R as a function so that

O(ury. .o ug) = (Ui, .-y Uagn) for each (uq,...,uq) € P.

For a subset D of R”", we denote by concp(@)(-) the concave envelope of ¢(-) over D. Observe that

although the function ¢(-) depends only on variables u., := (u1,, ..., uq4,), the envelope concp(@)(-)
depends on all the variables u:= (uq,...,u,).
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THEOREM 1 (Theorem 2 in [17]). Let ¢:R? =R be a continuous function and let f:R™ —
R? be a vector of functions, each of which is bounded over X CR™. If (a,u(-)) satisfies (1) then

hyp(¢ o f) C proj, 4 (1), where hyp(¢o f) is the hypograph of ¢ o f over X and
R:={(2,u.,¢) | ¢ <concp(¢)(u), u(z) <u, u,=f(x), v€X}.

If the graph of f(-), expressed using the constraints u., = f(z) and x € X in the definition of R, is
outer-approzimated with a convex set, and, for j #n, u;(-) is convex, we obtain a convexr relaxation
of hyp(¢o f). Moreover, concp(d)(-) is non-increasing in u,;, for all i € {1,...,d} and j ¢ {0,n}.
Substituting w;;(-) for such w;; variables and dropping u;; > w;;(-) projects the wu;; variables out of
the convex relaxation. [

The idea behind Theorem 1 is that the constraints in P are satisfied by underestimators and, as
such, inequalities valid for the hypograph of concp(¢) are also valid for the underestimators. Since
variables u;;, for j # n, are eventually replaced with their defining function, u,;(-), the relaxation,
just like the factorable one, uses the original variables x and an introduced variable u,, for each
inner function f;(-).

In this paper, we will solve the facet-generation problem of concp(¢), assuming that ¢(-) is
supermodular and concave-extendable over P. Under these conditions, the hypograph of concp(¢)
is a polyhedron. By the facet-generation problem of a full-dimensional polyhedron S, we mean
that, given a vector y, we establish that either y € .S or find a facet-defining inequality of S that is
not satisfied by y. The facet-generation problem for concp(¢) is, in general, NP-Hard because P
includes, as a special case, the unit hypercube and ¢(-) can be any bilinear function. Nonetheless,
on the positive side, [17] showed that the facet-generation problem for concp(@) is tractable if
the facet-generation problem for coan(q_ﬁ) and some of its faces is tractable. The polytope @,
which is the domain of the latter function concg(¢), is a subset of P that we will describe shortly.

Simultaneously, we will also review other results relevant to devising separation algorithms for

concp (o).
Let a=(ay,...,aq) be a vector in R so that each subvector a; is strictly increasing. Then,
Q:= H:.l:l Q,, where Q; is the simplex in R"™" with extreme points {vy; }?:0 given as follows:

n+1)

Vij = (aio,...,aij,aij,...,a,»j) forj:(),...,n. (3)
Given a point (, ) , the separation algorithm for concp (¢) constructs another point
(s,0) € R+ Thig point is then separated from concg(¢) using the separation oracle for one of
its faces. We first describe how (5, ¢) is obtained from (@, ¢). With each point w € P;, we associate
a discrete univariate function &;(a;u;): [a,a;n] — R defined as follows:

c RdX(n-‘rl)-‘rl

é_Z(CL,w):{U}J CLICLZ‘J“ foer{O,...,n}
—oo otherwise.

Then, 5= (5y,...,84), where §; = (conc(&-)(aio;ﬂi), . ,conc(@-)(am;ai)) and conc(&;)(+;u;) is the
concave envelope of & (-;u;) over [a;,ain]. See Figure 1, where we illustrate the discrete univariate
function ;(a;u;) and the corresponding §; derived using the concave envelope construction. So, ;
(resp. §;) is the vector of values of &;(x;u;) (resp. conc(&;)(x;u;)) generated by sequentially setting
X to the values in (aj, .. .,a;,). For each u € P, the corresponding 5 is captured in the set:

PQ" :={(u,s) ‘ (wi, ..., uq) € P, s;:= (conc(&)(aio; wi), - - ., cone(§)(am;w;)), i=1,...,d}.  (4)

Since @ and s are related via a concave envelope construction, we can lift @ to its unique lifting
(u,$) € PQ'" using a two-dimensional convex hull algorithm, such as Graham scan [14], that, for
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U; (Sl)

(aie, Wic = Si6)

(ais, Uis = Si5)

(ai4,5ia)

(ass, 5is) ° (aia, Uia)
® (a;3,Ui3)
(aiz, Uiz = 8i2)

(@i1, Ui = 5i1)

(@i0, Gio = Si0)

T T T T T T T a
a0 Qi1 @i2 ;3 Qiq Q45 Ai6

FIGURE 1. Illustration of the map I' ;. The black dots are the points (asj, 4:;), and the red crosses are (aij,3:;), where
5; = (I'y)i(@;). In this case, J; ={0,1,2,5,6}. Here, 5; € conv(vio, vi1, iz, Vis, Vie ), where v;; is as defined in (3).

each of the d discrete univariate functions ¢;(a;u;) finds its envelope in O(n) time. Given u € P,

we will find a face of @) containing § and, consequently, identify which face of concg(¢) is to be
separated from (5, ¢). Observe that for any u; ¢ Q;, @, violates certain facet-defining inequalities of
Q;. As the next result shows, these inequalities define facets, whose intersection yields a face of
Q; containing 5;. Together, for all i, these faces define the face of interest of (), which is described

using d-tuples of index sets. Consider a collection of d-tuples
T ={(J1,...,Ja) | {0,n} € J; C€{0,1,...,n}Vie {1,...,d}}. (5)
Then, we associate with a d-tuple, J = (Ji,...,Jq) € J, the face F;:=Fy; x---x Fy;, of Q, where
F,j = conv({vz-j |7 € Ji}),

and v;; is defined as in (3). Clearly, F;, is a face of @; because Q); is a simplex whose vertices form
a superset of those of Fj;,. With J, we also associate a linear map, I';: RMHD _y RéX (4D hat
maps a u € P to u e P as follows:

aij = U;j; for ] S Jl and &ij = (1 — %-j)uil(iyj) + ’yiju”(iyj) for ] ¢ Ji, (6)

where [(,7) :=max{j’ € J; | j' <j}, r(4,7) :=min{j’ € J; | j' > j}, and, for j & J;, vi; = (ai; —
Qi) / (@irij) — Qagiy))- In other words, 4;; is obtained by restricting the domain of &;(a;u,), a
function of a, to {a;;};ecs, and then linearly interpolating the function at a;; for j ¢ J; (see Figure 1
for an illustration of the map I';, where we have chosen J; as the set of indices for which @;; = 5,5,
consistent with the assumption in Proposition 1 below).

ProPOSITION 1 (Proposition 5 in [17]). Let (u,s) € PQ' and J = (J,...,J4) be defined so
that J;:={j | u;; = 5:;}. Then, =T ;(u). The set Q satisfies the inequalities s > T ;(s). Then F} is
the face of Q defined by the inequalities s <T';(s). Moreover, s€ Fy. [

To separate (5, ¢) from concg(¢), we introduce projections of @ defined using index sets (5). As a

succinet notation, for any y € R and for J € J,welet yy:=(Yis,-.-,Yds,), where y;;, consists
of coordi_nates of y; from the index-set J;, and let J := (Jy,...,Jy), where J; is the complement of
Jiy i.e., J;=40,...,n}\ J;. Using these definitions, we can then write, up to reordering of variables,

that y = (ys,y7). Now, define
Q= Q1J1 Xooee XQde, (7)
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where @, is the simplex whose extreme points are defined in (3) with the parameter vector
aij, € Rl and observe that Q7 is a projection of () to the coordinates contained in the d-tuple
J. Given a point (8,¢) and J = (Jy,...,Js) defined so that J; := {j | 4;; = 5;;}, we call the facet-
generation oracle of concg,(¢)(ss) to generate an inequality ¢ < (avs,s;5) + b of concg,(¢)(s,),
which is tight at 5,, i.e., concg,(¢)(5,) = (as,5;) +b. Let & be a vector in R such that
&;=ay and &y = 0. By Corollary 2 in [17], the inequality ¢ < <(aJ,O), (SJ,SJ)> + b defines a facet
of concp(¢) that is tight at u. We summarize the above discussion for later use.

PROPOSITION 2 (Corollary 2 in [17]). Assume that concg(p)(s) is a polyhedral function.
Given u € P, the unique point (u,s) € PQ’ can be found in O(dn) time. Let J = (Ji,...,J4), where
Ji={j|u; =5} Then, 5€ Fy and5;,€Q,. If p < <aJ,5J> +b is a facet-defining mequalzty for
concg, (@) that is tight at 5; then the inequality ¢ < < ay,0 (uJ,uJ)> +b defines a facet of concp ()
that s tight at w. 0O

2.2. Supermodularity and staircase triangulation This paper considers supermodular
and concave-extendable functions over a Cartesian product of simplices, (. Such functions have a
concave envelope that is closely related to certain triangulations of @). In this subsection, we explore
these connections. Before we begin, we formally define concave-extendability of functions [40] and
triangulations of polyhedral domains [9]; both are prevalent notions in convexification literature.

DEFINITION 1 ([39]). A function g: D — R, where D is a polytope, is said to be concave-
extendable from X C D if the concave envelope of g(z) is determined by X only, that is, the concave
envelope of g and g|x over P are identical, where g|x is the restriction of g to X that is defined as:

olx = {g(fn) reX

—oo otherwise.

A function g: D — R is convex extendable from X C D if —g is concave extendable from X. [

DEFINITION 2 (TRIANGULATION [9]). Let D CR". A set of polyhedra R :={Ry,...,R,} forms
a polyhedral subdivision of D if D ={]J;_, R; and R; N R; is a (possibly empty) face of both R; and
R;. Moreover, if each R; is a simplex, then R is a triangulation of D. [

The non-vertical facets of a polyhedral function, when projected, divide the domain into poly-
hedral sets, which form a polyhedral subdivision; a subdivision that can be further refined into a
triangulation. Thus, if the concave envelope concg(#)(-) is polyhedral over @, there is a triangulation
R of @ such that the concave envelope affinely interpolates each simplex R; of this triangulation
(Theorem 2.4 in [39]). By affine interpolation, we mean that the function value at any point s € R;
is obtained as the affine combination of function values at vert(R;). Therefore, concg(4)(-), when
polyhedral, is uniquely described by the triangulation R of Q.

We will eventually be interested in extending the domain of the concave envelope outside of Q). To
do so, we will use the following construction, which extends the domain of concg(¢) to aff(Q), a set
that contains P. We describe this construction for a generic function y : D — R, whose domain, D, is
a subset of R" and is assumed to be endowed with a triangulation R. Define x(z): aff (D) — R as
the unique affine function that satisfies x (x) = x(x) for all z € vert(R;). Moreover, define h(zx) so
that, for all z € R; € R, h(z) = x®(z) and assume that it is concave. Now, to extend h(z) to aff(D),
we consider another function x®(z) defined as min; x% (z) and show that it matches h(z) over D.
If not, there exists some (i,5) € {1,...,7}? and an z such that although z € R;, xfi(x) > xi (z).
Now, pick y € int(R;) and a sufficiently small € > 0 so that y + e(x —y) € R;. Then, as the following
argument shows, h(x) cannot be concave, violating our assumption:

hy) +e(h(z) — h(y)) = X" (y) + e(x " (2) = X" (1))
> X (y) +e(x (2) — X" (y)) (8)
=" (y+e(xz—y)) = h( +e(z—y)),
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where the first equality is by the definition of h, the first inequality is because xi(z) > x (z) and
€ > 0, the second equality is because x% is affine, and the last equality is by the definition of A.

We turn our attention now to a specific triangulation of a product of simplices, referred to
as the staircase triangulation. Let S; CR"™ be a simplex so that vert(S;) = {vio,...,vin} and let
S = Hj:1 S; be the Cartesian product of these simplices. The extreme points of S, which are
Hle{yio, ..+, Vin}, can then be depicted on the grid G given by {0,...,n}%. More specifically, the
extreme point (v;;,)%, will be associated with the grid-point {4;}¢_,. The coordinates of the extreme
point are recovered from those of the grid-point using g¢rid-labels, markers that label coordinate j
along direction 7 as v;;. We remark that although grid-labels depend on the specific geometry of S,
the grid only depends on the number of simplices and the dimension of each simplex.

A monotone staircase is a sequence of dn+ 1 points py, . .., Pan, Wwhere p; € G for all i € {0,...,dn}
and the sequence satisfies the following properties, (i) po = (0,...,0) and (ii) for all i € {1,...,dn},
pi — pi_1 = ey, where k€ {1,...,d}. We refer to movement from p; ; to p; as the i'" move. Since
p; € G for all i, by property (ii) there are exactly n moves in each coordinate direction. Moreover,
Pan = (n,...,n). Thus, the monotone staircase is a lattice path of monotonically increasing points in
Z" from (0,...,0) to (n,...,n), hence resembling a staircase, where each step is of possibly different
height. The staircase can be specified succinctly as a vector m = (my,..., 74, ), where m; € {1,...,d}
is the coordinate direction of the i*" move. Thus, we will refer to such vector 7 as movement vector
in the grid G. Given a vector 7, we will often need to track where the k" move leaves us on the
grid. This is obtained using the transformation II, which is defined as II(m, k) := py + Z?:l er;. The
corresponding staircase can then be recovered as (H(ﬂ, k))(:io. In Figure 2, we see the set of all
monotone staircases on the 4 x 3 grid.

2 2 2
1 1 1
0 0 0
01 2 3 01 2 3 01 2 3 01 2 3 01 2 3
2 2
1 1
0 0
01 2 3 01 2 3 01 2 3

FIGURE 2. Monotone staircases in the 4 x 3 grid.

As described before, with each grid point p, = (j;)%,, we associate the extreme point of S,
(Vijys- - - > Vaj,), which we denote as ext(S,pi). The set of all extreme points associated with the
grid-points along a staircase 7 describe a simplex Z,. In particular, if we let p, = II(m, k) then
Eri= conv({ext(S,po),ext(S,pl), e ,ext(S,pdn)}). That this set defines a simplex follows from the
affine independence of ext(S, p;.) for k € {0,...,dn}, which in turn follows from linear independence
of difference vectors ext(S,pkH) — ext(S,pk) for k=0,...,dn — 1. In particular, the difference
vectors for a move k along i*® and another move k&’ along i’ coordinate, where i’ # i, are linearly
independent because these vectors are non-zero along different variables. On the other hand, the
difference vectors for moves, all of which are along the i*" coordinate, are linearly independent
because they are of the form (04,...,0,_1,7;j41 — ¥45,0,41,...,04), where 0y is the zero vector in
the subspace of variables defining S;; and v;;1; — v;; are the difference vectors between adjacent
extreme points of S;.

DEFINITION 3 (STAIRCASE TRIANGULATION [9]). The set of all monotone staircases in the
grid G defines a staircase triangulation of szl S;. Each monotone staircase, defined by the movement
vector 7, yields a simplex, Z(), in this triangulation. O
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The staircase triangulation, when the simplotope S is a product of standard simplices, is illustrated
in [33]. We argue that the staircase triangulation is a triangulation of S. Observe that the R"*"
matrix, M; := (Vi1 — Vi, - - -, Vin — Vio), 1 invertible because S; is a full-dimensional simplex. Then,
we consider the affine mapping that maps an z € R" to UM, '(z — v;), where U € R™*" is an
upper-triangular matrix of all ones. Under this transformation, the simplex S; maps to A, :={z; €
R"|0< 2z, <+ < z; <1}. Given a point s = (sy,...,5,) €5, we obtain z = (zy,...,2,), where
z; =UM, " (s; —vy). Then, we sort the coordinates of the vector z in a non-increasing order so that if
zi; = 2y for some 7 and j' > j, we place z; ahead of z;; in the ordering. Now, for any k € {1,...,dn},
if z;; is the k™ order-statistic, we define ©(k) = (©;(k),02(k)) := (4,7). Given a movement vector
m, © can be recovered using O, (k) = m, and O (k) = ‘{] |m(j)=m(k),1<j5< k}} Then, we verify
that z (resp. s) belongs to the simplex whose extreme points form the monotone staircase defined
by the movement vector 7’ = (Gl(k))dil, i.e., conv({ext (A,H(W’,O)), . ,ext(A,H(w’,dn))}) (resp.
conv({ext (S,H(W’,O)),...,ext(S,H(ﬂ’,dn))})). We denote ext (A,H(’]T',k‘)) as pi. Note that py =
(01,...,0q), where 0; is a zero vector in the space of z; variables and p, = pr_1 + eow), where eg(y)
is the standard basis vector in the direction of zgy. Then,

dn—1

z=(1—zea))po+ Z (Z@(k) — Z@(k+1))pk + Zo(dn)Pdn- 9)
k=1

Thus, each point z belongs to some simplex in the staircase triangulation. Moreover, points that
belong to two simplices have at least two consistent orderings of their coordinates, ensuring some
of them are equal, implying that the point belongs to a common face of both simplices. Thus,
monotone staircases triangulate S.

If a function f : [0, 1]" — R is supermodular when restricted to {0,1}" and concave extendable from
{0,1}" then concjoqjn (f)() coincides with the Lovdsz extension of f [22, 39]. The Lovész extension
interpolates the staircase triangulation of [0,1]", which can be regarded as a Cartesian product of
simplices. In this setting, the corresponding triangulation is referred to as Kuhn’s triangulation. We
relate the concave envelope over a product of simplices to that over certain subsets of [0,1]", using
a result in [39].

DEFINITION 4 ([43]). A function n(z): S CR"™ — R is said to be supermodular if n(z’' Vv 2”) +
n(x' Ax") >n(x') +n(x”) for all 2/, 2" € S. Here, 2’ V2" denotes the component-wise maximum
and x’ A x” denotes the component-wise minimum of ' and z” and S is assumed to be a lattice,
that is, 2’ V2’ and 2’ A " belong to S whenever 2’ and z” belong to S. [

PROPOSITION 3. Let A;={z e R"™ |0< 2, < <23 < 2zjp=1} and A = H?:l A,. Then,
vert(A) defines a lattice. Consider a function n: A — R that is supermodular when restricted to
vert(A) and is concave-extendable from vert(A). Then, the concave envelope of n(-) over A is given
by the staircase triangulation of A, i.e. conca(n)(z) =n°(2) for every z € A, where S is the staircase
triangulation of A.

Proof. See Appendix A.
Although detecting whether a function is supermodular is NP-Hard [8], there are important special
cases where this property can be readily detected [43]. A particularly useful result establishes
supermodularity of a composition of functions.

LEMMA 1 (Lemma 2.6.4 in [43]). Consider a lattice X and let K ={1,...,k}. Forie€ K, let
fi(z) be increasing supermodular (resp. submodular) functions on X and Z; be convexr subsets of R.
Assume Z; D {fi(x) |z € X}. Let g(z1,...,2k,x) be supermodular in (z1,...,2,,x) on Hle Z;x X.
If forie K, zy € Zy for ! € K\{i}, and 2 € X, g(Z1,...,Zi—1,2i,Zit1,-- -, 2k, L) 1S increasing (resp.
decreasing) and convez in z; on Z; then g(fi(z),..., fu(z),z) is supermodular on X. O
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By choosing ¢(z1, ..., 2k, x) appropriately as z12; -+ z; or —z123 - - 2, it follows that a product of
nonnegative, increasing (resp. decreasing) supermodular functions is also nonnegative increasing
(resp. decreasing) and supermodular; see Corollary 2.6.3 in [43]. Also, it follows trivially that a
conic combination of supermodular functions is supermodular.

3. On finitely many estimators for inner functions In Section 3.1, we devise a facet
generation algorithm, Algorithm 1, that separates concp(¢) assuming the outer-function ¢(-) is
concave-extendable and supermodular. As a result, we discover various interesting properties of

the envelope concp(¢). In Section 3.2, we develop a decomposition result that applies to a class of
bilinear functions and show that, for a function ¢(-) from this class, concg(¢) is obtained by summing
the concave envelopes of each bilinear term. Last, in Section 3.3, we simultaneously convexify
the hypographs of multiple functions whose concave envelopes share the same triangulation. In
particular, we use Algorithm 1 to solve the facet generation problem of a vector of concave-extendable

supermodular functions.

3.1. Tractable concave envelopes In this subsection, we will, under previously stated
technical conditions on the outer-function ¢(-), characterize, in closed form, concg(¢) and solve the
facet generation problem of concp(¢) in O(dnlogd) time. More specifically, given a @, we will show
that the following algorithm generates a facet-defining inequality for concp(¢) that is tight at u:

e Given @ € P, find the § so that (u,5) € PQ’, and use the staircase triangulation of @) to generate
a facet-defining inequality ¢ < («, s) + b of concg($) which is tight at 3.

o Let J = (J1,...,J4), where J; = {j | 4;; = 5;;}. Then, we show that the inequality ¢ <
(a,T;(u)) + b defines a facet of concg,(¢) and thus, leveraging Proposition 2, a facet of concp(¢)
which is tight at u.

Moreover, specializing to a multilinear function ¢(-), we find that concp(¢), the envelope over
P, is obtained simply by extending the domain, from @) to P, of certain inequalities that describe

concg(¢), the envelope over Q. As an illustration, we specialize our result to a bilinear term ¢(-)
with only one non-trivial underestimator for each inner function, and show that the inequalities

describe both concp(¢) and convp(¢) in this setting.
We start by presenting an affine transformation between @ and A and its properties. Lemma 2
in [17] shows that for each i = {1,...,d}, the simplex @, can be expressed as:
Sin — Sin— Si1 — Si
0< "l < < TR KL sy = age. (10)
Qin — Qin—1 QA1 — Qo
Observe that, because of the last equality, ); is not full-dimensional. Nevertheless, we can mimic
the construction following Definition 3 using the above representation of ();. Here, for an s; € Q; we
define z; € A, :={2|0< 2, <--- < z;; < z;0=1} as follows:
Sij — Sij—1

Zio=1 and 2iyj=——— forj=1,...,n. (11)
Qij — Qij—1

We refer to the above transformation as Z; so that z; = Z;(s;). The inverse of Z; is then defined as:

J
Sij :aiozio—{—Z(aik —aik,l)zik fOI’ j :O,...,TL. (12)

k=1

The transformation Z; has a few properties that will be useful in our development. First, being an
affine transformation, it maps vertices of @); to those of A;. Recall that vert(Q;) = {vio, ..., Vin},
where vy; = (i, ..., 0ij-1,0j,...,0n). After the transformation, the vertex v;; maps to (;; =
Z;/:o e;jr. Clearly, vert(A;) form a chain, where ;o <--- <(;,. Consequently, vert(Q);) also form
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a chain, where the vertices are ordered as v;y < --- < w;,. This is because (12) is an increasing
mapping. More speciﬁcally, if zz,z’ € A; such that z; > 2/, then 2,0 =1 and a;; — a;,—; > 0 imply
that s; = Z; '(z;) > Z; ' (2]) = s'. Then, the definition of V and A as coordinate-wise maximum and
minimum and the observation that vert(Q;) form a chain together imply

(ng VGij) =27 (Gi) VY Z7 (Gigr) Z7HGig N Gigr) = Z7H(Ci) N2 (Gigt) (13)
Zi(vij V vigr) = Zi(vij) V Zivige Zi(vijg Nvigr) = Zi(vij) N Ziyvige, (14)

In other words, Z; ' (resp. Z;) distributes over V and A as long as the arguments are vertices of A;
(resp. Q;). The vertex (v;;,)¢; maps to ((;;,)%, under Z; and, graphically, will be represented by
the same grid-point (j;)%_, on G. Consider two sets defined as the Cartesian product of simplices,
Q:= Hj:1 Q; and A:=T[_, A;. It follows that we may define a lattices over vert(Q) and vert(A),
e., Cartesian products of d chains each with n + 1 elements. Moreover, observe that the affine
transformation Z(s) = (Zl(sl), e, Zn(sn)), which maps from Q) to A, is a lattice isomorphism from
vert(Q) to vert(A). The lattice isomorphism plays an important role in relating the concave envelope
of the supermodular function, ¢(-), over @ to the concave envelope of a function over A. The latter
function is also supermodular because vert(A) is obtained from vert((Q) via a lattice isomorphism.
The envelopes are transformed from one set to another because convexification commutes with affine
transformations. What remains is the characterization of the concave envelope of the latter function,
which is given by the staircase triangulation of A as described in Proposition 3. We summarize this
construction in the next lemma, which will apply to our context simply by replacing R; with Q).

LEMMA 2. Let R = H'::l R; C R where R, is a simplex in R™ whose vertices
{Vioy .., Uin} form a chain, i.e., Vg < U; <--- < Uy, and U0 = aio for all j €{0,...,n}. Let 1 :
R — R be a function which is concave-extendable from vert(R) and is supermodular over the lattice
defined over R. Then, concg(y)(r) =¢°(r) for every r € R, where S is the staircase triangulation

of R.

Proof. By translating R if necessary, we may assume without loss of generality that a;y # 0. Since
{Dio,...,Uin} are the vertices of a simplex, they are affinely independent and V; = [Tjio .. Gm], is an
invertible (n+ 1) x (n+ 1) matrix. Let U € R™™*("™) be the upper triangular matrix of all ones.
It follows that A,(r;) := (U o V;"")(r;) maps 0y; to (;, and its inverse A; ' (2;) := (VioU~)(2;) maps
Gij to Uy, for every j € {0,...,n}. Therefore, the affine transformation A(ry,...,rq) = (Ai(ri))jzl
induces a lattice isomorphism from vert(R) to vert(A), that is, (13) and (14) are satisfied if Z
replaced by A and v;; with 0;;. The lattice isomorphism implies that the function 7(z) := ¢(A‘1(z))
is supermodular over the induced lattice on vert(A). Since A is affine, 7(+) is concave extendable
over vert(A) and concg(¥)(r) = conva(n)(A(r)). Since, by Proposition 3, the concave envelope of
n(-) over A is determined by the staircase triangulation, the concave envelope of 1) is given by a
triangulation of R, obtained by affinely transforming each simplex in the staircase triangulation of
A using A~'. This yields the staircase triangulation of R, where (;; is mapped to the vertex 0;;. O

In particular, we will use the following form of Lemma 2.

PROPOSITION 4. Consider an outer-function ¢:R* — R, and let ¢ R R be its exten-
sion defined as ¢(s) = G(S1n, .., 5an) for s € R Assume that ¢(-) is concave-extendable from
vert(Q) and is supermodular when restricted to the lattice set vert(Q). Let S be the staircase
triangulation of Q. Then, for each s € Q, concg(9)(s) =¢°(s). O

REMARK 1. Suppose that ¢(-) is shown to be supermodular over H?Zl[aio,am], we show that
¢(+) is supermodular over vert(Q). Since H?;l{aio, vy @in} C H?Zl[aio, ainl, it follows readily that
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¢(+) is supermodular over H?Zl{aio, ..., }. Then, the supermodularity of ¢(-) over the lattice set
vert(Q) follows since for two extreme points v':= (vyy;,. .. ,Udj;) and v 1= (vyyp, ... ;Udjg) of Q
AV AV +p(v V") = P(arjy Nay, ... ag Nagy) +@lay Vayy, ... ag V agr)
> (b(al]l ad] ) + (b(alji’a B a’djg)
=o(v) + ¢( )
. . . d
where the inequality follows from the supermodularity of ¢(-) over [[;_;{aio,...,am}. O

Next, we explicitly derive the inequalities that interpolate the function ¢(-) over the extreme
points of each simplex in the staircase triangulation. We first recall the connections between
monotone staircases in the grid and simplices of the triangulation as it applies in this context.
Let © be the set of movement vectors that define monotone staircases over the grid G given by
{0,1,...,n}%. For m € Q, the k'™ extreme point ext(Q, (7, k)) will be denoted as V(m, k). The
corresponding simplex conv (V(ﬂ',O), . ,V(W,dn)) will be denoted as T, and the triangulation
{Y:}req as T. In addition, we define m(i,j) =k if 7(k)=i and j=3,,., 1(7 (k') =7(k)), i.e., for
a pair (i,4), m(i, ) returns k if the £ movement is the j'" step in coordinate direction i. Observe
that V(7T7m(l,])) - V(ﬂ',m(Z,j) - ].) = (01, ey Oiflvvij — Vij—1, Oi+l, ey Od), where Ok is the zero
vector in the space of s, variables. If V(7 k) = (s1,...,54), we denote (S1,,...,84n) by V., (m, k).
Let (a™,s) + 8™ be the unique affine function so that, for all i, af =0 and ¢(s) = (a™,s) + 5™ for
s € vert(Y,). Then, to derive expressions for o™, 3™ observe that:

6(Va(m.m(0.9)) ) = (Vo (mom(is) = 1)) = (@7 Vo (m.10(0.)) = V(i) - 1))
= (a7 ,vi; —vij—1) = (@i — @ij—1 Zoz .

i'=j

Let 9(m,i,5) = $V.n (m;m(l, j))) ¢(V (:m(03)=1) " Then, by differencing the equations and fitting the
equation at V(7,0), we obtaln "the following explicit formulae:

0 j=0

I(m,i,n) j=n

=o(Vn(m, 0)) - <Oé7T,V(7T,O)>.

In the next example, we illustrate how Proposition 4 and (15) yield tighter convex relaxations than
ones obtained using techniques in [23, 39].

ExAMPLE 1. Consider a nonlinear function /x; + 23 over [0,5] x [0,2]. Let s,(z) := (0, ),
and sy(z) := (0, max{323,2z, — 1}, #3). It turns out a; = (0,5) and as = (a0, as1, ass) = (0,3,4)
is a vector of upper bounds for s;(x) and ss(x) over [0,5] x [0, 2], respectively. Moreover, it can
be verified that, for each x € [0, 5] x [0,2], the point s;(z) satisfies (10), that is s;(z) € Q;, where
Q; is the simplex whose extreme points are defined as in (3). Clearly, \/s;1 + S22 is submodular
over [0,5] x [0,4] and is convex-extendable from extreme points of Q; X @Q),. By Proposition 4
and (15) and after substitution, we obtain that max{t;(z),v2(x),¥s(z)} underestimates /@1 + 23
for z € [0,5] x [0,2], where

Uy (z) 1= \fzﬁ \/g;\/g \/g?/g) max{3x§,2x21} +M:p§

1
Py(x) := :/f;fm—i— <§ \\/jl\\/i> max{ix%ﬂxg — 1} +\/\j1\\/ix§
94 3 4-v3 3 5 4—3 5
Ys(z) ZTxH- <31> max{4x2,2x21}+1$27
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whose convexity can be verified easily.
The standard factorable relaxation introduces f =3, g =1 + f, and h = ,/g to represent
V@1 + 3. Then, /g is relaxed to 5g over [0,9], yielding a convex underestimator (z; + 23)

for \/x1 + 23 over [0,5] x [0,2]. The technique in [39] relaxes v/z; + f, convex-extendable and
submodular over {0,5} x {0,4}, to max{Z + £, f:c + 3= ‘f 211, yleldmg a convex underestlmator

max{%%—wf, ix +BT\[ 2}. It turns out that max{g%1 + 7 —az + 3=v2 ‘f 3> ( )—I—
1(Bgy +3=5 fw§)> (1 + 23). Moreover, 1, (z) > L, + 2242 fxz and V3(z ) 4 1zl D

By construction, the inequality ¢ < (a™,s) + b" is tight over Y, := conv(V(w,O), ... ,V(ﬂ,dn)),
where, by tight, we mean that, for s € T, concg(¢)(s) = (a”,s) + b™. More generally, the tight
set for a valid inequality f < (a,x) + b of a function f: X — R will represent the set {x € X |
concy (f)(z) = (o, z) + b}, and will be denoted as T;a’b) (X). So, we can succinctly express our
conclusion regarding the tight set of ¢ < (a™,s)+b" as T, C T éaw’bﬂ)(Q). Although (15) describes
the coefficients of the interpolating inequalities in the general case, we remark the following special
case, where the coefficient aj; becomes zero.

REMARK 2. Let ¢:R*— R be a multilinear function and consider a movement vector 7 such
that the j*® move along coordinate i is adjacent to the j + 1*® move along this coordinate, i.e.,
m(i,7+1) =m(i,j)+ 1. Then, because the function ¢(sin, ..., Sa,) is affine when all but s;,, is fixed,
it follows that J(,4,7) =J(,4,j + 1), which implies by (15) that af; =0. O

Algorithm 1 Facet-Generation over ()

1: procedure FACET-GENERATION(S)

2 Z<+ Z(5);

3 BeginSort

4 sort Z to find a movement vector 7 so that s € Y;

5: Zio are sorted before z;; for j # 0;

6 if, for any j > 1, z;; = 2;;+1 then they are adjacent in the sorted order;
7 EndSort

8 compute an affine function ¢~ (s) = (a™,s) + b™ by using equation (15);
9: return (a”,b").

10: end procedure

Now, we use Proposition 4 to compute, at a given point § € (), a non-vertical facet-defining
inequality of the hypograph of concg(¢)(s). To this end, it suffices to find a movement vector 7 so
that 5§ belongs to the corresponding simplex T, and then to compute the function ¢~ (s) using (15),
where ¢~ (s) is the affine interpolating function tight at V(mr,0),...,V(m,dn). As shown, in our
discussion following Definition 3, that a simple sorting of the coordinates of z := Z(5) reveals this
staircase. In our context, zZ;o =1 for all ¢ and recall that to derive m we ignore the ordering of these
coordinates assuming they are placed first in the sorted order. Then, if the d + k largest coordinate
of z is z;;, we let (k) = (i,j) and define m = (©;(1),...,0;(dn)). Slightly adjusting (9), we can

express § as a convex combination of V(r,0),...,V(mw,dn) as follows:
dn—1
5= (1-2e01))V(m,0)+ Z (zok) — zo(k+1)) V(, k) + 2o(an) V (7, dn).
k=1

COROLLARY 1. Assume that ¢(-) is concave-extendable from vert(Q) and is supermodular when
restricted to the vertices of Q. Given a point 5 € QQ, Algorithm 1 takes O(dnlogd) operations to find
a non-vertical facet-defining inequality of concg(¢)(-) which is tight at s.
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Proof. The correctness of Algorithm 1 is due to Proposition 4 and because Algorithm 1 identifies
a 7 such that s € T,. The time complexity is O(dnlogd) because the computation of Z takes O(dn)
time and d sorted lists, each of size n, can be merged in O(dnlogd) time using the d-way merge
sort algorithm (see 5.4.1 in [19]). O

The inequality obtained using Algorithm 1 is facet-defining for concg(¢) since it interpolates
the extension ¢(-) over the extreme points of a simplex Y. Moreover, when 5 belongs to a face
of @, this inequality describes a facet for the concave envelope of ¢(-) over this face, a property
that can be exploited, as shown in [17], to develop facet-defining inequalities over P. Recall that for
J=(J1,...,Jy) €T, where J is a collection of d-tuples defined as in (5), we defined F;:= H?Zl F,
as a face of @, where F;;, is defined as the convex hull of {v;; | j € J;}. We can also describe the
face F;;, as the set of points of (); which satisfy the following facet-defining constraints of @); at
equality:

Sij+1 — Sij Sij — Sij—1 .
! LY for j & J,. (16)
Qij+1 — Qij Qi — Qg5

The face F; can also be visualized as Z~'(F"), where F is a face of A defined as:

F}:{ZGA‘le:Zl7J_1 fOTZE{l,Q,,d}, ]G{O,l,,n}\,}z}

COROLLARY 2. Assume § € Fy, and, when § is input, let (a™,b™) be the pair generated by
Algorithm 1. If ¢(-) is supermodular when restricted to the vertices of Q and concave-extendable from
vert(Q) then (o, b") defines a non-vertical facet of concr,(¢)(s) and the corresponding inequality
is tight at 5. Moreover, if ¢(-) is a multilinear function then, for all j & J;, af; =0.

Proof. As 5 € F; it follows from (16) that z;;,1 = Z:JE:ZJ = ZZJ:ZJ: =z; for all i and j ¢ J,.
Therefore, the sorting in Algorithm 1 guarantees that the movement vector 7 is such that for all i
and j ¢ J;, the j+ 1% move along coordinate i follows immediately after the j'" move. This implies
that for i € {1,...,d} and j ¢ J;

m(i, ) +1=m(i,j +1) (17)
Therefore, when ¢(-) is multilinear, the last statement in the result follows from Remark 2.

Under the assumption on #(+), it follows from Corollary 1 that the inequality ¢ < (a™,s) + b"

is valid for concg(¢), and, thus, also valid for concp,(¢). We will show that dim (Tq%aﬂ’bﬁ)( FJ)) =
dim(F};). Clearly, we have dim (ngaﬂ’bﬁ) (F;)) < dim(F}). Now, consider the simplex T, defined by the
movement vector 7. It follows readily that T, N FE; C Téaﬁ’bw)(FJ) since concg(¢)(s) = conc, (B)(s)
for every s € F;. Thus, the proof is complete if we can show that dim(F;) < dim(vert(Y,) N F;),
where vert(Y,) ={V(7,0),...,V(m,dn)}. Since V(m,k—1) <V(m, k) for all k=1,...,dn, it follows
from (17) that for all ¢ and j ¢ J;, the only grid point where the grid-label along i*" coordinate
is vy, is H(ﬂ,m(i,j)) with the corresponding point V(m,m(i,j)). In other words, for all i and
J ¢ Ji, vert(Yr) N {s|s; =vy;} =V(m,m(i,5)) and V(7,m(i,j)) € F; if j € J; because, for i’ # 1,
II(w,m(i,7))s € Jy. This implies that lvert(TW) NF;|>dn+1-— Z?Zl J;| = dim(F;) + 1, where
J;=1{0,...,n}\ J;. Since points in vert(Y,) are affinely independent, we conclude that dim(F;) <
dim (vert(Y,)NFy). O

This additional property of facet-defining inequalities for concg(¢) allows us to show that the
facet generation problem of concp(¢) can be solved in O(dnlogd). To prove this result, we need the
following result shown in [17] which relates the concave envelope over the face F; to the envelope
over the projection @, where @ is defined in (7). Recall that two sets C CR® and D C R? are
affinely isomorphic if there is an affine map f: R®— R? that is a bijection between the points of
the two sets. Consider an affine map A: s; — § defined as

Sij = Sij for j € Jl and gij = (1 — ’Yij)sil(i,j) +/7ij5ir(i,j) for ] ¢ Ji, (18)
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Aij —il(i,5)
Gir(i,g) ~ %il(4,5)

where [(i, j) =max{j’ € J; |7’ <j}, r(4,7) =min{j’ € J; | j' > j}, and 7,;; = . The inverse

of A is defined as a map which transforms s to sj.

LEMMA 3 (Lemma 8 in [17]). Assume that concq(¢) is a polyhedral function. Let J =
(Ji,...,Jqa) € T. Then, concp,(¢)(s) =concg, (¢)(ss) for every s € F;. Let ¢ < (c,s)+b be a valid
inequality of concg(¢)(-) so that a;=0. Then, the two tight sets, nga7b)(FJ) and Tg”’b)(QJ) are

affinely isomorphic under the affine map A defined in (18). O

THEOREM 2. Assume that ¢(-) is concave-extendable from vert(Q) and is supermodular when
restricted to the vertices of Q). Let u € P. Then, a facet-defining inequality of concp(¢) which is
tight at u can be found in O(dnlogd) operations.

Proof. Let u € P and let 5§ be the unique point so that (u,s) € PQ’, which can be found in O(nd)
and where PQ)’ is defined as in (4). Define J = (Jy,. .., Jy), where J; :={j | 4;; = 5;;}. It follows from
Proposition 1 that § € F;. Given s as input, let (a”,b™) denote the pair generated by Algorithm 1.
Now, we derive an inequality ¢ < (o/,s) +b" defined so that (o/,s) +b = (a™,T';(s)) + b, where
[, seR™Y 55 e R s a linear map defined in (6). We will show that ¢ < (o, s) 4+ defines

a facet of concp, (¢)(s) which is tight at 5. Then, since o; =0, it follows from Lemma 3 that (o/;,0’)

defines a non-vertical facet of concg, (¢)(-) which is tight at 5. Therefore, by Proposition 2, (o, 1)

defines a non-vertical facet of concp(¢)(-) which is tight at u.

We now show that ¢ < (o/,s) 4+ b’ defines a facet of concp,(¢)(-) tight at 5. The validity of the

inequality for concp,(¢)(-) follows because for every s € F;

concr, (@)(s) < (a",s) +b" =(a",'s(s)) + 0" = (o', 5) + ¥/, (19)
where the first inequality holds by the validity of ¢ < (™, s) +b™ for concg, (¢)(-), first equality holds
because, by Proposition 1, s € F; implies s =1";(s), and the second equality is by the definition of
(o, b"). Now, the proof is complete because, by Corollary 2, the first inequality in (19) is satisfied at
equality for dim(F;)+ 1 affinely independent points in F;, and, in particular, for the point 5. [

We briefly summarize the algorithmic construction of the facet-defining inequalities for the concave
envelope derived in Theorem 2. The construction uses three sets. The first set, A = Hid:1 A, is defined
in Proposition 3 and used to construct the concave envelope of concave-extendable supermodular
functions. The second set, P = H?:l P, is defined in (2) and abstracts the composite function
structure. Inequalities obtained over P, upon substitution of underestimators, allow derivation of
inequalities, in the space of original problem variables, that are valid for the hypograph of the
original composite function. The third set is @ = H?:l @, whose vertex representation is given in
(3) and its hyperplane representation is given in (10), and this set serves as a bridge for connecting
the results on A with those for P. In particular, given a u € P, we obtain § € () using the concave
envelope construction given in (4). Then, we transform § to z € A using the affine isomorphism Z
defined in (11). The construction of the inequality proceeds in the opposite order. The inequality
constructed for Z € A is transformed into one for 5 € ) simply using the inverse affine isomorphism,
Z~1. To derive the inequality for P, we revert the concave envelope construction, using the fact that,
for j & J;, each §;; is obtained as a convex combination of ;. ;) and ;. ;), described in (6). The
set J = (J1,...,J4) is derived during the concave envelope construction, where J; = {j | 4;; = 5,5},
as defined in the proof of Theorem 2. This definition guarantees, by Proposition 1, that 5 belongs
to the face F; of @) as given in (16) and this face is used to describe, in the proof of Proposition 2
(see [17]), the set of points tight on the generated inequality. This tight set consists of dim(Fy)+ 1
vertices of F); and the points {u | @;; <wu;; < §;;V(,7)}.

Next, we specialize our study to the case when the outer-function is multilinear. Let S be
the staircase triangulation of Q. Recall that ¢°: aff(Q)) — R is obtained by extending the affine
interpolation function of ¢(-) over the affine hull of Q. In Proposition 4, we argued that, under the
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assumed conditions on @(+), concg(d)(s) = ¢°(s) for every s € Q. Next, we show that if a multilinear
function ¢(-) is supermodular over vert(Q) then, for every u € P, ¢°(u) = concp(¢)(u). The point to
note here is that, for the multilinear case, the concave envelope over P requires no other non-vertical
inequalities beyond those needed to describe the concave envelope over (), a result that does not
hold in general for concave-extendable, supermodular functions.

COROLLARY 3. Assume that the outer-function ¢(-) is multilinear and the extension ¢(-) is
supermodular when restricted to vertices of Q. Let S be the staircase triangulation of Q. Then, for

every u € P, concp(d)(u) = ¢S (u).

Proof. Let u € P. Then, as in Proposition 2, compute (u,5) € PQ’ and define J = (Jy,...,Jy)
so that J; = {j | 4;; = 5;;}. Since ¢(-) is multilinear, its extension ¢(-) is concave-extendable from
vert(Q). Moreover, ¢(-) is supermodular when restricted to vert(Q). Therefore, we may construct
a facet-defining inequality using Algorithm 1, whose output will be denoted as the pair (a™,b").
Then, by Proposition 2, s € F; and, by Corollary 2, the inequality ¢ < (a™,s) 4+ b™ defines a facet of
concr, (¢) such that for all i and j ¢ J;, af; = 0. Moreover, by Corollary 1, this inequality is tight at
5. Then, it follows from Lemma 3 that ¢ < (a7,s;) +b" is a facet-defining inequality of concg, (¢)
that is tight at 5;. Thus, by Proposition 2, ¢ < (o™, u) +b" is a facet-defining inequality of concp(¢)
that is tight at u. [

We have described a way to develop inequalities for composite functions as long as the outer-
function is supermodular and concave-extendable. To extend the applicability of this result, we
now turn our attention to a particular linear transformation that can be used to convert some
functions that are not ordinarily supermodular into supermodular functions. This transformation
is well-studied when the domain of the function is {0,1}%, a special case of vert(Q). In this case,
the transformation, often referred to as switching, chooses a set D C {1,...,d} and considers a new
function ¢'(z1,...,x4) defined as ¢(yi,...,yq), where y; = (1 — ;) if i € D and y; = x; otherwise.
We will now generalize this switching operation to ). To do so, we will need permutations o; of
{0,...,n} for each i € {1,...,d}. We use the permutation o; to define an affine transformation that
maps v;; to v;s,(j)- Let P7i be a permutation matrix in RHDX(+D) gch that, for all (7,5, PZ.‘,T;, =1
when i’ = 0(j’) and zero otherwise. Then, the affine transformation associated with o; is given by
A% =77 oUP? U~ o Z;, where o denotes the composition operator and U is an upper triangular
matrix of all ones. We let A7(s) := (A71(s1),...,A%(sq)). We will particularly be interested in the
case where o; = (n,...,0) for i € T and o, = (0,...,n) otherwise. In this case, we denote A7(s) by

s(T). Clearly, for i ¢ T, s(T); = s;. To compute s(T'); where i € T', we use the following expression
J
S(T)U :aio+Z(aik—aik_l)(l—zmﬂ_k) fOI' ']‘:(),...,’I’L7 (20)
k=1

where z denotes Z(s). Then, we associate the outer-function ¢(-) with a function ¢(7) : R 5 R
defined as ¢(T)(s1, ..., 8a) = (5(T)1n;--.,5(T)4n) and we say that ¢(T') is obtained from ¢(-) by
switching T'. It follows easily that concg(¢)(s) = concg(¢(T))(s(T)) (Similar conclusions can be
easily drawn for switching with arbitrary permutations o, where ¢(o)(s1,...,5q4) is defined as
¢(A7(8)1n, ..., A7(S)an). In this case, concg(¢)(s) = concg (d(a)) ((A7)7*(s)).). More specifically, if
the switched function ¢(7T') is supermodular when restricted to the vertices of @ then concg(¢) is
determined by the switched staircase triangulation specified by T', whose grid-labels are obtained by
labelling coordinates directions, for i € T', as they were, and, for i ¢ T, in a reversed order v;,,, ..., V.
Then, for any movement vector 7 in the grid given by {0, ...,n}?, the corresponding simplex is defined
as the convex hull of ext(Q(T),II(r,0)),...,ext(Q(T),I(m,dn)), where Q(T) := {s(T) | s € Q}.
The following result records the above construction for later use.
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COROLLARY 4.  Assume function ¢(-) is concave-extendable from vert(Q). Let T' be a subset of
{1,...,d}. If (T)(-) is supermodular when restricted to vert(Q) then concg(¢)(-) is determined by
the switched staircase triangulation specified by T. [

To illustrate inequalities in Corollary 4, we now consider a special case that was studied in [17]
and used to improve factorable programming. The case setting requires that the outer-function
¢(+) is a bilinear term and each inner function has only one non-trivial underestimator. Note that
the validity of the following inequalities was established in [17]. Here, we apply Corollary 4 to
additionally show that these inequalities are facet-defining and that they describe the convex hull of
the outer-function over P. This result also serves as an example of showing how (switched) staircase
triangulation yields the convex hull over @), and therefore, by Corollary 3, generates the convex hull
over P.

COROLLARY 5. Let ajy < a;; < azp for @ = 1,2, and define P := {(u,f) | a0 < u; <

min{ f;,a;1}, fi <ap, i= 1,2}. Then, non-vertical facet-defining inequalities of the convex hull of

{(%f) | = fifsy (u,f)€ P} are given as follows:

¢ > ey :=axnfi +azfs — anagn,

¢ > ey :=(as2 — a2 )uy + (@12 — a11)Us + ao1 fi + a1 fo + ar1621 — @11020 — a12G01,
¢ > e3:=(as2 — aso)uy + ago f1 + arr fo — ar1a0,

¢ > ey :=(a12 — @10) Uz + a21 f1 + @10 fo — a12a21,

¢ > e5:= (a2 — ag0)ur + (@11 — @10) Uz + a0 f1 + @10 fo — @11a91,
¢ > es:=ayfa+ a0 f1 — arpaso,

@ <11 :=ago f1 + a12fo — a12a20,

¢ <1y = (a0 — G21)u1 + (a11 — @12)Usz + Q21 f1 + Q12 f2 — a11a2,
¢ <r3:= (a0 — G22)U1 + a11 fo + a2 f1 — a11a20,

¢ <ry:=(a10 — a12)Us + a2 f1 + @12 foa — a10a21,

¢ <15 = (a21 — A22)us + (a10 — G11) U2 + Q22 f1 + 11 fo — a10a021,
@ <716 := fra22 + a19f2 — A10G22-

Proof. Let ¢: R* — R be the bilinear function ¢(fy, f2) = f1fo. We verify that the set of inequalities,
¢ >e;i=1,...,6, defines the set of non-vertical facets of the epigraph of convp(¢) ((ul, f1), (ug, fg))
Let vio = (ai0, @), vi1 = (ai1,a:1), vi2 = (ai1,a:2), and define Q; := conv({v;p,vi1,vi2}) for i =1,2.
For T'= {2}, we have

Q22 — A21 A21 — A2p

¢(T) ((U17f1), (u27f2)) = h <a20 + (@21 — as) (1 - M) + (aze —as) (1 — M))a

where we have used (20) to derive the term after f; on the right hand side of the above expression.
Using the above expression, ¢(T')(v1j,,vV2j,) = @1j,a2(2—jy) for ji1,j2 € {0,1,2}. It follows that ¢(T')
is submodular when restricted to vertices of @ since a;o < a;; < a;p for i =1,2. Let {n*,..., 7%} be
the set of movement sequences in Z? from (0,0) to (2,2), where 7' :=(1,1,2,2), % :=(1,2,1,2),
m:=(1,2,2,1), 7*:=(2,1,1,2), 75 :=(2,1,2,1), and 7% := (2,2,1,1). The set of movement sequences
defines the switched staircase triangulation {Y1(T),..., Y 6(T)}, where

k
Y.i(T) —COHV({(vljl,vz(z_jQ)) ‘ (41,72) =(0,0) +Zeﬂé, k—O,...,4}> fori=1,...,6,
p=1

(see Figure 3 for the grid representation of the triangulation). Since the bilinear term is obviously
convex-extendable from vert(Q), it follows from Corollary 4 that the convex envelope of ¢ over @ is
determined by the switched staircase triangulation {Y,1(T),...,T,¢(T)}. Moreover, each function
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FIGURE 3. grid representation of switched staircase triangulation {Y 1 LY (T)}

e; affinely interpolates f;f, over the extreme points of simplex Y . (T)) As such, each inequality
¢ >e;, where i € {1,...,6}, describes a non-vertical facet of the epigraph of convg(¢)(s), and the
result follows from Corollary 3.

A similar argument can be used to show that, for each i € {1,...,6}, ¢ <r; defines a non-vertical
facet-defining of the hypograph of concp(¢)(u). This case does not require switching since the
bilinear term is already supermodular. [

In the next example, we illustrate how Corollaries 3 and 4 can be used to derive tighter convex
relaxations than the one in Corollary 5 by using additional underestimators.

ExXAMPLE 2. Consider the function zix3 over [0,2]?. Here, we treat the bilinear term ¢(fy, f2) =
f1f2 as the outer-function and z? and zZ as inner-functions. For i = 1,2, let w;(z) = (O, 2(2 -
V3)z; — (2—V/3)%, 2z, —1,2?) and a; = (0,1,3,4). Notice that, using one single estimator 2z; — 1
of 2, [17] derived the following convex underestimator for z3z3

(21)

i 47+ 4x5 — 16, 27, + 229 + 323 + 325 — 17, 8y + 325 — 16
322 +8xy — 16, 621 + 615 — 15, 0

which is obtained by substituting 2z; — 1 and 2? with their defining relation in inequalities from
Corollary 5. Next, we illustrate how estimators wu;(-) and their bounds a; are simultaneously
exploited to relax zix3 over [0,2]>. Let T'= {2}. By Corollaries 3 and 4, the supermodularity

V10 V11 V12 V13

FIGURE 4. the switched simplex associated with (1,2,1,2,1,2)

of ¢(T)(-) over vertices of () implies that interpolating ¢(-) over the switched simplex given by
(1,2,1,2,1,2) (see Figure 4) yields ¢(u) > wyy = 1y + 2uis + Uiz + Usy + 2Usy + Uz — 11 for u € P.
After substitution, we obtain that 2?22 > 2?2 + (8 — 2v/3)x; + 23 + (8 — 2v/3)xy — 15 — 2(2 — V/3)?
for x € 0,2]2, which utilizes all available underestimators w;(-) of inner-functions and their upper
bounds on [0,2]?. The underestimator w4 is not dominated by (21) because it evaluates to a higher
value at (z1,z2) = (1.63,1.4) than any underestimator in (21). For completeness, we include the full
description of the convex and concave envelope of ¢(-) over P in Appendix B. [

Observe that (21) is equivalent after substitution to underestimators wy, w1, wis, Wwig, Wig, and
Wy from Appendix B, and these are precisely the inequalities that depend only on u;, and u;3. In fact,
all the inequalities except wry, wsg, Wy, wia, Wiz, and w4 can be obtained using one underestimator
each for x? and z2. Interestingly, every inequality obtained by choosing such an underestimator
is still facet-defining for the set with two underestimators, as can be checked using the listing in
Appendix B. Next, we formalize and generalize this observation. Recall that P is defined as the
product of polytopes defined in (2), each of which depends on underestimators for an inner-function.
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Assume that we construct another polytope P’ using a subset of the underestimators used to define
P. Then, since P’ is a projection of P and projection commutes with convexification, it follows
readily that that concp(¢) projects to concp/(¢). Therefore, any inequalities valid for concpr(¢) are
also valid for concp(¢). However, we will show that a stronger property holds. The facet-defining
inequalities for concp:(¢) also define facets of concp(¢). Towards this end, we introduce some
notation to describe a projection of P obtained by selecting a subset of underestimators. This
subset is specified using a d-tuple J = (Jy,...,Jy) € J, where J is defined as in (5). Here, each
tuple specifies which underestimators are selected. We denote the corresponding projection of P as
P; which is now the Cartesian product Py, x --- x Py;,, where P,;;, is the polytope defined in (2)

using underestimators u,;, with a vector of bounds a,,.

PROPOSITION 5. Assume concp (@) is a polyhedral function and ¢ < (ay,u;) +b is a facet-
defining inequality of concp,(¢)(us). Then, ¢ < (o, u)+0b is a facet-defining inequality of concp(P)(-),
where a:= (ay,0).

Proof. Since ¢ < (a;,u;)+b is a facet-defining inequality of concp, (¢)(-) and a;o < s, there is

a point u; € P; with concp,(¢)(@,) = (o, @ ) + b such that, for i € {1,...,d} and j # 0, a;o < @;;.
Let w= A(uy), where A is the affine transformation defined in (18). Then,

(0, ) +b < conv p(8)(3) < concar,)(6)(@) = concy, () (@) = (@) +b,

where the first inequality holds by the validity of («,u)+b and @ € P, the second inequality follows
from A(P;) C P, the first equality holds because affine maps commute with convexification, and
the last equality follows by the choice of @; and the definition of a. Therefore, equalities hold
throughout and, in particular, (a, @)+ b= concp(¢) (i), that is, u € T;,a’b)(P). Now, let ' € {1,...,d}
and j' ¢ Jy, and consider the face P':={u € P|uy; = a;}. By definition, @;; # a;o. Thus, we can
construct @ € P’ that matches @ except that w4, ; # @; ;. Such a 4@ can be obtained using the same
argument as above where & = B(u;) and B is defined similarly to A, except that ;s = a;g. It
follows that @ € T})a’b)(P) and, therefore, e; ;s is in the affine hull of T}ﬁa’b)(P). Then,

dim(P) > dim (T3 (P)) > dim (7" (P)) + > (n—|Ji]) =dim(P;) + Y (n —|J;|) = dim(P),

=1 =1

where the first inequality is because Tq%a’b) (P) C P, second inequality is because in our argument

above the choice of @; was arbitrary in T(Z()a" P (P;) and the choice of (i) was arbitrary except
that j’ ¢ J, the first equality is because (v, b) defines a facet of concp, (¢), and the second equality
is by the definition of P. Therefore, equalities holds throughout and, in particular, dim(P) =

dim(73""(P)). O

3.2. On the strength of termwise relaxation of bilinear functions In this subsection,
we consider a weighted graph G = (V, E') with node set V ={1,...,d} and edge set E. With this
graph, we associate a bilinear function ¢: R* — R defined as A(S1ns- -3 8dn) = D eep Ce | Lice Sins
where, by i € e, we mean that edge e is incident with node ¢. We assume that an edge exists only
if the corresponding weight c. # 0. We call an edge positive if ¢, > 0 and negative if ¢, < 0. Let
P9 = {(s, ?) | ¢=0¢(s1,...,54),5€ Q}, and we will study whether its convex hull

conv(62) = {(s,6) | conve(d)(s) < & < concqg(d)(s), s € Q)

is obtained by a simple relaxation, one obtained by convexifying each bilinear term separately.
To formally define the latter relaxation, we associate with an edge e € E a bilinear function

e :R? - R defined as Ge(Stny vy Sdan) = Ce HiEe Sin. Then, we construct the termwise-relaxation of



Author: Tractable relazations of composite functions
Article submitted to Mathematics of Operations Research; manuscript no. (Please, provide the manuccript number!) 19

¢“ by underestimating ¢(-) with >___, convg(¢.)(-) and overestimating it with >, _, concg(e.)(-),
where each term in the summation could be obtained by using Corollary 4, or more specifically,
when there is one non-trivial underestimator for each inner function, using Corollary 5. Succinctly,
the termwise relaxation is defined as follow:

= {(5,0) | 3 conva(6.) () < < 3 concalde)(s),5 € Q).

eckE

Clearly, ¥ is convex superset of ¢% and therefore also a superset of conv (qbQ). We show that, if
the graph G satisfies some conditions, conv(¢?) coincides with W. Since the sign for all ¢, can be
reversed, it suffices to consider the equivalence Y _, concg(¢.)(s) = concg(d)(s).

We call an edge e € E is positive if ¢, > 0 and negative otherwise. A (signed) graph is said to be
balanced if every cycle has an even number of negative edges (see [16]). It is shown in Theorem 3
of [16] that a graph is balanced if and only if the vertex set V(G) can be partitioned into subsets
T1 and T, so that each positive edge of G connects two nodes from the same subset and each
negative edge connects two nodes from different subsets. We will argue, by switching the variables
which correspond to one of the partitioned subsets, that we can transform ¢(-) into a supermodular
function.

LEMMA 4. Consider a graph G and let ¢(-) be a bilinear function defined by the graph G.
There exists a subset T of V' so that, for s(T) as defined in (20), the function ¢(T)(s1,...,Sq4) =
O(8(T)1ns- -y 8(T)an) is supermodular when restricted to vert(Q) if and only if graph G is balanced.

Proof. Assume G = (V, E) is a balanced graph. Then, using Theorem 3 in [16], we partition V
into subsets 717 and T5 such that positively signed edges connect nodes of the same subset and
the negatively signed edges connect nodes of the different subsets. Then, to show that ¢(77)(-) is
supermodular over vert(Q), it suffices to show that, for each edge e, ¢.(11)(-) is supermodular over
vert(@). By (20) it follows that, for i € T3, s, > s, and s(71); < s'(11); whenever z; > z!. Since ¢.(+)
is supermodular when e € T} or e € Ty, and submodular otherwise, it follows that, for each edge e,
¢e(T1)(+) is supermodular.

We now show the converse, i.e., there does not exist a 7" such that ¢(7)(+) is supermodular when
restricted to vert(Q). Since the graph is not balanced, there exists a cycle that contains an odd
number of negative edges. Since this cycle leaves and enters T" an even number of times, it follows
that there is a negative edge either contained in 7" or in its complement. Let this edge be e := (k,1).
Assume without loss of generality that k,l € T as the other case is similar. Consider vertices v" and
v corresponding to grid points (j/)%, and (/)L ,, where we assume that j, =j/' =1, j/ = ji =2,
and j/ = j! otherwise. Then, it follows that

G(T)(0" V") +¢(T) (v Av") = H(T) (V') = (T) (V")

=Cc (akn72aln72 + Akn—1Qin—1 = Qgn—20in—1 + aknflaln72) <0,

where the inequality follows from the supermodularity of the bilinear product and ¢, < 0. Therefore,
it follows ¢(7T')(-) is not supermodular. [

In Theorem 3, we show that the balanced graphs are exactly the ones for which the termwise
relaxation ¥ coincides with conv(¢®). To prove this result, we need the following lemma. Recall that
we say that the concave envelope of a function f is determined by a triangulation K = {Kj,..., K, } if
the concave envelope of f over | JI_, K; is min]_, x*i(s), where x* is the affine function interpolating
(v, f(v)) for all v € vert(K;).

LEMMA 5.  Consider a function f :vert(D) — R so that f(s) = Z;n:l fi(s), where D is a polytope.

If concave envelopes of fi(s), j=1,...,m, are determined by the same triangulation IC of D then
concp(f)(s) = Y7, conep(f;)(s) for every s € D. Moreover, if there does not exist a common

triangulation which generates concave envelopes of f; for all j, then there exists s € D such that

concp(f)(s) < E;nzl concp(f;)(s).
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Lemma 5 follows as a special case from the proof of Corollary 3.9 in [38]. We include a direct proof
of Lemma 5 in Appendix C for completeness. We remark that this result is also related to prior
results on sum-decomposability of (concave) envelopes in [30, 37].

THEOREM 3. Consider a graph G and a bilinear function ¢(-) defined on G. Then,
Y eer conc(¢e)(s) = concq(¢)(s) for every point s € Q if and only if G is balanced.

Proof. Suppose that graph G is balanced. Then, we show that Y. __, concg(¢e)(s) = concg(¢)(s).
By Lemma 4, there exists a subset T of V' such that, for all e € E, ¢.(T)(sy,...,54) is supermodular
when restricted to vert(Q). By Theorem 1.2 in [30], for all e € E, ¢.(-) is concave-extendable from
vert(Q). By Corollary 4, concg(¢,)(-) is determined by the same switched staircase triangulation
for all e € E. So, by Lemma 5, we conclude that Y- __, concg(e.)(s) = concg(9)(s).

Now, suppose that G is not balanced. We construct a point s € @ so that concg(¢)(s) <
> eepconco(de)(s). Let §;=1(0,a:1,...,ai,—1,1) for all i=1,...,d. Then, we obtain

1 1 11 -
concg (@) (51, - -, 584) = concy 17a(¢) (5’ ce 5) < Z concg 172 (¢Pe) (5, 5) = Z concg(¢e)(5),
ecE eckE

where first and last equality hold by Lemma 3 and strict inequality follows from Theorem 4 in [6].
(Alternately, the existence of a point that satisfies the strict inequality follows from Lemma 5, and

that (%, cey %) is such a point is a consequence of strict supermodularity of the bilinear term). O
The hypercube [0,1]? arises as a special case of () where n =1 and the variables (s, ..., 8q4) are

projected out. In this case, Theorem 3 recovers the results of [6] and [26] regarding when McCormick

envelopes [23] applied termwise suffice to obtain the concave envelope of a bilinear function ¢ over
[0,1]¢.

COROLLARY 6 (Theorem 3.10 in [26] and Theorem 4 in [6]). Consider the graph G asso-
ciated with a bilinear function ¢:[0,1] — R. Then, the termwise relazation of the hypograph of ¢(-)
over [0,1]* coincides with the hypograph of concy ja(¢)(-) if and only if every cycle in G has an
even number of negative edges.

3.3. Tractable simultaneous convex hull We now extend our results to simultaneous
convexification of a vector of functions #: R — R*. Consider the hypograph of 8: R* — R" over a
polytope P:= P, x --- x P; defined as

0" = {(u,0) e R X R*| 0 < O(usn, ..., uan), u€ P},

where P, is the polytope defined in (2). For k € {1,...,x}, let OF := {(u,0) ‘ Or < Or(Uin, ... Udn), UE
P} be the hypograph of 6;(-) over P. Since ©F C(;_, conv(Of), it follows that conv(0F) is a
subset of (;_, conv(©}), where the former will be referred to as the simultaneous convex hull
of ©F while the latter as the individual convex hull of ©F. Clearly, it is often the case that
conv(0F) C N,_, conv(0}). Nevertheless, we will characterize conditions for which the simultaneous
hull of ©F coincides with the individual hull of ©7.

THEOREM 4.  If concave envelopes of 0, k=1,...,k, over Q are determined by the same
triangulation K then conv(©F) =(,_, conv(07}).

Proof. Clearly, conv(©F) C(;_, conv(©f) because ©F C (M, _, conv(OF) and the latter set is
convex. To show (;_, conv(OF) C conv(©F), we consider a point (u,6) € (;_, conv(O}), i.c.,
(01, ...,04) < (concp(6:)(a),...,concp(fq)(%)). Then, we lift @ to the unique point § so that (, ) €
PQ)’, and define J = (Ji,...,Jy), where J; :={j | 4;; = 5;;}. Let D= (D,...,Dy) so that D; C J; :=
{0,...,n} \ J;. Let @” be a point of P so that, for i € {1,...,d}, u}] = 5; if j ¢ D; and @] = @,
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otherwise. Since @’ = @ where J denotes (J1,...,Jq), the proof is complete if we show by induction
on |D|:= Zle |D;| that there is a set Mp C vert(P) and \,, for v € Mp, that are independent of k
and satisfy

for ke {1,...,x}, (a”,concp(;)( Z/\ (0,0 (v.0)), Z)\vzl, A>0, (22)

vEMp vEMp

where v.,, denotes (vi,,...,v4,). For the base case with |D| =0, we have @” =5 € Q. Since K
is assumed to be the common triangulation that determines concg(6y) for every ke{l,....k},
there exists K € K and convex multipliers A, such that, for k € {1,...,x}, (a?,concg(by)(u D)) =
D vevert(K) o (0,0, (v.,)). Therefore, the base case is established because vert(K) C vert(Q) C
vert(P), and, by Corollary 1 in [17], we have that, for every k € {1,...,x}, concp(0;)(a”) =
concg(6;,)(aP). For the inductive step, consider D = (D, ..., Dy) so that D; C J; and assume that
the result holds for any tuple D’ such that |D’| < |D|. Since |D| # 0, there is a pair (i', ) so that
j'€Dy. Let D' :=(D1,...,D)}) so that D} =D, if i #4" and D}, = D; \ {j'}. Note that from the
induction hypothesis there exists a set M pr C vert(P) and convex multipliers A,, one for each
v € Mpr, so that, for ke {1,...,x}, (a” ", concp(0),) (1 D/)) =Y e Ao (v,0k(v.,)). Consider an

affine mapping A so that, for i # ¢ and j # j', A(u);; = u;; while A(u)y ;7 = ayo. Define v := % .
Then, for k€ {1,...,x}, ’
(aP, concp (0;)(a@P)) =~ (@, concp(8;) (@) + (1 — ) (A(a>"), concp (6;) (@)
—7< Z /\v(v,ﬁk(v.n))> —i—(l—’y)( Z )\U(A(v)ﬁk(v.n))>
vEMpy vEMp/
—1( 2 M) +a-0( 5 A (40.6400.)),
’UEMD/ ’UE]\/[D/
where the first equality holds because, by Corollary 1 in [17], concp (0 ) (@) = concp (0 ) (@),

the second equality follows from the induction hypothesis because |D’| < |D| and exploits that
convexification commutes with affine transformation, and the last equality is because j’' # n. The
induction step is established by observing that, for any u € vert(P), A(u) € vert(P). O

COROLLARY 7. Assume that, for every k€ {1,...,k}, the extension 0)(-) of 0x(-) is concave-
extendable from vert(Q) and is supermodular when restricted to the vertices of Q. Then, conv (@P ) =
My, conv(OF). Moreover, the facet generation problem of conv(©F) can be solved in O(kdnlogd).

Proof. It follows from Theorem 4 that conv(@P ) =iy conv(@kp ) because, by Proposition 4,
concave envelopes of 0, k =1,...,k, are determined by a triangulation of @, that does not
depend on k. Now, we argue that the facet generation problem of conv(©F) can be solved by
separating conv(©F) individually. Let (@,0) € R x R*. Then, for each k € {1,...,x}, we
call the procedure in Theorem 2 to solve the facet generation problem of conv(©F). If (,0) €
M, conv(OF) then, as shown above, (i,0) € conv(©F). Otherwise, without loss of generality,
we assume that (@,0) ¢ conv(©F) and the procedure outputs a facet-defining inequality 6; <
(o, u) + b of concp(f;) that is violated by (@,6). As conv(©F) C(,_, conv(©F), this inequality
is valid for conv(©F). To complete the proof, we will show that it defines a facet of conv(©7).
Let T := {(u,0) € conv(©F) | 6; = (o, u) + b} and let M := {u € vert(P) | {(a,u) + b= 01(u.,)}.
Observe that { u, ) ’ ueM, 0, =01(u.,), Op>0i(u.,) for k=2,.. .,/{} is a subset of T'. Therefore,
dim (aff (7)) > dlm( )+ r—1=dim(P)+k —1>dim(©F) — 1, where the equality holds because
0, < {a,u) +b defines a facet of ©,. Thus, T is a facet of conv(0F). O
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4. Infinitely many estimators for inner functions Sections 2 to 3 considered composite
functions and described a way to relax them while exploiting finitely many estimators for each
inner-function. A natural follow-up question is to understand the limiting relaxation, one obtained
using infinitely many estimators for each inner-function. We will explore the structure of this
relaxation in Section 4. To begin, we review some basic concepts from probability theory, optimal
transport, and stochastic order that we later use to characterize the structure of the limiting
relaxation.

4.1. Probability, optimal transport, and stochastic orders Each real-valued random
variable A; induces a probability measure on the real line (—o0,00) which can be described by
its (cumulative) distribution function Fj, that is, Fj(a;) = Pr{A; < a;} for a; € (—00,00). The
expectation of random variable A; is

]E[Az] _/ aidFi(ai).

Any distribution function F; has three properties; it is non-decreasing, right-continuous, and ranges
from 0 to 1 with lim,,_,_ Fi(a;) =0 and lim,,,, Fi(a;) = 1. Conversely, any function satisfying
these three properties is a distribution function for some random variable. The right-continuity
of a non-decreasing function implies that the function is continuous except possibly at a finite or
countable set of points where the graph of the distribution function has a vertical gap. Due to the
vertical gaps, a distribution function F; does not always have an inverse. To circumvent this issue,
a generalized inverse is used instead that is defined for any A € [0, 1] as follows:

F7'(X) :=min {a;

7

Fi(a;) > )\} .

The generalized inverse, F; ' ()), is non-decreasing and left-continuous on [0, 1]. Like the distribution
function F}, the generalized inverse function, F; ', can have at most countably many jumps where
if it fails to be continuous. Observe that F; '(\) < a; if and only if A < Fj(a;). This is because for
any (a;,A) so that F(a;) > )\, it follows by minimization and feasibility of a; in the definition of
F7'()\) that F;'(\) < a;. Then, if ) := F;'(\) < a;, it follows that F;(a;) > F;(a}) > \, where the
first inequality is because a; > a! and the second is because F; is right-continuous. In particular,
we will consider real-valued random variables with support in a measurable subset of [0,1]. Let
F be the set of all distribution functions with support in [0,1]. Then, F is a convex subset of B,
where the latter set denotes the convex cone whose elements are all bounded nonnegative univariate
functions on R. The convexity of F follows because the three properties characterizing functions in
F are closed under convex combinations and any function satisfying these properties belongs to F.
The extreme set of F, denoted as ext(F), is the set of distribution functions with Dirac measures
over [0,1], i.e., ext(F) := { Hsa) | a € [0,1]}, where §(a) denotes the Dirac measure at point a and
Hj () denotes the corresponding distribution function, i.e., Hs)(x) =0 for x < a and Hjq)(z) =1
for £ > a.

For distribution functions Fi, ..., Fy, we define II(F}, ..., F;) as the set of all joint distribution
functions on R whose marginals are Fi,..., Fy. Therefore, a distribution function F belongs to
II(Fy,..., Fy) if and only if it satisfies the following properties. First, F' is non-decreasing in each
variable. Second, F is right-continuous in the sense that lims_,o+ F'(a; +0,...,a4+9) = F(ai,...,aq).
Third, F(ay,...,aq) — 0 if a; = —oo for some 7, and F'(ay,...,ay) =1 if a; — oo for all i. Finally, for
each i and a; € (—00,00), F(00,...,a,,...,00) = F(a;). Let B¢ denote the convex cone of bounded
nonnegative functions on R?. Then, II(Fy,...,F,) is a convex subset of B? because the above
properties are closed under taking convex combinations and any functions satisfying these properties
belong to II(Fi,..., F,;). To clarify the joint distribution function, we add it as a subscript to



Author: Tractable relazations of composite functions
Article submitted to Mathematics of Operations Research; manuscript no. (Please, provide the manuccript number!) 23

the expectation operator so that, for a continuous function ¢ : R — R, its expectation under
F eII(Fy,...,F,) is denoted as

EF[¢(A1,...,A(1)] = /Rd¢(a1,...,ad)dF(a1,...,ad),

where (A, ..., Ay) follows F', which will be denoted as (A, ..., Ay) ~ F. If the distribution functions
Fy,...,F, are assumed to have supports in [0,1] and ¢(-) is continuous on [0,1]%, it follows that, for
all Fell(Fy,..., Fy), the expectation Ep [gb(Al, .. .,Ad)] is finite.

The limiting relaxation arises as the solution of an optimal transport problem. For distribution
functions Fi,..., F; on the real line, the multivariate Monge-Kantorovich problem on the real line
(Section 2 in [29]) is defined as the following optimization problem

sup {Er[0(Ar, .., A,)] ]FeH(Fl,...,Fd)}. (23)

To express the limiting relaxation in an explicit form, we need to solve the multivariate Monge-
Kantorovich problem.

THEOREM 5 ([21] and Theorem 5 in [42]). Let F,...,Fy be d probability distribution func-
tions on the real line and let F*(a) = min; F;(a;). Then, for any continuous supermodular function

¢:RI >R,
sup /(;SdF:/d)dF*
FET(Fy,...,Fy)

if ¢ < ¢ for some continuous function ¢ such that [@dF is finite and constant for all F €
II(F,...,Fy). O

To establish the convexity of the limiting relaxation in the space of (z, f) variables, we will
need to show that the optimal value of (23) changes monotonically as the univariate distribution
functions F1, ..., Fy vary in a specific manner. To this end, we review order relations over distribution
functions. Let A; and B; two univariate random variables with distribution functions F; and G,
respectively. Then, A; is said to be smaller than B; in the concave order (denoted as F; X G;) if
Er, [1(A;)] <Eg,[¢(B;)] for all concave functions ¢ : R — R, provided the expectations exist. The
following two alternative characterizations from Theorem 3.A.1 and Theorem 3.A.5 in [34] will be
useful in our context, that is, F; < G; if and only if

Er, [min{4;,a;}] <Eg, [min{B;,a;}] fora;€eR  and  Eg[4;]=Eg,|[Bi, (24)

k3

or v »
/ F7H(\)dA g/ G (N)dX  for pe0,1] and Er, [A;]=Eg,[B;]. (25)
0 0
Next, we consider another order which is defined by dropping the second requirement in (24).
Namely, we say F; < G; if
Ef, [min{Ai,ai}] <Eg, [min{Bi,ai}] for a; € R, (26)

This order is the increasing concave order of two random variables A; and B;, and is equivalently
defined by requiring, Ep, [¢(A;)] < Eg,[¢(B;)] for all increasing concave function ¢ : R — R (see
Theorem 4.A.2 in [34]). Moreover, Theorem 4.A.5 and (1.A.2) in [34] provide a useful alternative
characterization, that is F; < G; if and only if there exists a distribution function H; such that

F'O)<H'(\) forAe0,1] and  H; <G, (27)

To study how the optimal value of (23) changes as distribution functions Fj,...,F,; change in
(increasing) concave order, we need an integral inequality given in the following technical lemma.



Author: Tractable relazations of composite functions
24 Article submitted to Mathematics of Operations Research; manuscript no. (Please, provide the manuccript number!)

LEMMA 6 (Theorem 1 in [12]). Let (A uy,...,uq) be a continuous function mapping from
[0,1] x R? to R. Then, we have

1 1
/ 7/1()\77717---777d)d)\§/ ¢(Aa’)’1,---ﬂd)d>\
0 0

for each system of non-decreasing bounded univariate functions n;, v;, i=1,...,d, such that

[z [Crman o<p<t o /olmmdA:/ol%(A)dA’ .

if and only if the function v is convex in u; when the other arguments are fized, supermodular over
R? when X is fized, and

)
/ <1/J(p+5+)\,u)—w(p—i-(S—i-/\,u—hei)—Hﬁ(p—k)\,u—hei)—1/J(p+)\,u)>d)\20 (29)
0

for all0<p<1-28,86>0, h>0,i=1,...,d, where e, is the i’ standard basis vector in R®. [

4.2. Envelope characterization via optimal transport Consider a composite function
pof: X CR™ =R defined as (o f)(x) = ¢(f(x)), where f: R™ — R? is a vector of bounded
functions over X and ¢: R? — R is a continuous function. For each point (z,f), where x € X
and f = f(z), in Section 4.3 we will use underestimating functions of f;(x) to derive a marginal
distribution function F; € F. This marginal distribution will be such that the expected value of
the corresponding random variable A;, denoted as Ef,[A;], equals f;. Consequently, to relax the
hypograph of the composite function ¢ o f, it will suffice to over-estimate qﬁ(EFl (A1),...,Ep, (Ad)).
We now briefly discuss how this will be achieved. For notational brevity, we extend the outer-function
#(-) to define ¢(-) so that, for any (Fi,...,Fy) € Fl:=F x ---x F,

G(Fr,....Fi)=¢(Er[Al],...,Eg,[Ad]),

where A; ~ F;. To see the functional ¢(-) as an extension of ¢(-) from [0,1]¢ to F?, we map an
f€10,1]% into F? as (H(;(fl), cey H5(fd))’ where Hjy,), as defined before, is the distribution function
with its mass concentrated at the point f;. In this subsection, we will derive the concave envelope of
#(-) over its domain F¢, that is the lowest concave overestimator of the extension ¢(-) over F¢. This
envelope will be denoted as conc za(¢). More specifically, we show that when the outer-function ¢(-)
satisfies certain conditions, concfd(é) is the solution to an optimal transport problem [45]. This
solution can be derived explicitly when ¢(-) satisfies some additional requirements.

Before characterizing the concave envelope of gg() over F?, we discuss how this setting relates to
the discrete case. In Section 2 and 3, we introduced a sequence of mappings (z, f) — u — s — z, where
the first map evaluated underestimators, second map was defined by constructing two-dimensional
concave envelopes, and the third map was via an affine transformation Z. It is the z-space that is
intimately related to F9. More specifically, let z = (21,...,2q), Wwhere z; = (20, . . -, 2in) € ;. Let F;
be defined as 1 at a;, and above, 1 — z;; in [a;_1,a;) for k€ {1,...,n}, and 0 below a;q. Since the
mapping from z to (Fy,..., Fy) is affine, results regarding the concave envelope over A translate to
those about concya(¢)(Fi,...,Fy). The following treatments will generalize the above discussion,
allowing for more general distributions that are not necessarily supported at a finite set of discrete
points.

If ¢(-) is a univariate convex function, by Jensen’s inequality, ¢(F}) = ¢(Er [A1]) <Ep, [¢(A1)].
We now extend this idea to the multidimensional case. We will show in Lemma 7 that, as long as,
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¢(+) is convex in each argument when other arguments are fixed, there exists a joint distribution
F eII(F,..., Fy) so that

O(Fr,. . Fy) <Ep[d(As,..., Ag)]. (30)

The above inequality immediately implies that
CONC zd (g])) (Fy,...,F;) =concza (¢~5|ext(fd)) (Fy,..., Fy), (31)

i.e., it suffices to restrict q;() to the extreme points for F¢ for the purpose of constructing conc za (qg)
To see this, observe that the left hand side in (31) is at least as large as the right hand side. We
now argue the converse relationship. Observe that

O(F, ..., Fy) <Ep[p(Ar,..., A))] = /qs(Hg(al), ooy Hs(op))dF (a)

< CONC rd (é|ext(]—‘d)) (F17 ceey Fd)7

where the first inequality holds by the hypothesis (30), and the equality is by definition of <z~5()
The last inequality holds by the concavity of concza(@|eyra)) and that Hs,) are the extreme
points of F, since, for each i € {1,...,d}, Fi(a;) = [ Hsw,)(a;)dF;(b;). Then, it follows that the
converse~concfd($)(F1, L Fy) < COHC]:d(Q’g‘eXtL]:d))(Fl, ..., Fy) holds. The relation (31) shows that

concra(¢) is the lowest concave extension of ¢(-) restricted to ext(F¢). We now establish that the
inequality (30) holds under certain hypothesis on the structure of ¢.

(32)

LEMMA 7. Let Ay,..., Ay be independent random variables and F}, ..., F; be the corresponding
distribution functions. If ¢ : R* - R is a continuous function which is convex in each argument
when other arguments are fized then qg(Fl, L Fy) < E[qb(Al, e, Ad)], where the equality is attained
when the function ¢(-) is multilinear.

Proof. For any index set I, we will denote the joint distribution of {A;|i € I} as F;. The set of
integers {i,...,j} will be denoted [, j] so that the joint distribution of {A;,..., A4} will be written
as F}; j. We prove the inequality in the statement of the result by induction on d. The base case
d =1 follows from Jensen’s inequality as was remarked earlier. For the inductive step, we have:

$(Fy,...,Fi) <Ep,, -¢<A1, o Ag, Er, [Ad])}

. -¢(A1,...,Ad_1,EFd [Aq| Al,...,Ad_l])
=Er,, , -¢(EFd [Ar, .. A, A Al,...,Ad,l})
<Er,, . -IEFd [¢(A1,...,Ad) ‘Al,...,Ad_l]]

=Eg,, [qj(Al, . .,Ad)},

—Eg

where the first inequality is by induction hypothesis, the first equality is by the independence of A,,
the second equality is because E[A; | A;] = A;, the second inequality is due to Jensen’s inequality,
and the last equality holds because of the law of iterated expectations. The proof is complete by
observing that each inequality becomes an equality if ¢ is linear when all but one of its arguments
are fixed. O

Next, we relate the right hand side of (31) to the Monge-Kantorovich problem. Consider a
functional ¢ : F¢ — R defined as follows:

~

¢(F1,...,Fd)::sup{EF[é(Al,...,Ad)]‘FeH(Fl,...,Fd)} for (Fi,...,Fy) e FL,  (33)
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where we recall that II(F}, ..., F;) denotes the set of joint distributions with Fy,..., F,; as marginals.
Since ¢(-) is assumed to be continuous, it follows from Theorem 2.3.10 in [29] that there exists an
optimal solution to (33). Now, we argue that (33) is a reformulation for the right hand side of (31).

PROPOSITION 6. For (Fy,...,Fy) € F, ¢(Fy,...,F;) =concrd (¢~>|m(fd))(F1, ..., Fy). Moreover,
if ¢(-) is continuous and convex in each argument when other arguments are fized, for (F,...,Fy) €
F (Fy,...,Fy) =conczra (¢) (Fy,...,Fy).

Proof. Let (Fy,...,F,;) e F. It follows trivially that ¢(Fy,...,F,) < conc(qg\ext(fd))(Fl,...,Fd)
because, as we argued in (32), for F' € II(Fy, ..., Fy), Er[p(Ag, ..., A)] < conc(¢~>|cxt(fd))(F1, o Fy).
To prove the converse, it suffices to show that (JAS() is concave in F? because, for (Fi,...,Fy) €
ext(F?), each F; = Hy(,,) for some a; € [0,1] and it follows by considering the multidimensional
Dirac distribution at (as,...,aq) that ¢(Fy, ..., Fy) > ¢(Fy,...,Fy). To see that ¢(-) is concave, let
(Fy,...,Fy) and (Gy,...,Gy) be two points in F? and let o be chosen to satisfy 0 < « < 1. Then, for
any F €II(F,...,Fy) and G € I(Gy,...,Gy), let A~F, B~G, and C ~aF + (1 —a)G. We have,

d(a(Fy, .., F) + (1= a)(Gry..,Ga)) 2 Eari-me) [0(Ch,y .., C)]
=aEp[p(Ar,...,A0)] + (1 —a)Eg[é(By, ..., Bj)],

where the inequality holds because aF' + (1 — )G is a feasible solution to (33) at a(Fi,..., Fy) +
(1-a)(Gy,...,Gq), and the equality holds because expectation of a mixture distribution is the
mixture of the expectations under distributions being mixed. Since the inequality holds for every
(F,GQ) in II(FY,..., Fy) x II(G4,...,Gy), it also holds for the supremum of aEr [¢(A1,...,Ad)] +
(1 — )Eg[¢(Bu,...,Ba)] over T(F,...,Fy) x II(G4,...,Gy). Therefore, (a(F,...,Fy) + (1 —
@)(Gy,...,Gq)) > ad(Fy,...,Fy)+(1—a)p(Gy,...,Gy), showing the concavity of ¢(-).

The second statement in the result follows from the first statement because Lemma 7
implies (31). O

As a result, when the inequality in (30) is satisfied, the functional ¢(-) coincides with the lowest
concave overestimator of g?)() over F%. Then, to compute dS() at a given (F,..., Fy) in F¢ we need
to solve the multivariate Monge-Kantorovich problem. By Theorem 5, the latter problem has an
explicit solution under certain conditions. We apply this result in our setting to obtain an explicit
integral representation of the functional ¢(-).

THEOREM 6. If ¢:[0,1]? = R is a continuous supermodular function then for (Fy,...,F,;) € F¢

O(Fy,...,Fy) =Epe[¢(Ar,..., Ag)] —/0 (FTHN), . F7E (V) dA,

where F*(a) = min{Fl(al), ... ,Fd(ad)}.

Proof. Let (Fy,...,Fy) € F% Since Aj,..., A, have supports in [0,1] and the function ¢(-) is
continuous, Er[¢(Ay, ..., Ay)] is finite for all F € II(Fy,...,F;). We choose ¢(a) to be a constant ¢
defined as max, /¢ 14 ’gzb(a’)’. By definition, ¢(f) <cand [cdF = c is finite for all F € II(F},..., Fy).
It follows from Theorem 5 that we have ¢(Fy, ..., Fy) =Ep+[¢(A1,. .., Aq)]. Now, consider a random
variable U that is uniformly distributed over [0,1] and observe that, for all (a1, ...,as) € R?,

Pr(F7'(U)<ay,....F;'(U) < aq) =Pr(U < Fi(a1),...,U < Fy(aq)) =min{ Fi(a1), ..., Fa(aq) },

where the first equality is because F, '(U) < q; if and only if U < Fj(a;) and the second equality is
because U is uniformly distributed. In other words, the distribution function of the random vector
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(FyY(U),...,E;'(U)) is F*(a). We can assume that the range of ¢ is [0,1] since it is bounded. Let
A*=(A1,...,A5) ~F*, and, for =27 and for k=0,...,2™ — 1, define

M, =Pr{(Az,... A k5§¢(A§,...,A;)<(k+1)5}
=P (F7N(U),...,F; (U)) kdggb(Ffl(U),...,Fd‘l(U))<(k:+1)5}.

Then, it follows that

om _

/qbdF*— lim Z ROMy =By [6(F'(U),.... Fy '(U)]

m—r o0

where both equalities follow from the piecewise approximations of ¢(-) where it is replaced with
k& whenever it evaluates to a value in the range [k, (k+1)§) and the Dominated Convergence
Theorem (see Theorem 16.4 in [5]), which applies because of the existence of (). O

Similar to Corollary 4, Theorem 6 can be used to characterize ¢(-) for functions ¢(-) that become
supermodular when their domain is transformed affinely, by using an operation such as the switching
operation. Recall that the function ¢(T), obtained by switching the domain of ¢:[0,1]? — R, is
described using a set T'C {1,...,d} so that ¢(T)(f) =¢(f(T)), where f(T);=1— f; if i € T and
f(T); = f; otherwise. We define a marginal distribution F;(7T) so that

F(T)(b)=Pr{1—A;<b} forieT and Fi(T)(b) =Pr{A; <b} otherwise. (34)
Then, it follows that for ¢ € T

F(T)~*(A) =min{b € [0,1] ‘E(T)(b)z)\}:min{be[O, 1)1 sulszi(a)ZA}
sup Fi(a) <1 —)\} =1-—sup{a€[0,1]| F(a) <1—A}.

a<d

=1- max{d €[0,1]

The following result explicitly characterizes ¢(-) when ¢(T'), instead of ¢, is supermodular.

COROLLARY 8. If ¢:[0,1]¢ = R is a continuous function and there exists a T C{1,...,d} so
that ¢(T') is supermodular then

(i, Fa /¢ J(F(T) V) Fa(T) ()N

Proof. We will show that qB(Fl,...,Fd) equals ¢(T)(F1(T),...,Fd(T)) and then, the result
fgll\ows directly from Theorem 6 using supermodularity of ¢(7"). To show qZ;(Fl,...,Fd) <
o(T) (Fl(T),...,Fd(T)), consider F' € II(Fy,...,Fy), and let A ~ F. Define a random vector A’
so that, for S C[0,1]%, Pr{A’ € S} =Pr{A € {a(T)|a€ S}}. Then, let F’ be the cumulative
distribution function of A’ i.e., F'(b Pr{A €{a(T)|a€[0,b]}}. Assuming wlog that the range
of ¢ is [0,1], for § =2 let Sk —{ae [0,1]4| k6 < ¢(a) < (k+1)d}, and thus,

My :=Pr{A€ S} =Pr{a € {a(T) | ac 5} }
—prlA ks <o(T)(A) < (k+1)6},

where the second equality holds by the definition of A’, and the third equality holds because
¢(T)(a(T)) = ¢(a). Therefore,

(35)

2m—1

/ngdF_ lim Z k6 M), = /¢(T)dF’sqb/(T\’)(Fl(T),...,Fd(T)),

m—o0
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where the two equalities follow from the Dominated Convergence Theorem (see Theorem 16.4 in [5])
and the first and last equalities in (35), and the inequality holds because, using (34), the marginal
distribution A/ is given by Pr{A} <a;} = F;(T)(a;). Hence, ¢(Fy, ..., Fy) < ¢(T) (Fu(T),...,Fu(T)).
Since the reverse inequality follows by a similar argument, the proof is complete. [J

4.3. Composite relaxations via random variables In this subsection, we will assume that,
for each inner function, an underestimator, parametrized by its real-valued upper bound a;, is
available. For a given x € X, the underestimator will vary with bound a; and will be used to derive
the marginal cumulative distribution function F; used in Section 4.2. Then, we will use Theorem 6
to construct the composite relaxation. To relate the marginal distributions to the underestimating
functions, we will find it useful to work with an alternate characterization of a distribution function
with support over [0,1] in terms of a concave function on the real line. To derive this function, we
truncate the associated random variable to lie below a bound and study how the expectation varies
with this bound. Formally, we define £ : R xXF as:

E(a;, F;) =Ep, [min{Ai, ai}] for a; €R and F; € F, (36)

where A; ~ F;. We will write Er, (a;) (resp. E,,(F;)) when we wish to convey that F; (resp. a;) is
fixed. It is the right derivative of EF, (a;) that relates to the cumulative distribution F;. Recall that
the left and right derivative of a univariate function c(a) are defined as ¢’ (a) = lim; ~o %)_C(“)
and ¢, (a) = lims o M. We adapt Theorem 1 in [32] for our purpose.

LEMMA 8. For a distribution function F; € F, the univariate function E, (a;) is non-decreasing
concave such that

Ep(0)=0, Er(1)=E[4], (Eg) (a;)=1 fora;<0, (Eg), (a;)=0 fora;>1, (37)

and the distribution function F; can be recovered from Ep, using Fi(a;) =1— (Er,)" (a;). On the
other hand, any concave function c;(a;) on R with the properties that

c;(0)=0, ¢(1)=a finite value, (c;) (a;)=1 fora; <0, (¢;)(a;)=0 fora;>1 (38)

is Er,(a;) for some distribution function F; € F.

Proof. For a distribution function F; € F, the univariate function Er, (a;) is clearly non-decreasing.
It is concave because, for a;,a! € R and a € [0,1], E, [min{4;, ca+ (1 —a)a)}] < aEp, [min{A;, a;}] +

17"

(1 —a)Eg [min{A,;,a}}], where the inequality holds by the concavity of min{a,,a;} in a}. Moreover,
FEr,(0) = [min{a;,0}dF;(a;) =0 and Ep,(1) = [ min{a;,1}dF;(a;) = Ep,[A;]. In addition, for a; <0

5\0 1) N0 1)
and for a; > 1
SN0 ) SN0 1)

Last, it follows from Theorem 1 in [32] that F;(a;) can be recovered using 1 — (Eg,)’, (a;).

Now, let ¢;(a;) be a concave function satisfying (38). It follows from (¢;)” (0) =1, the concavity
of ¢;, and ¢(0) =0 that ¢;(a;) < a;. Similarly, it follows from ¢;(1) = M for some constant M,
(¢;)'.(1) =0, and the concavity of ¢; that ¢;(a;) < M for all a;. Finally, since (¢;)"_(a;) =1 for a; <0, it
follows that, for b; <0, ¢;(b;) = ¢;(b;) — ¢;(0) = fobi(ci)L(ai) = b;. Therefore, lim,, , o (ai — ci(ai)) =0.
Thus, by Theorem 1 in [32], there exists a distribution function F; with support over R such that
Er,(a;) = c¢i(a;). The proof is complete if we show that F;(b;) =0 for b; <0 and F;(b;) =1 for
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b; > 1. Assume that there exists b; < 0 such that F;(b;) > 0. Then, ¢;(0) = [ min{a,;,0}dF; <0, a
contradiction. Similarly, suppose that F;(1) < 1. This case also leads to a contradiction as follows,
lim,, o0 ¢i(a;) = [@;dF; > [min{a;, 1}dF; = M >lim,, . ¢;(a;), where the last inequality follows
because ¢;(a;) < M for all a;. O

Lemma 8 establishes a connection between certain univariate concave functions and distribution
functions. We now relate these univariate functions with certain underestimators of the inner
functions. Formally, we consider a function s;: W x R — R such that, for (z, f,a;) € W x R,

si(z, fya;) € {min{ai,fi]laizl}, min{ai,fi}}, (39)

where W outer-approximates the graph of inner function f(x), and 1 .use is one if the clause is
true and 0 otherwise. For any (z, f,a;), the range of values for s;(z, f,a;) is non-empty because
fila;>1 < fi. In other words, (39) requires that, for a; € [0,1], s;(x, f,a;) underestimates min{ f;, a;}
over W, for a; <0, s;(x, f,a;) is a;, and, for a; > 1, the function coincides with f;. We construct
one such function in the following remark.

REMARK 3. Let W; be a convex outerapproximation of the graph of inner function f;(x). With
each constant a; € R, associate a set S;(a;) := {(m,fi,pi) ’ pi > min{a,, fi}, (z,f;) € WZ} Define
s : Wi x R —= R so that, for any a; € R,

S; (a:, i,ai) = inf{pi (x, fi,pi) € conv(Si(ai)) } (40)
To see that the function s; satisfies the requirements in (39), consider a constant a; € R. If a; <0 then
min{a;, f;} equals a;, the set S;(a;) is convex, and s;(z, f;,a;) = a;. Similarly, if a; > 1, min{a;, f;}
equals f;, S;(a;) is convex, and s;(z, fi,a;) = f;. If 0 < a; <1 then 0 < s;(z, fi,a;) <min{a,, f;}, where
the first inequality holds because, for each (z, f;, p;) € Si(a;), 0 <min{a;, f;} < p;, and the second
inequality holds because, for every (z, f;) € W, (x, fi, min{a,, fl}) € conv(Si(ai)). Furthermore,
si(x, fiya;) is a convex function over W;; see Theorem 5.3 in [31]. In fact, for any fixed a; € R,
si(z, fi,a;) is the convex envelope of the function min{a;, f;} over W;. In contrast, for any fixed
(z, f;) € Wy, si(x, fi,a;) is a concave function in a;. To see this, consider two distinct points a’, a! in
R, and define a; := Aa} + (1 — N)a} for some A € (0,1). Since As;(z, fi,a}) + (1 — N)s;(x, fi,a]) (resp.
si(z, fi,a;)) is a convex underestimator (resp. convex envelope) of min{ f;,a;} over W;, it follows
that As;(z, fi,a;) + (1 — N)si(z, fi,a]) < si(z, fi,a;). O

In the following example, we consider the quadratic term, derive the underestimator (40) explic-
itly, and illustrate that this underestimator, treated as a function of a;, is concave and, via the
transformation discussed in Lemma 8, yields a distribution function.

ExaMmPLE 3. Consider the quadratic term x? over the interval [0,2]. Here, the quadratic term
varies over [0,4], while in our formal treatment, we have assumed that f; € [0,1]. However, as we
discussed before, this does not pose any issues since an affine transformation of the function can
be used to normalize any bounded range to [0,1]. In our current setting, we could use 17 as the
inner function instead of x?. The function s,(xy,23,a,) defined in (40) can be computed explicitly
as follows

aq aq SO
s1(z1, 7%, a1) = (—4+2\/—a1+4)(2—x1)+a1 0<2—+v/—a1+4<z,<2 (41)
x? otherwise.

Figure 5a illustrates the function at a; = 3, where we see that this function is the largest convex
underestimator of z7 over [0,2] bounded by 3. In contrast, Figure 5b depicts s;(z1,27,a,) as a
function of a; at x; =1 and it is easily verified that this function is concave and satisfies the
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requirements in (38). For general a,, the right derivative of s;(z1,z%,a;) with respect to a, is as
follows:

1 a; < 0,
(81);(113171'?,@1): 1-— \/% 0§2—\/—G/1 +4<$1§2, (42)
0 otherwise.

By Lemma 8, (s1)’ (1,1,a;) is a survival function (1— distribution function) for a random variable
?

1)
with support in [0

(
4] and is depicted in Figure 5c. O

(31);(17 17111)
1=

0.5

FIGURE 5. (a) the largest convex underestimator of x$ over [0,2] that is bounded from above by 3. (b) a concave
function which satisfies (38). (¢) the right derivative of s1(1,1,a1) is a survival function.

In the following result, we formally relate the underestimator s;(z, f,a;) with a distribution func-
tion. Assume that we are given a function s;(z, f,a;) that satisfies (39). We denote by (s;)’, (z, f, a;)
the right derivative of s;(z, f,a;) with respect to a;,. We will fix (z,f) € W and characterize
1—(s;),.(z, f,a;) as a distribution function, which, for notational brevity, we denote as S/ ().

PROPOSITION 7. Let s;: W x R be a function satisfying (39), and define S*7(a;) :== 1 —
(s:).(z, f,a;). If, for any given (x,f) €W, si(z, f,a;) is concave in a; then S’ is a distribution
function so that [ a;,dS{ (a;) = f;. Moreover, s,(z, f,a;) = Eor(a;).

Proof. Tt is easy to verify that function s;(z, f, a;) that is concave in a; and satisfies the requirement
in (39) also satisfies the four conditions in (38). In particular, since s;(z, f,a;) equals a; (resp.
fi) when a; <0 (resp. a; > 1), it follows that (s;)" (z, f,a;) (resp. (s;)".(z, f,a;)) equals 1 (resp.
0). Then, by the second part of Lemma 8, there exists a distribution function F; € F such that
si(z, f,a;) = Ep,(a;). By the first part of Lemma 8, F;(a;) =1 — (Ep,)  (a;) =1— () (x, f,a;) =
Sf’f(ai). Moreover, faidSiI’f(ai) =lim,, 1o 8i(x, f,a;) = fi, where the first equality is because
s(z, f,a;) equals E g r(a;), which in turn approaches the right hand side as a; — 0o, and the second
equality follows directly from (39). O

Equipped with Proposition 6 and Proposition 7, we are ready to derive the limiting relaxation
for the hypograph of ¢ o f as follows. For each i € {1,...,d}, let S’/ (a;) be a function defined as in
Proposition 7. Then, if the outer-function ¢(-) satisfies (30), for example, as in Lemma 7, if ¢(-) is
continuous and convex in each argument when other arguments are fixed, we obtain that, for every
(z, f)eW, ) )

O(f) =SSP 1o ST S (ST S5,

where the first equality holds by Proposition 7 and the definition of ¢(-), and the inequality holds
because, by Proposition 6, ¢(-) is the lowest concave overestimator of ¢(-) over F?. We will show
that the limiting relaxation (ﬁ(Sf S ,Sff’f ) has a convex representation in the space of variables
(z, f). Before providing a formal discussion, we illustrate the ideas on an example.
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ExAMPLE 4. Consider z?x3 over the rectangle [0, 2]?. We use Proposition 7 to derive distribution
functions from underestimators of 7. For underestimator s;(z, z7, a;) given in (41), 1—(s;) (z, 27, a;)
is easily computed using the right derivative in (42). For notational brevity, let S} (a;) denote
1—(s;)', (@, 27, a;) since it depends only on the i coordinate of . For any x; € [0,2], it follows from
Proposition 7 that S is a distribution function of a random variable A7* such that E[A]] = z?. Let
D(ay,as) := S7'(a1)S5%(as) and G*(ay,az) :=max{0, 57" (a;) + 552 (az) — 1}. Then, in this example

setting, our construction is essentially derived from the following argument:

vizy =E[A]'E[A3?] = Ep[A]' AP > inf{Ec[A]' A3?] | G € TI(S{, S3%) } (43)

=Eq-[AT" AP =Eu [(S7")H(U)(82*) ' (1 - U)],
where the first equality is because E[A]"] = z?, the second equality holds since D is constructed by
coupling A{* and A3? independently, and the first inequality holds because the product distribution
D has S7! and S5? as marginals. The third equality holds because G* is feasible to the optimization
problem on the left hand side, and because, for two marginals S7*,55% € F, Pr{(A7* > a;) U(A3* >
as)} <Pr{A7' > a,} +Pr{A3? > ay}. This implies that, for G € I[I(S]*, 55%), G(a1,as) > G*(ay,as),
where the right hand side is known as Hoeffding-Fréchet lower bound [18, 13|, and, thus, by [11]
Eq[AT A5?] > Eg«[AT A3?] since the bilinear term is a correlation affine function. The third equality
also follows from the more general result in Corollary 8 choosing either T'= {1} or T'= {2}. The last
equality holds because the distribution function of the random vector ((S71)~*(U),(532)~*(1-"U))
is G*. We depict in Figure 6a the marginal distributions S} and Si-5. For a given U = ), we
compute their inverse values to locate a point on the curve that is the locus of support points for
G*; see Figure 6b. We evaluate the last term in (43) by integrating the function value at points on
this curve to derive the following limiting composite relaxation:

F AN A day — a2 (40 — 8\ 4 day — 22
2.2 1 2 — 25
xle_maX{O,/l_%l( e )( =) )d)\}

= max{O, —2In(2 — 22) (=24 22)*(—2+ 21)* + 2In(—22) (—2 4 22)*(—2 + 21)*
—2In(=2+421)(=2+22)*(=2+z1)* + 2In(z1) (=2 + 22)* (=2 + 2,)?
— da?zy — daya? + 1222 + 322,25 — 487, + 1222 — 48z, + 48}

whose convexity, although not directly apparent from the resulting formula, is a consequence of
Corollary 9 proved later. [

St2(ar) S5-%(a2) as
1 1 4
3
********* A ) ((SEHTHN, (83771 =)
|
|
1 1
|
Oﬂ% a 0 = 0+ ay
0 (s2)~1(x) 4 0 (s33)~ta—n o 1 2 3 4
(a) marginal distributions (b) support of optimal plan

FICURE 6. Underestimating z2z3 at the point z = (1.2,1.5) via optimal transport
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To show that the the limiting relaxation is convex in (z, f), we will need certain monotonicity
properties of the optimal functional ¢2() Given two tuples of distribution functions (Fy,...,Fy)
and (Gy,...,Gq), we say (F1,...,F;) 2 (G,...,Gq) (resp. (Fi,...,Fy) < (Gy,...,Gy)) if, for each
i€{l,...,d}, F; 2 G; (resp. F; < G;), which is defined as in (24) (resp. in (26)).

PROPOSITION 8. Let ¢:[0,1]? = R be a continuous function which is convex in each argu-
ment when the other arguments are fized, and assume that there exists a T C{1,...,d} so that
O(T) is supermodular. If (Fy, ..., Fy) = (Gy,...,Gyq) then ¢(F,...,Fy) > d(Gy,...,Gyq). The weaker
condition (F,...,Fy) < (Gy,...,Gyq) suffices to show ¢(F,...,Fy)>d(Gy,...,Gq) if ¢(T) is also
non-increasing in each argument.

_ Proof. Assume that (Fy,...,F;) = (Gi,...,G4). We will invoke Lemma 6 to show that
¢(F17 s >Fd) > (z)(le RS Gd) Let 771()\) = Fz(T)il()\) and define QP()\Jha ce 777d) = QS(T)(nlv ce 777d)-
Observe that the hypothesis on (-) in Lemma 6 is satisfied by this definition since ¢(7') is inde-
pendent of A and is assumed to be supermodular and convex in each argument when the others
are fixed. Moreover, since the first argument of v (+) is ignored, the condition (29) holds trivially.
Now, we show that (28) is satisfied with our definition. Since, for any concave univariate function
¥(+), F; = G; implies that E[¢(1 — A;)] <E[(1 — B;)] where A; ~ F; and B; ~ G,, it follows that
F,(T) < G;(T), where F;(T) and G,(T') are defined as in (34). It follows from (25) (see Theorem
3.A.5 in [34]) that F;(T) = G,(T) if and only if

/pFi(T)‘l()\)d/\g/pGi(T)‘l()\)dA for p € [0, 1],

with equality achieved at p=1. Last, observe that F;(T)~*(\) and G;(T)~!(\) are non-decreasing.
Therefore, it follows from Lemma 6 that

/qu(T)(Fl(T)1(>\),...,Fd(T)1(>\))d)\2/O S(T) (GL(T) " (N, GalT) (V).

Hence, by Corollary 8, we conclude that &(Fl, L Fy) > qB(Gl, o Ga).

Assume now that ¢(-) is non-increasing. We prove that ¢(Fy, ..., Fy) > ¢(Gy,...,G4) under the
weaker condition (Fi,...,Fy) < (Gi,...,Gq). Clearly, F; < G, implies F;(T) < G;(T"). Then, it follows
from 27 (see Theorem 4.A.6 in [34]) that F;(T') < G;(T') if and only if there exists a distribution
function D; € F such that F;(T)~*(\) < D;'()\) for all A € [0,1] and D; < G;(T). Therefore,

/0 AT (FL(T) V), FAT) (V)N > [ () (Dy (M), D3 () dA

where the first inequality holds because ¢(7T') is non-increasing and, for every i € {1,...,d} and
A€ [0,1], Fi(T)"Y(\) < D;*()\), and second inequality was established above. Thus, the result
follows from Corollary 8. [

Now, we derive the limiting composite relaxation. Our construction will be based on three key
ideas: (a) for each (z, f), the underestimator will be used as in Proposition 7 to derive marginal
distributions S77,...,8%%; (b) under the technical condition (30), Proposition 6 will be used to
relax ¢(f) by (ST, ..., 50); (¢) ¢(ST7,...,527) will be further relaxed to ¢(Fi,. .., F,), where
(Fi,...,F)) =< (S5, ..., Sg’f) using Proposition 8 without sacrificing the quality of the relaxation.
We present these ideas formally in the next result and establish the convexity of the resulting
relaxation.
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THEOREM 7. Let ¢o f be a composite function, where ¢:[0,1]¢ =R is a continuous function
which is convex in each argument when other arguments are fived, and f:R™ —[0,1]¢ is a vector
of functions over a subset X of R™. For each i€ {1,...,d}, let s;: W xR —=R be a function which
satisfies (39) and is concave in a;. Define ST (a;) :=1 — (8:) (z, f,a;). Then, proj 4, (R) is a
relazation of hypograph of ¢ o f, where:

R::{($af7¢aF17"'aFd)

¢§§£(F1""7Fd)a (l‘,f)GVV, Fie]:a Sf’ijia i:]-a"'ad}7 (44)

Moreover,
1. if, for each fized a;, s;(z, f,a;) is convex in (z, f) and W is convex then R is convex;
2. if ¢(+) is a supermodular function then

proi (0= { 00| ) €W o< [o((s) Qs )ar ks (a9

3. if ¢(-) is supermodular and non-increasing in each argument and, for fized a; € R, s;(z, f(z),a;)
is convex in X then we obtain a convex relaxation of the hypograph of ¢po f:

{0

Proof. We first prove that hyp(¢ o f) C proj, 4 (R), where hyp(¢ o f) denotes the hypograph of
oo f.Let (x,¢) € hyp(¢o f). Define f:= f(z) and observe that (z, f) € W because W is a relaxation
of gr(f). Moreover, let F; := S/. By Proposition 7, F; is the distribution function of a random
variable A; such that E[4;] = f;. By (z,¢) € hyp(¢o f), f = f(x), F; = S", and Proposition 6,
we obtain ¢ < ¢(f(z)) = ¢(f) = (ST, ... 80y = ¢(Fy, ..., Fy) < ¢(Fy, ..., Fy). Therefore, we
conclude that (z, f, ¢, F1, ..., Fy) € R. In other words, hyp(¢ o f) C proj, , (R).

We now show that under the three conditions in the statement the claimed structure for the
relaxation holds. We begin with Condition 1. Assume that, for each a;, s;(x, f,a;) is convex in (z, f)
and W is convex. To show that R is convex, it suffices to argue that constraint S:*/i < F; defines a
convex set because W is assumed to be convex and, by Proposition 6, the functional QAS() is concave
over Fe. It follows from (24) that S7/ < F} is equivalent to

reX, ¢§/l(ﬁ((Sf’f@))—l()\)w”’ (Sz’f(w))_l()\)>d)\}‘ (46)

0

Eai(Sf’f) <E,(F;,) VYa;eR and /aide’f(ai) = /aidFi(ai). (47)

For each a; € R, by Proposition 7, we have E,.(S{"') — E, (F}) = si(z, f,a;) — E,,(F;). Since we
assumed that, for each a;, s;(z, f,a;) is a convex function, the convexity of the inequality in (47)
follows if E,,(F;) is a concave function for each a;. The latter follows because, for « € [0,1] and
F;,G; € F, E,;(aF +(1—)G) = [ min{a}, a;}d(aF;(a}) + (1 —a)G;(a})) = aE,,(F)+ (1 —a)E,,(G).
The second equation in (47) defines a convex set because, by Proposition 7, [ a;dS; (a;) = f;, and,
for Fi,Gi € F so that fazdFZ = fal-dGi = fi; fald(ozFZ(az) + (]. — a)Gi(ai)) = OéfaidE(CLi) + (1 —
@) [ a;dG;(a;) = f;. It follows that the set described in (47) is convex in the space of (z, f, Fy,..., Fy)
variables.

Next, we prove Condition 2. Let R := {(x,f, ?) ’ (z,fleW, ¢ < qB(Sf’f,...,Sf’f)}, which, by
Theorem 6, is the set in the right hand side of (45). To show R’ C proj, ;4 (), we consider
a point (z, f,¢) € R' and define (F},...,F;) = (Sf’f,...,S;”’f). Then, by Proposition 7, we have
[ a;dF;(a;) = f;. Since 571 < F, holds trivially, it follows that (x, f, ¢, F\,..., Fy) € R, showing that
R’ Cproj, ;4 (R). To prove that proj, ; 4 (R) C R', we consider a point (z, f,, F1,...,Fy) of R
and show that (z, f,¢) € R'. It follows readily that ¢ < <Z>(F1, L Fy) < gZA)(Sf’f, .. .,S;”f), where
second inequality holds because (Sf’f, ey Sj’f) = (F1,...,F;) and, by Proposition 8, the functional
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A~

¢(+) is non-increasing under the order <. Since (z, f) € W, we conclude that (z, f,¢) € R’ and
Proj, ;.4 (1) C R

Last, we prove Condition 3. Assume that s;(z, f(z),a;) is convex in z. We start by showing
proj, 4 (R) is a convex relaxation of the hypograph of ¢o f, where

Ri={(z,6,F1 ..., Fy) | ¢ < G(Fr,..., Fy), (Fr,...,Fa)eFe, S0 <Fyi=1,...,d}.  (48)

Then, we observe that hyp(¢ o f) C proj, 4, (R) C proj(m’(b)(]%), where the first containment was
shown above and the second containment holds because, by the definition in (24), the constraint
577 < By imposes an additional condition on $77/*) < F,. The convexity of R follows because
¢(-) is concave over F?, and the constraint S’/ ) < F; is convex because, by the alternative
characterization of increasing concave order in (26), it can be imposed using s; (z, f(z),a;) < E,,(F;)
for every a; € R. This defines a convex set because, for every a; € R, s; (x, f (x),al-) is convex
and F,, (F;) was shown to be linear in the proof of Condition 1. Now, let R” be the set defined
by (46). We will show proj(w7¢)(}?) = R". We have R" = proj, ,(R) C proj(mb)(}?), where the first
equality holds by Condition 2 and W := gr(f), and the second equality holds because R C R. Now,
to prove proj(m’d))(]%) C R", we consider a point (z,$,F,...,F;) of R and show (z,¢) € R". It
follows readily that ¢ < ¢(Fy,..., Fy) < ngS(Sf’f(w), ey Sj’f(x)), where the second inequality holds
by (Sf’f(m), . Sj’f(m)) < (Fy,...,F,) and because Proposition 8 shows that ¢(-) is non-increasing
in < under the assumed properties of ¢(-). Thus, by Theorem 6, (x,¢) € R” and, therefore,
proji, ¢ (R) CR". O

REMARK 4. We remark that qB(Sf £, S&”’f) coincides with the composite function ¢ o f when
the underestimating function s;(x, f,a;) equals min{ f;(z),a;}. To see this, consider an z € X and
let f= f(z). It follows that, for i=1,...,d, s;(z, f,a;) = a; if a; < f; and s;(z, f,a;) = fi; otherwise.
Therefore, S} o (a;) =0if a; < f; and 1 otherwise. In other words, S; I corresponds to the distribution
function of a Dirac measure with all its mass at f;. Therefore, the only joint distribution, feasible
in the optimal transport formulation (33), is the distribution of a Dirac measure with all its mass
at (fi,...,fs). In other words, ¢(S77,..., 82" =¢(f). O

Observe that since the locus of points over which the integral (45) or (46) is taken is independent
of the function ¢(-), (45) or (46) can be used to simultaneously treat a vector of functions 6y,
ke{l,...,k}. Using arguments similar to those in Conditions 2 and 3 of Theorem 7, we can extend
the result to treat functions that become supermodular after switching. We record this result for its
use in applications such as Example 4.

COROLLARY 9. Let R be the set defined in (44). Assume the same setup as Theorem 7 except
that the assumed properties on ¢(-) apply to ¢(T), where T is some subset of {1,...,d}. Then,
Condition 2 applies with the definition of proj(xyf@)(R) replaced with:

(z,f) €W, ¢ < /01 ¢(T)((sfvf)(:r)—1(>\), o (ij)(T)1<)\))d)\}.

proj(g;,f,(b)(R) = {(m, I,9)

Similarly, Condition 3 applies, where the relaxation is replaced with:

{(x,qﬁ) reX, ¢§/01qj(T)((Sf’f(’”))(T)_l()\),...,(Sj’f(”))(T)_l()\))d)\}, 0

5. Conclusions In this paper, we developed new tractable relaxations for composite functions.
Our relaxations leverage the composite relaxation framework recently proposed in [17] that involves
convexifying the outer-function over a polytope P. The polytope P encodes the structure of
inner-functions using n estimators for each function. The structure of P generalizes that of a
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hypercube; the set used in factorable relaxations for a similar purpose and derived using bounds on
the inner-function. Although convexifying general outer-functions over P is NP-Hard, we showed
that when the outer-function is supermodular and concave-extendable, its concave envelope over
P is determined by the staircase triangulation of a subset @) of P. Using this result, we found
exponentially many inequalities describing the concave envelope of the outer-function over P.
Since the polyhedral subdivision of P is invariant with the outer-function, we could convexify
simultaneously the hypograph of a vector of composite functions. We also derived various inequalities
regarding the structure of inequalities for the special case where the outer-function is multilinear.

We extended our results to the case with infinitely many estimators for each inner-function, by
assuming that the outer-function is convex in each argument. For this extension, we described a
marginal distribution for each inner-function by considering how underestimating function varies
as a function of its upper bound. We then reformulated the concave envelope construction to
an optimal transport problem and showed that the problem has an explicit solution when the
outer-function is supermodular. Moreover, when the outer-function is non-decreasing, we exploited
monotonicity properties of the explicit solution for the optimal transport problem with respect to a
certain stochastic order to show that, as long as the underestimating functions were convex, we can
derive a convex relaxation for the composite function in the space of the original problem variables.

Appendix A: Proof of Proposition 3 Clearly, vert(A;) = {(;;}}_o, where (;; =% _ eijr,
where e;;s is the j'-th standard basis vector in the space spanned by variables (zo, ..., 2,). Then,
vert(A) forms a lattice. Let z € A. We require the first d entries, when Z is sorted in non-increasing
order, to be Zjp, i =1,...,d. Then, if the (d+ k)™ variable in this order is z;;, we associate with 7, =1,
that is a movement which steps from j — 1 to j along the i*" direction. Thus, movement vector
describes a simplex S of the staircase triangulation of A that contains z. Using Corollary 3.4 in [39],

conca (n)(2) can be obtained as an affine interpolation of 7(+) over S, that is, conc, (n)(z) =7n°(z). O

Appendix B: The explicit description of envelopes in Example 2 The concave enve-
lope over P is given by

wy =0

Wy = U1 + U — 1

Ws 1= Uig + U — 3

Wy = 33Uy + Uy — 3

Ws = 4y + ugg — 4

We 1= U1z +4ug — 4

Wy := 2U11 + U2 + 2Ugy + Ugz — D

wg 1= U1y + Uz + 2U2; + U3 — 6

W 1= 2Uyy + U1z + U2y + U2 — 6
Wy i= 3y + Uiz + 3oy + Uz — 7
Wiy = 3U12 + 3U22 -9
Wiz 1= U1 + U1z + 2Uge + Ugz — 10
W13 1= 2Uyg + Uyz + Ugy + 3uge — 10
Wiy = Upy + 2Uip + Uiz + Ugy + 2Uzp + Upz — 11
W15 = 4U12 + 3U23 —12
Wi = 3U13 + 4U22 —12
Wiy = 3U12 + U1z + U2y + 3U23 —13
Wig = Upy + Uiz + 3ugy + Uz — 13
W1g = U1 + U3 + Ugs + SUsz — 15
Woq := 4U13 + 4U23 —16

max
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Appendix C: Proof of Lemma 5 Let K={Kj,...,K,}. Define f*(s):=min]_, x*i(s) (resp.

fF(s) :=min;_, Xfi(s)), where x%i (resp. xf’) affinely interpolates (v, f(v)) (resp. (v,fj( )) for all
v e vert(K;). Let s € K;. Since K is the triangulation of D, it follows that for some A >0 such that

Yoo Ae=1
ZCOHCD fi)(s) > concp(f)(s)> Z Ao x5 Z Ao f(v

'uEVert(K ) ’uEvert(K )
- ¥ A (ij<v>) SO A Zx $)> " conep(f;)(s),
vevert(K;) j=1 j=1 vevert(K;) j=1

where the first inequality is because E;nzl concp(f;) is a concave overestimator of f, the second
inequality is because of Jensen’s inequality and concp(f) is a concave function, the first equality
is by definition of x¥i(s), the second equality is because x¥i(v) = f(v) for all v € vert(K;), the
third equality is because of definition of f;, the fourth equality is by interchanging the order of
summation, the last equality is by the definition of Xfi (s) and f;(v) = X]Ki (v), and the last inequality
is because conc(f;)(x) =min;_, sz(s) Therefore, equality holds throughout and concp(f)(s) =
Y55 (s) = Y7, conen (£;)(s).

Now, we consider the case when a common triangulation does not exist. Let £ ={K;,..., K, }
be the triangulation associated with the concave envelope of f and let j be such that the concave
envelope of f; is not associated with . Clearly, concp(f;)(s) > xf" (s) for all s € K;. But, there must
exist an ¢ and an s € K; such that concp(f;)(s) > Xfl(s) Otherwise, as shown in (8) concp(f;)(s) =
min;_, Xf"(s), which contradicts the assertion that the concave envelope of f; is not associated
with the triangulation IC. Let s =) evert(K;) VA, express s as a convex combination of vertices of
K;. It follows that

m

concp(f)(s) = Z f)A, = Z ij/(v))\

vaert(K ) vevert(K;) j/=1
Y Y = () < Y conen(£)(5)
j'=lvevert(K;) i'=1 j'=1

where the first equality is because K is the triangulation associated with concp(f), the second equality
is by definition of f, the third equality is by interchanging the summations, the fourth equality
is by the definition of Xfi(s) and the strict inequality is because for j' # j, concp(f;)(s) > Xfi(s)
and we have chosen s so that concp(f;)(s) > xfl(s) O

Acknowledgments. We thank the anonymous referees for the suggestions that helped us
improve the presentation of the paper. The research of the second author was funded in part by
NSF CMMI 1727989.

References
[1] Al-Khayyal FA, Falk JE (1983) Jointly constrained biconvex programming. Mathematics of Operations
Research 8(2):273-286.

[2] Balas E, Ceria S, Cornuéjols G (1993) A lift-and-project cutting plane algorithm for mixed 0-1 programs.
Mathematical Programming 58:295-324.

[3] Belotti P, Lee J, Liberti L, Margot F, Wachter A (2009) Branching and bounds tightening techniques
for non-convex MINLP. Optimization Methods & Software 24(4-5):597-634.

[4] Benson HP (2004) Concave envelopes of monomial functions over rectangles. Naval Research Logistics
51(4):467-476.



Author: Tractable relazations of composite functions
Article submitted to Mathematics of Operations Research; manuscript no. (Please, provide the manuccript number!) 37

Billingsley P (2008) Probability and measure (John Wiley & Sons).

Boland N, Dey SS, Kalinowski T, Molinaro M, Rigterink F (2017) Bounding the gap between the
McCormick relaxation and the convex hull for bilinear functions. Mathematical Programming 162(1-
2):523-535.

Cafieri S, Lee J, Liberti L (2010) On convex relaxations of quadrilinear terms. Journal of Global
Optimization 47(4):661-685.

Crama Y (1989) Recognition problems for special classes of polynomials in 0-1 variables. Mathematical
Programming 44(1):139-155.

De Loera J, Rambau J, Santos F (2010) Triangulations: Structures for Algorithms and Applications.
Algorithms and Computation in Mathematics (Springer Berlin Heidelberg).

Del Pia A, Khajavirad A (2018) The multilinear polytope for acyclic hypergraphs. SIAM Journal on
Optimization 28(2):1049-1076.

Epstein LG, Tanny SM (1980) Increasing generalized correlation: a definition and some economic
consequences. Canadian Journal of Economics 16-34.

Fan K, Lorentz G (1954) An integral inequality. The American Mathematical Monthly 61(9):626-631.

Fréchet M (1951) Sur les tableaux de corrélation dont les marges sont données. Ann. Univ. Lyon, serie
3, Sciences, Sect. A 14:53-77.

Graham RL (1972) An efficient algorithm for determining the convex hull of a finite planar set. Information
Processing Letters 1(4):132-133.

Gupte A, Kalinowski T, Rigterink F, Waterer H (2020) Extended formulations for convex hulls of some
bilinear functions. Discrete Optimization 36:100569.

Harary F, et al. (1953) On the notion of balance of a signed graph. The Michigan Mathematical Journal
2(2):143-146.

He T, Tawarmalani M (2020) A new framework to relax composite functions in nonlinear programs.
Mathematical Programming URL http://dx.doi.org/10.1007/s10107-020-01541~x.

Hoffding W (1940) Masstabinvariante Korrelationstheorie. Schriften des Mathematischen Instituts und
Instituts fur Angewandte Mathematik der Universitat Berlin 5:181-233.

Knuth DE (1997) The art of computer programming, volume 3 (Pearson Education).

Lasserre JB (2001) Global optimization with polynomials and the problem of moments. SIAM Journal
on Optimization 11(3):796-817.

Lorentz G (1953) An inequality for rearrangements. The American Mathematical Monthly 60(3):176-179.
Lovész L (1983) Submodular functions and convexity. Mathematical Programming The State of the Art,
235-257 (Springer).

McCormick GP (1976) Computability of global solutions to factorable nonconvex programs: Part i —
Convex underestimating problems. Mathematical Programming 10(1):147-175.

Meyer CA, Floudas CA (2004) Trilinear monomials with mixed sign domains: Facets of the convex and
concave envelopes. Journal of Global Optimization 29(2):125-155.
Misener R, Floudas CA (2014) ANTIGONE: Algorithms for continuous/integer global optimization of
nonlinear equations. Journal Global Optimization 59(2-3):503-526.

Misener R, Smadbeck JB, Floudas CA (2015) Dynamically generated cutting planes for mixed-integer

quadratically constrained quadratic programs and their incorporation into GloMIQO 2. Optimization
Methods and Software 30(1):215-249.

Padberg M (1989) The boolean quadric polytope: some characteristics, facets and relatives. Mathematical
programming 45(1):139-172.
Parrilo PA (2003) Semidefinite programming relaxations for semialgebraic problems. Mathematical
Programming 96(2):293-320.

Rachev ST, Riischendorf L (1998) Mass Transportation Problems: Volume I: Theory (Springer Science
& Business Media).


http://dx.doi.org/10.1007/s10107-020-01541-x

Author: Tractable relazations of composite functions
Article submitted to Mathematics of Operations Research; manuscript no. (Please, provide the manuccript number!)

Rikun AD (1997) A convex envelope formula for multilinear functions. Journal of Global Optimization
10(4):425-437.
Rockafellar RT (2015) Convez analysis (Princeton university press).

Rockafellar RT, Royset JO (2014) Random variables, monotone relations, and convex analysis. Mathe-
matical Programming 148(1-2):297-331.

Seacrest T, Su FE (2018) A lower bound technique for triangulations of simplotopes. SIAM Journal on
Discrete Mathematics 32(1):1-28.

Shaked M, Shanthikumar JG (2007) Stochastic orders (Springer Science & Business Media).

Sherali HD (1997) Convex envelopes of multilinear functions over a unit hypercube and over special
discrete sets. Acta mathematica vietnamica 22(1):245-270.

Sherali HD, Adams WP (1990) A hierarchy of relaxations between the continuous and convex hull
representations for zero-one programming problems. STAM Journal on Discrete Mathematics 3(3):411—
430.

Tardella F (2008) Existence and sum decomposition of vertex polyhedral convex envelopes. Optim. Lett.
2(3):363-375.

Tawarmalani M (2010) Inclusion certificates and simultaneous convexification of functions, URL http:
//www.optimization-online.org/DB_HTML/2010/09/2722.html, working paper.

Tawarmalani M, Richard JPP, Xiong C (2013) Explicit convex and concave envelopes through polyhedral
subdivisions. Mathematical Programming 138(1-2):531-577.

Tawarmalani M, Sahinidis NV (2002) Convex extensions and envelopes of lower semi-continuous functions.
Mathematical Programming 93(2):247-263.

Tawarmalani M, Sahinidis NV (2005) A polyhedral branch-and-cut approach to global optimization.
Mathematical Programming 103(2):225-249.

Tchen AH (1980) Inequalities for distributions with given marginals. The Annals of Probability 814-827.
Topkis DM (2011) Supermodularity and complementarity (Princeton university press).

Vigerske S, Gleixner A (2018) SCIP: global optimization of mixed-integer nonlinear programs in a
branch-and-cut framework. Optimization Methods and Software 33(3):563-593.

Villani C (2008) Optimal transport, old and new (Berlin: Springer).


http://www.optimization-online.org/DB_HTML/2010/09/2722.html
http://www.optimization-online.org/DB_HTML/2010/09/2722.html

	Introduction
	Problem setup and geometric structure
	A relaxation framework for composite functions
	Supermodularity and staircase triangulation

	On finitely many estimators for inner functions
	Tractable concave envelopes
	On the strength of termwise relaxation of bilinear functions
	Tractable simultaneous convex hull

	Infinitely many estimators for inner functions
	Probability, optimal transport, and stochastic orders
	Envelope characterization via optimal transport
	Composite relaxations via random variables

	Conclusions
	Proof of Proposition 3
	The explicit description of envelopes in Example 2
	Proof of Lemma 5


