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Abstract 

Determining displacement and/or strain fields at the nanoscale during material deformation can be 

instrumental in developing a multiscale understanding of material response. Full-field quantitative 

kinematic measurements based on transmission electron microscopy (TEM) are lagging behind 

other microscopy techniques. Here, we develop an experimental approach combining digital image 

correlation (DIC) and particle tracking (PT) for characterizing in situ microscale deformation of 

amorphous SiO2 in the TEM. Gold nanoparticles deposited on SiO2 provide both the speckle 

pattern required by DIC when averaged over a subset region and target particles for PT. To 

demonstrate and validate the feasibility of using DIC and PT in the TEM, micron sized SiO2 beam 

samples are machined using a focused ion beam (FIB) and loaded in the TEM via indentation. DIC 

and PT are then applied to measure in situ displacements from a sequence of TEM images taken 

during loading and creep of the beam. Results of the two measurement methods agree well with 

each other and with the applied displacement measurements, thus demonstrating their 

effectiveness in determining local displacements from TEM experiments. Sources of noise 

resulting from sample drift and image intensity variations are discussed. 
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1.  Introduction 

In situ mechanical testing in the transmission electron microscope (TEM) has been used 

extensively for several decades to characterize a variety of materials such as: single-crystals [1,2], 

metallic glasses [3,4], thin films [5], nanowires [6] and complex materials such as high-entropy 

alloys (HEA) [7]. In earlier studies the TEM was employed primarily for imaging and was used to 

identify key deformation mechanisms, [8]. In situ mechanical testing within the TEM has 

progressively become more quantitative through the development of MEMS-based testing and 

commercial nanomechanical testers [9,10]. Such testing enables both qualitative observation of 

micro/nanoscale deformation events and quantitative measurement of material response measured 

using a variety of microscale loading configurations such as dog-bone tensile tests [11], cantilever 

bending [7], pillar compression [11], notched fracture loading [12], or fatigue [13]. An important 

aspect of material response that can be obtained in these experiments is the quantitative 

understanding of strain localization at the microscale, relevant not only to failure phenomena (e.g., 

fracture, fatigue, shear banding) which are inherently localization driven, but also to  

macroscopically homogeneous deformations that may be highly heterogeneous microscopically as 

a result of boundaries and interfaces, e.g., twin, grain, or phase boundaries. 

Microscale and nanoscale investigation of material response can provide insight into 

mechanisms that influence macroscale response [14]. Interface properties, which are needed for 

predicting mesoscale response of polycrystalline materials, i.e. at a length scale at which 

interaction between two or more grains takes place, have been of particular interest in in situ TEM 

studies of strain localization [7,12,15]. For example, Zou et al. [7] illustrated that varying fracture 

toughness and strength on single-crystal and bi-crystal Nb25Mo25Ta25W25 can be attributed to grain 

boundary segregation. More recently, Feng et al. [12] studied the influence of grain boundary 
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complexion and dopant chemistry on the fracture response of alumina. In Reference [12] grain 

boundary toughness at the TEM length scale was determined from in situ experiments on micro-

cantilever beams with a notch aligned with the grain boundary while measuring applied far-field 

load-displacement response using a TEM loading stage. Mechanical response along the grain 

boundary was then obtained by using finite element simulations. Although measured in situ, the 

approach only provides far-field load-displacement data. When dealing with problems that may 

involve significant deformation localization, such as for example near a notch-tip, full-field 

displacement measurements in the TEM would provide a significant wealth of information beyond 

the applied loading conditions.  

Digital image correlation (DIC) is a popular non-contact optical method developed in the 

1980s for displacement and strain field measurements [16,17]. Since its inception, DIC has been 

widely applied to characterizing macroscale material response [18,19] and more recently has been 

extended for use in mesoscale studies using optical microscopy [20,21], microscale studies using 

scanning electron microscopy (SEM) [22–28] scanning tunneling microscopy (STM) [29], atomic 

force microscopy (AFM) [30]. To our knowledge, there has been one recent study that employed 

DIC measurements in a TEM environment [31]. In the pioneering work of [31] the inherent texture 

of an amorphous Si material was used as the identifying features for DIC correlation and 

deformation was introduced by electrochemical lithiation rather than mechanical loading (since 

studying high-capacity battery electrode applications was a motivating interest there). In the 

present effort we will generalize the approach of [31] by adding an externally deposited speckle 

pattern for DIC and we will use the developed methodology in a variety of mechanical loading 

situations, thus making DIC in the TEM amenable for use more broadly in other materials/loadings. 

Conventional DIC cannot capture the kinematical discontinuity of plastic localization in shear 
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bands and slip bands well. Valle et al. recently applied high resolution Heaviside-DIC to 

characterize discontinuous plastic deformation and strain localization [32,33]. However, TEM can 

directly image dislocation motion, slip bands, and shear bands potentially providing the ability to 

pair qualitative imaging results with quantitative DIC measurements. 

An alternative to DIC in situ, and to some extent full-field, displacement measurement 

approach is to track the positions of individual particles as they continuously move during sample 

deformation, in what is commonly known as particle tracking (PT). Relative to DIC, PT is 

somewhat limited in obtaining sub-pixel resolution, and only measures displacements rather than 

displacements and strain. PT is, however, less sensitive than DIC to coherent scattering, common 

in crystalline materials. Since strains often influence the diffraction condition of crystalline 

materials, the intensities of DIC subsets in those materials can potentially vary throughout the 

experiment. This effect likely accounts for the limited application of DIC to in situ TEM-based 

mechanical testing data. 

Full-field measurements at the microscale and nanoscale resulting from in situ TEM 

experiments would open a new avenue of metrology for materials assessment, especially in regions 

of high localization such as grain boundaries, crack tips, shear bands in crystals and metallic 

glasses. In this paper, we aim to develop methods for in situ full-field displacement measurement 

in the TEM. By generating and tracking appropriate speckle patterns on a sample we can apply 

DIC and PT on images acquired during in situ loading and deformation experiments. Here we will 

discuss the methodology of implementing these techniques in the TEM including the application 

of a speckle pattern, the limitations of the DIC and PT correlation procedures in the TEM, and 

noise and image drift inaccuracies present in the TEM. Results of DIC and PT will be compared 

to evaluate their effectiveness and their range of applicability. 
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2. Experimental Methods: Specimen Preparation and Loading 

2.1 Material 

Commercial thermally grown 1 μm thick amorphous SiO2 on Si samples  (UniversityWafer, 

Inc.) were used for these experiments. This material was selected as a demonstration material 

because of its wide availability, low cost and ease of preparation. The approach should, however, 

be easily adaptable to a host of other amorphous materials for which similar specimen preparation 

is possible. A small piece of the SiO2-coated wafer with in-plane dimensions approximately 3 mm 

by 2 mm was cleaved using a diamond scribe. The piece was then polished on an Allied Multiprep 

polishing apparatus using 9, 3 and 1 μm aluminum oxide lapping films in sequence. The sample 

was polished at 45° on the Si side until the edge of the polished side was only a few microns thick, 

thus forming a wedge shape. The main goal of this polishing procedure was decreasing the sample 

thickness prior to focused ion beam (FIB) milling (described in section 2.3). Note that even though 

the sample used here has a smooth surface on the polished side, there is no strict requirement on 

the specimen surface roughness values. Prior to FIB milling, a surface speckle pattern is deposited 

to serve in the dual role of DIC speckles and PT markers.  

2.2 Pattern Deposition for Image Correlation and Particle Tracking 

DIC requires the existence of a random speckle pattern which will be used for tracking as 

deformation progresses (more details on the DIC method itself are given in the next section). One 

particular challenge when applying DIC to the microscale, especially in the SEM, STM and AFM 

environments, is the generation of such a random speckle pattern on the sample. In the past various 

methods of generating DIC patterns have been developed, including chemical etching [34], 

electron beam lithography [35], scratching [36] and nanoparticle deposition [37–39]. Of particular 

relevance here is the work of Soo et al. [40] who developed a nanodot pattern for DIC by thermal 
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de-wetting of a deposited thin film. A similar method is employed herein and is discussed in detail 

below.  

The DIC pattern was deposited prior to FIB milling in order to avoid the evolution of 

thermally induced residual strains in the final sample geometry during pattern formation.  A 

method, described below, was developed to relax residual stresses prior to the final stages of FIB 

milling. One disadvantage of this approach is the possibility of damaging the pattern itself during 

the FIB process.  

The pattern must possess sufficient contrast difference from the substrate material, in this 

case SiO2, to be clearly identified in the resulting image. Furthermore, the speckle pattern must 

remain attached to the sample surface, whose deformation it must conform to, but not affect, which 

is verified here through numerical simulations. For the case of SiO2, gold was chosen as a suitable 

material to form the surface speckle pattern because of its high density. In order to generate 

speckles on the sample surface, a uniform gold layer was first deposited on the surface of SiO2 

using an e-beam evaporator. Solid-state de-wetting occurs during thermal annealing in order to 

minimize surface energy, resulting in individual gold nanoparticles randomly distributed on the 

surface [41].  The number density and size of these nanoparticles is sensitive to the annealing 

conditions [42]. A 5 nm thick film was deposited and then annealed at 630°C for 1 hour. The 

process produces particles with a mean Feret diameter of 41.6 nm. An SEM image of the particles 

resulting after this annealing process is shown in Fig. 1. The specific thickness, temperature and 

time were arrived upon using an experimental factorial design study in which each of these three 

parameters were varied independently to arrive at the desired pattern shown in Fig. 1. Note that in 

the event that, for example, one would want to use a different, say higher, magnification in the 

TEM, a finer pattern would be needed, which would mean that one or more of these annealing 
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process parameters would need to be changed accordingly. For DIC, a minimum of 3 to 5 speckles 

should typically occupy each side of the area to be correlated, i.e. subset size. 

 

Fig. 1 SEM image of gold nanoparticles formed on an SiO2 substrate via thermally induced de-

wetting of a gold film. 

2.3  Focused Ion Beam Milling 

After growing the desired pattern on the Si/SiO2 specimen, it was then mounted onto a sample 

holder for the Bruker PI95 Picoindenter and placed in the FIB.  The sample is FIB milled on the 

Picoindenter sample mount to ensure good axial alignment with the indenter. A beam with built-

in ends on both sides was prepared to enable beam bending type experiments with loading at the 

center of the span. The beam dimensions were approximately length L = 20 μm, width w = 2 μm 

and thickness t = 0.45 μm. Fig. 2 depicts the nominal configuration of the beam and specimen. 

Samples were milled using a 30 keV accelerating voltage and currents between 7 nA and 50 pA. 
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Because of the existence of residual stress, buckling of the specimen occurs while reducing the 

thickness of the beam to less than 0.5 μm. Fig. 3 shows an example of a buckled beam. Since the 

aim of this work is to develop the DIC/PT for TEM application rather than study the Si/SiO2 wafer 

specifically, we followed a procedure to reduce residual stresses before completely thinning down 

the beam in the FIB. To this end, the sample was irradiated by 200 keV electrons for 20 minutes 

in the TEM after the sample thickness was reduced to around 1.3 μm, a thickness, which is thin 

enough to allow the TEM electron beam to penetrate through the sample but also thick enough to 

suppress the spontaneous buckling of the machined beam in the FIB. It is known that irradiating 

amorphous SiO2 in a TEM causes stress relaxation  [43,44], a fact which is exploited to reduce the 

residual stresses causing the buckling seen in Fig. 3. The sample, now free of large residual stresses, 

was then returned to the FIB and milled to a final thickness of 0.45 μm. Ion beam images of a 

finished sample are shown in Fig. 4.  

 

Fig. 2 Configuration of the microbeam milled in the FIB; X and Y indicate beam thickness and 

width directions, respectively.  The speckle pattern is applied on the surface that is depicted as 

the darkest grey level in the image. 
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Fig. 3 Beam buckling observed during FIB milling, at thickness < 500 nm, resulting from 

residual stresses. 

2.4  In situ TEM loading experiments 

In situ experiments were performed using a Bruker PI 95 PicoIndenter. Loading was applied 

at the midspan of the beam by indentation contact of a 1 μm diameter round circular flat diamond 

punch using load control. In situ images were taken at 2048 pixel x 2048 pixel resolution, using 

an Gatan UltraScan 1000 CCD camera at 0.4 s exposure time in a JEOL-2100 TEM.  A series of 

baseline test images were also obtained using a Hitachi H9500 equipped with an Orius 200 camera, 

in order to compare results from different microscope and camera configurations.   At an indicated 

5000x magnification, the field-of-view corresponds to a ~ 4 μm x 2 μm region near the loading 

point, as seen in Fig. 5. Recall that the entire beam length is approximately 20 μm, with the relative 

field of view as seen in the box shown in Fig. 4a. Note that since imaging is in transmission, two 

options for positioning the sample in the TEM exist: with the patterned surface facing the incident 
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electron beam, or with the patterned surface away from the incident electrons. To investigate 

whether sample placement can affect the imaging of gold particles, we performed experiments in 

both configurations. Under the microscope settings described above, there was no significant 

difference observed in image quality or correlation ability between either placement at the 

magnifications used. All experiments described are performed with the speckle particle patterns 

facing the incident electron beam in the TEM. 
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Fig. 4 FIB secondary electron images taken using the ion beam illustrating (a) the beam length 

and width, and (b) the beam thickness. 

   

Fig. 5 In-situ TEM images acquired at (a) t = 0s (undeformed); (b) t = 296s (deformed).  
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Since SiO2 exhibits creep behavior under electron beam irradiation [43,44], the beam sample 

should undergo continuous deformation under fixed loading during continuous electron imaging. 

This type of creep loading is suitable for qualifying the displacement and strain measuring 

capabilities of DIC and PT. A ramp-step loading procedure, shown in Fig. 6a, was used as the 

control input to the indenter force profile in order to investigate the practicality of tracking 

deformation resulting both from ramp loading, over 23 s, and creep, between 23 s and 300 s. Fig. 

6b shows the corresponding displacement at the load point as measured from the loading actuator, 

i.e., far-field measurement, and from DIC and PT at the loading point; see section 4.3 for details. 

In addition to undeformed images before loading, three images were manually taken during the 

ramp loading stage, at approximately constant time intervals, and 11 images were manually taken 

during the constant load stage, also at approximately constant intervals, for a total of 14 images 

during each experiment. Automatic time stamps in each image allow precise synchronization to 

the load profile shown in Fig. 6a which is recorded on the same time base. 

 

Fig. 6 (a) Ramp-step load control history used as the control input for the indenter. (b) Resulting 

load point displacement as measured by the loading actuator, along with DIC and PT 

measurements at locations within ≈ 300 nm of the loading point. 
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3. DIC and PT analysis 

3.1 Digital image correlation (DIC) 

Two-dimensional DIC analysis was performed using VIC-2D [45], a commercial software 

suite from Correlated Solutions. Although DIC is a well-established technique that has been used 

extensively over the past several decades for nano/micro/macroscale studies, in the interest of 

completeness we will present here a brief description of how the method works. The reader is 

referred to reference [45] for more details. Consider the schematic in Fig. 7 which illustrates the 

deformation of a subset on the specimen surface represented by a square region, the undeformed 

configuration, that undergoes an affine deformation into a parallelogram form, the deformed 

configuration. Assuming a homogeneous deformation within the subset, the coordinates of any 

point in the deformed subset configuration (e.g., point q') can be written as a function of the 

deformation of the center point p as: 

	x'q' = xq + up + ∂up
∂x

∆xq + ∂up
∂y

∆yq                                                            (1) 

                                                     y'q' = yq + vp + ∂vp
∂y

∆yq + ∂vp
∂x

∆xq,                                             (2) 

where  up and  vp are displacement components of point p along the x and y directions respectively 

and ∆xq = xq	- xp  and ∆yq	=	yq	-	yp . Assuming that the surface speckle pattern intensity 

distribution of the sample between the undeformed and deformed configuration does not change 

but simply moves in a locally affine fashion, we can express the intensity distributions by discrete 

functions F(x,y) and G(x',y'). DIC performs an inverse analysis of Eqn. (1) and (2) to determine 

the unknown vector of displacement and displacement gradients at p, i.e.	Vp####⃗ = %uxp  uyp  
∂ up
∂x

  ∂ up
∂y
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∂vp
∂x

  ∂vp
∂y
&, by minimizing the difference in intensity between the deformed and undeformed subset 

using a given metric. In the event that there are global intensity changes (i.e., changes in the 

average value), a common occurrence in many TEM systems, the zero-mean normalized sum of 

squared difference (ZNSSD), which can eliminate influence from scaling and offset in global 

intensity variation can be used in the minimization: 

CZNSSD=∑ ((∑(Fi	- 
∑F
n )(Gi	- 

∑G
n )

∑ (Gi	- 
∑G
n )2

Gi	- ∑G
n

∑(Fi	- 
∑F
n )(Gi	- 

∑G
n )

∑ (Gi	- 
∑G
n )2

)	- Fi + ∑F
n
+

2

                                 (4) 

where n is the number of pixels in the area of interest .  

 Important user-selected parameters in this process are the subset size to be used in the 

correlation and the distance between subsets, or correlation interval, which will fix the density of 

measurement points since each correlation result will be assigned to the center point of a subset, 

p. For all correlations performed herein a subset size of 95 pixels by 95 pixels (201 nm by 201 

nm), shown as the square in Fig. 5a, was used. Typically, we use half the subset size as the distance 

between correlation points. Due to the long aspect ratio of our structure, a distance of 20 pixels 

(42 nm) between subsets was used to increase the data acquisition frequency. More details on how 

these parameters were selected are given in the supplementary material. 
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Fig. 7 Schematic of a body under planar deformation. 

 

3.2 Particle tracking (PT) 

The particle tracking analysis was carried out using the Trackmate module [46] in the open-

source Fiji ImageJ software [47]. The Trackmate module gives displacement information by first 

identifying particles in each image according to the manually-assigned estimated particle diameter, 

and then linking the tracked particles in each image restricted by the linking maximum distance 

specified by the user. Coordinate values for the center of mass of each particle are then extracted 

representing particle location for each image of a sequence of images. Unlike DIC where raw 

uncompressed images were used to preserve sub-pixel accuracy, some preprocessing was applied 

to the raw TEM images by inverting their intensity maps in order to obtain bright dots on a dark 
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background, as shown in Fig. 8. Brightness and contrast were also adjusted accordingly to 

highlight particles for ease of tracking.  

Particle detection was carried out using the Laplacian of Gaussian (LoG) detector algorithm 

applied to the source image [48]. Particle position is determined by searching for local maxima of 

the filtered image intensity. The LoG result is calculated by summing second-order spatial 

derivatives of a Gaussian-filtered image, with a normalized scale. Note that the standard deviation  

of the Gaussian filter: σ= d
2√n

, is tuned by the particle diameter  d that is an input in the algorithm, 

and n is the dimensionality of the source image (n = 2 for 2D in this work). 

We utilized an input value d =36 pixels. The detected particles are highlighted by magenta 

circles in Fig. 8. The specified value of d will affect the determined position of the particle. In this 

work, ±5 pixels (10.6 nm) of variation in d will result in a maximum deviation ~0.27 pixels (0.57 

nm) in the determined positions of individual particles, which reveals the systematic bias but low 

sensitivity in particle detection.  

Particle linking was performed using a linear assignment problem (LAP) tracker developed 

by Jaqaman and colleagues [49]. The fundamental idea of LAP is assembling a cost matrix that 

contains cost values (defined as the square of linking distance, D2) of all possible linking 

assignments (i.e. each particle in a frame can be assigned to link to any other particles in the next 

frame, or not to link). The reader is referred to reference [49] for more details. Actual assignments 

of LAP are derived by solving the matrix for minimal total cost via the Munkres & Kuhn algorithm 

[50]. Note that in Trackmate, the maximum linking distance, Dmax, is manually input by the user. 

The link is forbidden the linking distance D > Dmax. In this work, we set the maximum linking 

distance Dmax= 78 pixels, according to the displacement of the diamond punch.  
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The results of the application of Trackmate to a series of images are shown as selected 

trajectories in Fig. 8, details will be discussed in Section 4.  It should be noted that the PT algorithm 

is more effective when the linking distance between particle positions in subsequent images is 

small relative to the spacing of particles in the speckle pattern [51]. Data obtained during in situ 

deformation was collected at relatively long-time intervals in order to collect images with 

reproducible intensity distributions for DIC analysis. Data collection was not optimized for PT that 

would likely benefit from higher temporal resolution, which would result in smaller linking 

distances between images.  

 

 

Fig. 8 Example pre-processing of raw TEM image for PT.  The magenta circles highlight 

identified particles and the lines depict specific tracks identified. 

 

 

0.5 μm 
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4. Results and Discussion 

4.1 DIC noise analysis 

Before obtaining DIC results that can be compared to the PT results in Fig. 8, we are interested 

in estimating noise levels for DIC in the TEM. Note that PT can be more robust when larger 

motions are present, although it requires frequent image acquisition. DIC produces better sub-pixel 

measurement resolution than PT, and can also be applied effectively at large deformations by 

performing incremental correlation. Primary sources of noise in DIC applied to TEM data may 

differ from those associated with optical experiments. Possible sources of additional error in the 

TEM include: damage to the pattern by the electron beam incident on the sample, thermal drift and 

temperature fluctuations at the nanometer length scale, variability in camera imaging including 

any intensity scaling performed by the TEM camera, vibratory noise, and electron beam intensity 

variation, among others [31]. In order to quantify these effects and determine a baseline for an 

acceptable signal-to-noise ratio for use of DIC in a TEM, images from two different microscopes, 

a JEOL 2100 TEM with a Gatan UltraScan 1000 camera and a Hitachi H9500 TEM with a Gatan 

Orius SC200 camera, were acquired for baseline tests and analyzed in VIC-2D to evaluate noise 

level. 

Correlating baseline images, i.e., a series of undeformed state images taken before loading, is 

a way of obtaining a measure of the inherent noise in a particular DIC setup. The quiver plot in 

Fig. 9a visualizes both the horizontal and vertical displacement components, and provides an 

example of the raw VIC-2D DIC results for a baseline correlation in the JEOL 2100. If only 

random noise were present, then randomly oriented quivers would be anticipated on the plot. As 

highlighted by the inset of Fig. 9a, rigid motion clearly occurs due to sample drift.  This is in 

addition to possible underlying random noise which is likely being overwhelmed by image drift. 
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Such image drift commonly results from thermal noise or hysteresis resulting from motion of the 

sample stage.   

 

Fig. 9  Quiver plots from baseline experiments highlighting (a) image drift in the JEOL 2100 and 

(b) the noise level after subtracting fitted average rigid displacements. 

 

To evaluate noise level versus image drift, we start by assuming that most of the image drift 

consists of rigid translations which can be computed by calculating the average vertical and 

horizontal displacements. Fig. 10 shows the average horizontal and vertical displacement 

illustrating image drift in both the JEOL and Hitachi microscopes. The average results are shown 

as circle or triangle symbols and errors bars shown on each symbol represent one standard 

deviation. The actual values of average displacement, with one standard deviation as scatter, for 

the JEOL case are shown in Table 1 as uDIC and vDIC. The evolution of image drift in each 

microscope can be seen as the evolution with image number, 6 in each case. Fig. 10c shows the 

same data combined as the total displacement magnitude (√u2 + v2) for both cases as a function 
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of image acquisition time. Although the amounts and directions of drift are different in each case, 

the trends are similar. By fitting image acquisition time and total displacement from DIC,  an 

average linear drift speed can be calculated, 7.88×10-5 μm/s in the JEOL 2100 and 3.17×10-5 μm/s 

in the Hitachi H9500. Note that the rate and direction of drift is sensitive to hysteresis and 

environmental conditions at the time of acquisition. For the JEOL 2100, the amount of drift was  

~ 0.03 nm during the 0.4 s exposure time, which is much smaller than the pixel size of ~ 2 nm. 

This indicates that image drift should not affect the intensity distributions used in the DIC analysis.  
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Fig. 10 DIC measurement of average displacement versus frame number for (a) the JEOL 2100 

and (b) the Hitachi H9500.  The average time between frames is 26 s and 21 s in (a) and (b), 

respectively. (c) shows average displacements resulting from drift of two baseline tests. 
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 DIC PT 
frame uDIC (nm) A1 (mrad) A2 (nm) vDIC (nm) B1 (mrad) B2 (nm) uPT (nm) vPT (nm) 

1 (ref) 0 0 0 0 0 0 0 0 
2 0.80±0.29  -0.091 0.97 -0.25±0.24 0.008 -0.26 1.56±0.92  -0.39±0.87  
3 3.02±0.72 -0.151 3.30 -0.66±0.39 -0.017 -0.62 3.56±0.11 -0.85±0.98 
4 5.71±0.57 0.020 5.67 -1.24±0.39 0.004 -1.24 5.74±1.03 -1.19±1.00 
5 7.65±0.50 0.054 7.55 -1.56±0.44 0.045 -1.64 7.63±1.15 -1.49±0.92 
6 9.43±0.49 0.051 9.33 -2.26±0.42 0.025 -2.31 9.42±1.18 -2.29±0.99 

Table 1 Measurements of drift from the baseline experiments in the JEOL 2100 calculated for 

DIC and PT drifting, along with the fitted parameters. 

 

In order to obtain a better estimate of noise levels in these images small-angle rigid rotations 

are also considered as a contribution to the noise. To account for possible rigid rotation, we can 

analyze the results by fitting both a rotation and translation to the DIC results, using the following 

expressions: 

ui=A1yi+A2                                                                                 (5) 

vi=B1xi+B2                                                                   (6) 

where (xi , yi) are the coordinates of the i-th correlation point; A1, B1 represent rotation angles (in 

rad), and rigid translations are denoted by A2, B2. Note that in theory A1 should equal B1 since they 

should represent the same rigid rotation amount, although they can be measured independently by 

a least squares fitting to equation (5), (6) to the u and v measurements separately. Note also that 

the rigid translation portions are effectively equivalent to the average uDIC and vDIC values 

discussed above in Figs. 10 and 11. Table 1 shows the results of these fits for all cases for the 

JEOL microscope. Rotation angles are of the order !"10-4, thus rigid translation is dominant, as is 
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also visible by eye in Fig. 9a or by comparing uDIC, vDIC to A2, B2 in Table 1.  In-plane rigid 

rotations are anticipated to be small due to the geometry and loading configuration of the TEM 

specimen rod. The results of measured and fitted displacements for all cases studied here are also 

shown in Fig. 10 as the solid lines connecting the cross symbols. As is seen in Fig. 10, the average 

uDIC, vDIC are extremely close to the fitted translation measurements A2, B2, as is also confirmed in 

Table 1 for the JEOL microscope. Note that standard deviations of fitted results are at least 10 

times smaller than those of averaged results, and thus are not visible in Fig. 10. By subtracting the 

average displacements from the quiver plot of Fig. 9a we obtain the results shown in Fig. 9b, where 

the residual displacement patterns now appear more random and much smaller in magnitude than 

the drift in all cases and for both camera/microscope combinations. 

4.2 Deformation measurements 

Fig. 11 shows DIC contour plots for both u and v displacements as marked for two instances 

of time: one at t = 20 s near the end of the ramp loading (see Fig. 6a) and one near the end of the 

creep portion of the loading at t = 296 s. The field of view of this image is approximately that 

shown in Fig. 4a and is centered around the midspan of the beam. From Fig. 11 we can observe 

that most of the sample region can be correlated. The few points that lose correlation, can be related 

either to an inappropriate size of the grown nanoparticles or a locally insufficient speckle pattern 

density. In addition, many points near the top edge of the sample fail to correlate due to edge 

effects in the pattern resulting from sample preparation.  
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Fig. 11 DIC results for measurements of u, v displacement during in-situ loading at (a) t = 20 s; 

(b) t = 296 s. All values are in μm. 

 

Fig. 8 illustrates selected particle tracking results obtained using Trackmate after filtering 

unrealistic trajectories that result from linking different particles together into a single track.  This 

effect may be seen in some of the blue trajectories shown in Fig. 8.  The pink circles represent 

particles detected in the first image and the colored lines are trajectories of particles as measured 

from a sequence of the 14 images. Particle tracking cannot provide a full-field displacement 

measurement in the sense of DIC, but it is possible to obtain local trajectories of several particles 

using PT. In this experiment, 368 particles were detected, a number which can be varied according 
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to the manually input threshold and estimated particle diameter. Of these, 356 (96.7%)  trajectories 

considered unrealistic were filtered and excluded from the analysis.  The large number of filtered 

trajectories results from the aforementioned issue that the experiment was not optimized for PT 

data collection.  Ideally, the distance between particles within an image should be large relative to 

the linking distances between images. It should be feasible to improve number and density of 

particles tracked effectively by increasing the temporal resolution of the PT measurements and 

optimizing the pattern for PT [51]. It is desirable, nevertheless, to perform PT to the extent possible 

so that the data set can be compared to the DIC results.  

4.3 Comparison between DIC and PT 

Before comparing DIC and PT results over the entire deformation field, a validation of both 

methods is performed by comparing with the applied load point displacement that is also recorded 

by the far-field loading device (Fig. 6b). Since both DIC and PT provide measurements some 

distance away from the boundary of the specimen, DIC measurements are at the center of a subset 

and PT measurements are at a Feret point (i.e. the central position of a tracked particle), neither a 

DIC correlation point or a PT measurement point exists directly on the surface at the point of 

contact with the indenter. Additionally, DIC correlation points and PT measurements are not 

coincident at precisely the same locations throughout the entire sample. It would be possible to co-

register these measurement points, and also include other specific points of interest such as points 

on the boundary, by performing any number of various interpolation schemes on the measured 

data. These may include transferring the data onto a finite element grid that may also enforce 

compatibility, or performing spline fitting and smoothing of the data, among others [52]. Such 

operations were avoided here in order to prevent introduction of additional errors or smoothing 

artifacts. As a proof-of-concept the closest direct measurement point available to the center of the 
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indenter from either DIC or PT are plotted as a function of time in Fig. 6b together with the far-

field measurements. This effectively places the DIC and PT measurement points about 1 to 2 

subsets, i.e. about 150 pixels, below the actual loading point. Note that since this experiment was 

performed in load control, the displacement measurements shown here are independent and can 

validate each other, although far-field displacement measured from the loading device also 

includes any compliance effects from the load cell and the sample gripping mechanism. 

Nonetheless, despite all the issues mentioned above, the agreement in Fig. 6b between these three 

independent measurements is very good and provides validation for both the DIC and PT 

measurements. 

In Section 4.1 we discussed DIC “noise” estimates based on sample drift. Such sample drift, 

which essentially is a rigid motion of the object and not random noise, would also be detectable 

by PT applied to the baseline images. Fig. 12 compares the DIC and PT drifting results for the 

JEOL microscope system, i.e., the figure is a full-field equivalent of Fig. 10c for the JEOL TEM. 

As mentioned above, the DIC correlation points were not exactly co-registered with the PT 

measurement points. Rather correlation points in DIC that were closest to the position of detected 

particles in PT were selected for this plot. A measure, on this scale, of how far off the DIC 

correlation points are from the PT measurement locations is seen in the small differences of the 

starting points of the DIC and PT trajectories. Fig. 12 highlights how DIC and PT generally capture 

the same drifting level, but that for measurement of such small displacements, some differences 

between trajectories, representing noise, are visible. Measured drift displacements from DIC and 

PT are shown in Table 1. PT shows a larger standard deviation, ~1 nm, that indicates a fluctuation 

range of ~1 pixel, while DIC gives a fluctuation range that is much smaller than 1 pixel.  This is 

consistent with the expectation that PT will not produce appreciable sub-pixel resolution.  
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Fig. 12 Drifting displacement measured by DIC and PT. 

 

Fig. 13 presents a direct comparison of DIC and PT trajectories during the ramp loading and 

creep phases of the experiment. The geometric center of the beam sample has been set as the origin 

in this figure. Selected positions of correlation points/detected particles are then connected with a 

color scheme of the lines denoting time evolution from 0 s to 300 s, recall that ramp loading ended 

at 23 s and the load was constant thereafter. As before the small difference from not co-registering 

the DIC and PT measurement points is visible by the small shift of the starting point of each 

trajectory. Nonetheless, Fig. 13 shows that DIC and PT results match well since discrete points for 

DIC and PT are coincident, hence providing corroborative evidence of feasibility for both DIC and 

PT measurements. The color bar denoting the time evolution highlights the fact that both DIC and 

PT give comparable results for most trajectories both in terms of magnitude and temporal evolution. 

There are, however, some trajectories which exhibit discrepancies, mostly near the sample’s edges. 
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For example, for the black-circled trajectory near the top of the beam, 5 images (frame 4, 5, 10, 

12, 14) could not be correlated in DIC, as is illustrated in the time sequence of displacements from 

this specific location shown in the central inset of Fig. 13. Exported displacement data for an 

uncorrelated point in one image maintains the same value of the previous image, see plateaus in 

red curve in central inset in Fig. 13. To “supplement” these missing DIC results, an alternate 

strategy is to conduct incremental correlation, i.e., correlate an image with the immediately 

previous image rather than with the first/reference undeformed image. The result of such an 

incremental correlation is also shown in the inset plot as the green curve, which compares very 

well to the displacement history measured by PT at the corresponding location. Another example 

trajectory is shown in the red-circled location where we can see an initially good agreement 

between DIC and PT measurements become divergent because of errors in the PT trajectory 

measurement. Overall, however, the agreement between the two methods is very good. Therefore, 

despite occasional issues with effectiveness of DIC or PT locally, which to some extent might be 

overcome by incremental DIC or by filtering incorrect trajectories in PT, the accuracy of both 

measurements is at or below the length scale of a pixel providing nanometer and sub-nanometer 

measurements of displacement. 
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Fig. 13 Displacement results from DIC and PT applied to in-situ loading of a microscale 

amorphous SiO2 beam. The inset shows the evolution of the highlighted data and demonstrates 

how uncorrelated points in the DIC calculated using regular correlation may be fixed using 

incremental correlation. The time between frames is ≈ 7 s at ramp loading and 25 s at constant 

load stage. 

 

5.  Conclusions 

The previous sections discussed in situ microscale displacement measurement of amorphous 

SiO2 loaded in situ in the TEM using Digital Image Correlation (DIC) and Particle Tracking (PT) 

techniques. The conclusions of this work are the following: 
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a)  Gold nanoparticles formed via thermally induced thin film de-wetting can serve as 

both effective speckle patterns for DIC and as particles for PT in the TEM. 

b)  DIC and PT provide highly comparable full-field displacement measurements, 

demonstrating the effectiveness of both methods. Measurements can contain noise 

and imaging drifting artifacts, which can be microscope and camera dependent. For 

the microscope systems of interest here, a JEOL and a Hitachi, we measured drift rates 

of 7.88×10-5 μm/s and 3.17×10-5 μm/s, respectively.  

c)  For amorphous materials, DIC and PT are both applicable for displacement 

measurements in the TEM. Nonetheless, the feasibility of applying these methods to 

crystalline materials needs further exploration. As an initial speculation, DIC is more 

likely to encounter difficulties when applied to crystalline materials due to diffraction 

effects in the image intensity. These problems might be circumvented by employing 

an incoherent scattering technique such as high-angle annular dark-field scanning 

transmission electron microscopy, but this would introduce common errors associated 

with scanning artifacts. PT, however, should be less sensitive to small variations in 

local intensity resulting from small changes in diffraction condition, but might also be 

sensitive to errors when imaged near strong diffraction conditions. Future efforts will 

include applying these methods to crystalline materials, extracting material properties 

from such experimental measurements, and developing microscale mechanical 

models that can illustrate and/or predict material behavior based on this work.  
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