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Abstract. This paper studies residual finiteness of lattices in the uni-
versal cover of PU(2,1) and applications to the existence of smooth
projective varieties with fundamental group a cocompact lattice in
PU(2,1) or a finite covering of it. First, we prove that certain lat-
tices in the universal cover of PU(2,1) are residually finite. To our
knowledge, these are the first such examples. We then use residually
finite central extensions of torsion-free lattices in PU(2,1) to con-
struct smooth projective surfaces that are not birationally equivalent
to a smooth compact ball quotient but whose fundamental group is a
torsion-free cocompact lattice in PU(2,1).

1. Introduction

The purpose of this paper is to study residual finiteness of lattices in the universal
cover of PU(2,1) and applications to the existence of smooth projective varieties
with fundamental group a cocompact lattice in PU(2,1) or a finite covering of it.
This follows a general theme used by the second author [52], and in a different
way by Nori (unpublished) and Catanese–Kollár [53], to build smooth projec-
tive varieties with fundamental group that is not residually finite. First, we prove
that certain lattices in the universal cover of PU(2,1) are residually finite. To our
knowledge, these are the first such examples. We then use residually finite cen-
tral extensions of torsion-free lattices in PU(2,1) to construct smooth projective
surfaces that are not birationally equivalent to a smooth compact ball quotient but
whose fundamental group is a torsion-free cocompact lattice in PU(2,1).

Let G be an adjoint simple Lie group of hermitian type. Then Z ≤ π1(G), and
the universal cover G̃ of G fits in a central extension

1 −→ Z −→ G̃ −→ G −→ 1

for a certain finite cover G of G. Adjoint simple groups are linear, and it follows
from a well-known theorem of Malcev [34] that any lattice � < G is residually
finite. However, G̃ is not linear, and so it is not clear whether or not the preimage
�̃ of � in G̃ is residually finite. When � is an arithmetic subgroup of an abso-
lutely simple, simply connected algebraic group G defined over a number field
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K and � has the congruence subgroup property, Deligne [13] showed that the
preimage �̃ of � in G̃ = G̃(R) need not be residually finite. If z is a generator for
Z ≤ π1(G(R)) < G̃ and n is the order of the absolute metaplectic kernel M(∅,G),
Deligne proved that zn maps trivially to every finite quotient of �̃. See the work
of Prasad and Rapinchuk [38, p. 92] for a precise description of the connection
between residual finiteness of �̃ and |M(∅,G)| and for a complete description of
M(∅,G). One then sees that the preimage of � in any connected d-fold cover of
G(R) with d > n also cannot be residually finite.

There are many known examples of lattices in PU(n,1) without the congruence
subgroup property, and it is widely expected to fail for all such lattices. Conse-
quently, the following question seems interesting in contrast with the situation in
higher rank.

Question 1. Let G = PU(n,1), G̃ be its universal cover, � < G be a lattice, and

�̃ be the preimage of � in G̃. Is �̃ residually finite? Is �̃ linear?

We briefly recall that �̃ also has a natural geometric interpretation when � is
torsion-free and cocompact. Let Bn denote complex hyperbolic n-space. Then �̃

is the fundamental group of the complement of the zero section inside the total
space of the canonical bundle of �\Bn. It can equivalently be considered as the
fundamental group of the space

�̂\SU(n,1)/SU(n),

where �̂ is the preimage of � in SU(n,1) [31, §8.9]. See Section 3.4 for more on
the connection with SU(n,1)/SU(n).

We also note another motivation for Question 1 from geometric group theory.
If there is a cocompact lattice �̃ in G̃ that is not residually finite, then, as in
Deligne’s work [13], one could find a lattice in a finite cover of PU(n,1) that is
not residually finite. This would be a finite central extension of a cocompact lattice
in PU(n,1), hence it would be a Gromov hyperbolic group that is not residually
finite. Whether or not Gromov hyperbolic groups are residually finite is a long-
standing open problem.

It is known in the case n = 1 that Question 1 has a positive answer. In other
words, lattices in the universal cover of PU(1,1) ∼= PSL2(R) are both residually
finite and linear. Very briefly, the most well-known proof goes as follows. First,
passing to a subgroup of finite index, we can assume that �̃ is the fundamental
group of the unit tangent bundle of a hyperbolic surface. Either geometrically
or using a presentation for �̃, one can produce a homomorphism from �̃ to a
two-step nilpotent group (in fact, an integer Heisenberg group) for which the re-
striction to the center of �̃ is injective. Since � is residually finite, this suffices to
conclude that �̃ is also residually finite. See [12, §IV.48] for precise details from
both the geometric and algebraic perspectives, and Section 2 for more on why
finding such a quotient suffices to prove residual finiteness.

The first aim of this paper is to construct the first examples of lattices in
PU(2,1) whose lift to the universal cover is residually finite. We in fact develop
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two methods for proving residual finiteness, each generalizing a variant of the
classical argument for the case n = 1. Both strategies eventually intersect in the
endgame of finding a two-step nilpotent quotient of �̃ for which the central ele-
ment survives to have infinite order. For torsion-free cocompact lattices, the two
methods end up being effectively equivalent, but one or the other can be used
more easily in different settings. We will prove the following.

Theorem 1.1. Let G = PU(2,1). There are lattices � < G so that the preimage

of � in any connected cover of G is residually finite. One can take � to be uniform

or nonuniform.

For a uniform arithmetic lattice, one can take the fundamental group of the
Cartwright–Steger surface [6]. We prove this indirectly, using a 21-fold cover
studied by the first author [46] and further explored by Dzambic and Roulleau
[17]. See Theorem 5.8. A nonuniform arithmetic example is the Picard modular
group over the Eisenstein integers. All of our examples are commensurable with
Deligne–Mostow lattices [14; 37]. See Section 8.

The first method of constructing examples, presented in Section 4, is more
computational in nature. Replacing � with its preimage in SU(n,1) and using
the fact that �\SU(n,1)/SU(n) has fundamental group �̃, we describe a method
for constructing a finite presentation for �̃ using one for �. This is used in par-
ticular to provide the nonuniform examples in Theorem 1.1. Our second method,
inspired by ideas going back at least to work of Sullivan in the 70s (see [1, Ch. 3]),
uses the cup product structure on H ∗(�\Bn,Q). The following, a special case of
Corollary 5.4 and a consequence of a more general theorem about principal U(1)

bundles over aspherical manifolds proved in Section 5, gives a sharp answer as to
when the classical strategy for n = 1 can be used for n > 1 to prove the residual
finiteness of �̃.

Theorem 1.2. Let � < PU(n,1) be a torsion-free cocompact lattice and

X = �\Bn. If �̃ is the preimage of � in the universal cover of PU(n,1), then

there is a two-step nilpotent quotient of �̃ that is injective on the center of

�̃ if and only if the Kähler class on X is in the image of the cup product

map

cQ :
∧2

H 1(X,Q) −→ H 2(X,Q).

If � < PU(n,1) is an arithmetic lattice defined by a hermitian form over a
CM field, then it is known that there is a torsion-free subgroup of finite in-
dex �′ ≤ � so that X′ = �′\Bn has H 1(X′,Q) nontrivial [29; 42]. In fact,
Clozel proved that one can pass to a possible smaller subgroup and assume
that the image of cQ :

∧2
H 1(X′,Q) → H 2(X′,Q) is nontrivial [9]. It seems

more subtle to ensure that the Kähler class is eventually in the image. A pos-
itive answer to the following question would, via Theorem 1.2, prove resid-
ual finiteness of preimages of these arithmetic lattices in the universal cover of
PU(n,1).
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Question 2. Let � < PU(n,1) be a cocompact arithmetic lattice defined by a

hermitian form over a CM field. Is there a torsion-free finite index subgroup

�′ ≤ � so that X′ = �′\Bn has the property that the Kähler class on X′ is in

the image of the map cQ :
∧2

H 1(X′,Q) → H 2(X′,Q)?

Remark 1.3. After submitting this paper, we answered Question 2 in the positive
and hence gave a positive answer to Question 1 for cocompact arithmetic lattices
in PU(n,1) of simple type [48]. This was independently proved by Richard Hill
using similar but ultimately different methods [25].

In the second half of this paper we show how residual finiteness can be used
to construct algebraic surfaces that are not ball quotients but have fundamental
group isomorphic to a lattice in PU(2,1). To state our results, in the rest of this
section we use the following notation: G = PU(2,1), d > 1 is an integer, Gd is
the connected d-fold cover of G, � < G is a torsion-free, cocompact lattice, and
�d is the preimage of � in Gd . So �d fits into a central extension

1 −→ Z/d −→ �d
πd−→ � −→ 1, (1)

and �d is a cocompact lattice in Gd .
The construction of Nori and Catanese–Kollár mentioned previously in this

section can be used to produce smooth projective varieties with fundamental
group isomorphic to �d . In Section 7 we explain in detail one version of this con-
struction, as sketched in [1, Ex. 8.15]. Given � and d , this construction produces a
smooth projective surface M(�,d) with π1(M(�,d)) ∼= �d . Although the interest
in [1, Ex. 8.15] was to apply the construction to nonresidually finite lattices, we
are interested in applying it in the opposite situation. Our main observation is that,
when �d is residually finite, M(�,d) has étale covers with fundamental group a
subgroup of finite index in �. These covers have fundamental group isomorphic
to a lattice in G, but are not ball quotients. We summarize the situation in the
following theorem.

Theorem 1.4. In the notation established above:

1. For each � and d , there is a smooth projective surface M(�,d) with

π1(M(�,d)) ∼= �d and π2(M(�,d)) �= 0.
2. If �d is residually finite, there exist subgroups � ⊂ � of finite index over which

equation (1) has a section s : � → �d .
3. If M ′ = M ′(�, s.d) denotes the cover of M = M(�,d) corresponding to the

subgroup s(�) < �d , then M ′ is an étale cover of M(�,d) with π1(M
′) ∼= �,

π2(M
′) �= 0, and M ′ is not birationally equivalent to a ball quotient.

When �d is residually finite, the third part of this theorem provides examples of
smooth projective surfaces with fundamental group isomorphic to a lattice in G

but not birationally equivalent to a ball quotient. It is known that such surfaces
exist, but it is useful to have constructions. In a more general setting, it is known
that for any smooth projective variety of dimension at least two there are many
varieties with the same fundamental group. The earliest construction seems to
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be by Cornalba [10], discussed on [19, p. 36], and another construction is given
in [7, §1]. Common ingredients of these constructions, including the one given
here, is that they appear as branched covers, and their properties are verified using
Lefschetz theorems.

Recent work of Troncoso and Urzúa [54] constructs many more smooth pro-
jective surfaces with the same fundamental group as a ball quotient. A key dis-
tinction between our work and [54] is that we build surfaces whose fundamental
group is a lattice in a finite cover of PU(2,1), which their work does not do, but
[54] constructs surfaces with the same fundamental group as a given ball quotient
with Chern slopes dense in [1,3], which is much more robust than what our meth-
ods produce (e.g., see Remark 7.7). In contrast, a torsion-free nonuniform lattice
in PU(2,1) cannot be the fundamental group of a smooth projective surface [51,
Thm. 2]. As one specific application of our methods, we will prove the following
at the conclusion of Section 7.

Theorem 1.5. Let X be a fake projective plane whose canonical divisor KX is

divisible by three. Then there exists a minimal smooth projective surface Y of

general type with π1(Y ) ∼= π1(X) that is not a fake projective plane.

Recall that fake projective planes were classified in the combined work of Prasad–
Yeung [39; 40] and Cartwright–Steger [6]. Of the 100 fake projective planes, all
but 8 have the property that KX is divisible by three [40, §A.1]. However, we
were not able to answer the following special case of Question 1.

Question 3. Let X be a fake projective plane and �̃ be the preimage of π1(X) in

the universal cover of PU(2,1). Is �̃ residually finite?

This paper is organized as follows. In Section 2 we begin with some basic facts
about residual finiteness. Then Section 3 describes explicit coordinates on the
universal cover of SU(n,1) that are used in Section 4 to describe our method for
lifting a presentation of a lattice in SU(n,1) to a presentation of its lift to the
universal cover. The proof of Theorem 1.2 and generalizations are contained in
Section 5. In Section 6, we prove that a smooth projective surface with π2 trivial
and fundamental group a lattice in PU(2,1) is biholomorphic to a ball quotient.
We also sketch a proof of a related theorem due to Thomas Delzant, whose ar-
gument was communicated to us by Pierre Py: If X is a compact Kähler surface
with π1(X) not commensurable with a surface group, then X is aspherical if and
only if π2(X) is trivial. Then Section 7 proves Theorem 1.4 and related results.
Finally, in Section 8 we discuss examples that suffice to prove Theorem 1.1.

2. Residual Finiteness

Here, we collect some basic facts about residual finiteness. Recall that a group �

is residually finite if, given any nontrivial γ ∈ �, there exist a finite group F and a
homomorphism ρ : � → F so that ρ(γ ) is not the identity element of F . Finitely
generated linear groups are residually finite by a famous theorem of Malcev [34]
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(also see [33, §2.1]). We begin with a basic and well-known fact about residual
finiteness; see for instance [33, Lem. 2.1.3] for a proof.

Lemma 2.1. Suppose that � is a finitely generated group and � ≤ � is a finite

index subgroup. Then � is residually finite if and only if � is residually finite.

We will also need the following simple lemma.

Lemma 2.2. For n ≥ 2, suppose that

1 −→ Z/n −→ �n
πn−→ � −→ 1

is a central exact sequence. If �n is residually finite, then there exists a finite index

subgroup �′ ≤ � that admits a section to �n under πn. Consequently, �n has a

finite index subgroup that is isomorphic to a finite index subgroup of �.

Proof. Suppose that �n is residually finite and that σ is a generator for ker(πn).
For each 1 ≤ j ≤ n − 1, there exist a finite group Fj and a homomorphism
ρj : �n → Fj so that ρ(σ j ) is nontrivial. The product homomorphism

ρ = (ρ1 × · · · × ρn−1) : �n −→
n−1∏

j=1

Fj

then has the property that ρ(σ j ) is nontrivial for each 1 ≤ j ≤ n − 1. If
�′ = ker(ρ), then �′ ∩ 〈σ 〉 = {1}. Since 〈σ 〉 = ker(πn), we have that πn|�′ is an
isomorphism onto its image. This proves the lemma. �

Corollary 2.3. For any n ≥ 1, let � < SU(n,1) be a finitely generated sub-

group. Then there is a finite index subgroup �′ ≤ � so that the projection

SU(n,1) → PU(n,1) restricts to an isomorphism on �′. In particular, every

lattice in SU(n,1) contains a finite index subgroup isomorphic to a lattice in

PU(n,1).

Proof. Since SU(n,1) is linear, � is residually finite. Let σ be a generator for the
intersection of � with the center of SU(n,1). The center of SU(n,1) is isomorphic
to Z/(n + 1), so 〈σ 〉 is cyclic. Therefore if � denotes the image of � in PU(n,1),
then we have a central exact sequence

1 −→ 〈σ 〉 −→ � −→ � −→ 1

to which Lemma 2.2 applies, giving the desired �′. �

Lemma 2.4. Suppose that � is a residually finite group and that

1 −→ Z −→ �̃ −→ � −→ 1

is an extension. If there is a homomorphism ρ : �̃ → H onto a residually finite

group H so that ρ|Z is injective, then �̃ is residually finite.
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Proof. Given a nontrivial element α ∈ �̃, if the projection α of α to � is nontrivial,
then there is a map from � to a finite group where the image of α is nontrivial,
hence there is a homomorphism from �̃ to a finite group so that the image of α is
nontrivial. If α is trivial, then α ∈ Z. Then ρ(α) ∈ H is nontrivial, and there is a
finite quotient of H , which we consider as a finite quotient of �̃, where the image
of α is nontrivial. This proves that �̃ is residually finite. �

Finitely generated nilpotent groups are known to be residually finite. By
Lemma 2.1, this follows from the fact that finitely generated nilpotent groups
contain a torsion-free subgroup of finite index [26, Thm. 3.21] combined with
Malcev’s famous results that finitely generated torsion-free nilpotent groups are
linear [35] and that linear groups are residually finite [34]. The following is then
a special case of Lemma 2.4.

Corollary 2.5. Suppose that �, �̃, and Z are as in Lemma 2.4. If �̃ is finitely

generated and there is a nilpotent quotient N of �̃ so that Z injects into N , then

�̃ is residually finite.

We return to the case of interest for this paper, namely where �̃ is a central exten-
sion of a finitely generated residually finite group � by Z. Corollary 2.5 implies
that to prove �̃ is residually finite, it suffices to find a nilpotent quotient of �̃

into which Z injects. We also want to study the central exact sequence obtained
by reducing the central element of �̃ modulo an integer d . It is not immediately
clear that residual finiteness of �̃ implies residual finiteness of each Z/d central
extension, only infinitely many of the extensions. Using separability properties of
finitely generated nilpotent groups, we can prove the stronger statement.

Lemma 2.6. Suppose that � is a finitely generated residually finite group and that

1 −→ Z −→ �̃ −→ � −→ 1

is a central exact sequence associated with φ ∈ H 2(�,Z). For d ∈ N, let

φd ∈ H 2(�,Z/d) be the reduction of φ modulo d and

1 −→ Z/d −→ �d −→ � −→ 1

be the associated central exact sequence given by reducing the kernel 〈σ 〉 of

�̃ → � modulo d . Suppose that there is a nilpotent quotient N of �̃ that is in-

jective on 〈σ 〉. Then �d is residually finite for all d ∈ N.

Proof. Let σ be a generator for the kernel of �̃ → � and ρ : � →N be a nilpotent
quotient such that S = 〈ρ(σ )〉 ∼= Z. Since σ is central in �̃, ρ(σ ) is central in N .
In particular, Sd = 〈ρ(σ d)〉 is a normal subgroup of N for every natural number d .

Malcev proved that finitely generated nilpotent groups are subgroup separable

[36], in other words, for every subgroup H ≤ N , there is a collection {Ni} of
finite index subgroups of N so that H = ∩Ni . See [33, §2.3] for more basic facts
about subgroup separability. Note that generally a group is subgroup separable if
this condition holds for all finitely generated subgroups H , but finitely generated
nilpotent groups are Noetherian, hence all subgroups are finitely generated.
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By [41, Lem. 4.6], for each d ∈ N, we can find a finite index subgroup Nd

of N so that Nd ∩ S = Sd . Since Sd is normal in N , we can replace Nd by
the intersection of all its conjugates in N and assume that Nd is normal in N .
Then Fd = N /Nd is a finite quotient of �̃ such that the image of 〈σ 〉 in Fd

is isomorphic to S/(S ∩ Nd) ∼= Z/d . This means that �̃ → Fd factors through
the projection �̃ → �d , and moreover that �d → Fd is injective on the central
Z/d quotient of 〈σ 〉. Corollary 2.5 then implies that �d is residually finite, which
completes the proof of the lemma. �

3. Structure of SU(n,1) and Its Universal Cover

This section gives precise coordinates, including an Iwasawa decomposition, for
SU(n,1) and its universal cover. These coordinates will be used to describe a con-

crete procedure for lifting finitely presented subgroups of SU(n,1) to ˜SU(n,1).
Lastly, we study a certain homogeneous space for each group that will be funda-
mental for this lifting procedure. We start with some preliminaries on the universal
cover Ũ(n) of the unitary group U(n).

3.1. Coordinates on Ũ(n)

The universal cover Ũ(n) of U(n) is identified with SU(n)×R under the universal
covering map

(g, t) �→ eπitg.

Composing this with the isomorphism g �→ (g,det(g)−1) between U(n) and
K = S(U(n) × U(1)), we see that

SU(n) ×R −→ K

(g, t) �−→ (eπitg, e−nπit )
(2)

is the universal cover in coordinates on K . Note that
{
(e−πitIn, t) : t ∈

2

n
Z

}

is the preimage of (In,1) ∈ K in Ũ(n).

3.2. Coordinates on SU(n,1)

Consider G = SU(n,1) as the group of special unitary automorphisms of Cn+1

with respect to the hermitian form with matrix

h =

⎛
⎝

0 0 1
0 In−1 0
1 0 0

⎞
⎠ .
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Fix the h-negative vector

z0 =

⎛
⎜⎜⎜⎜⎜⎝

−1
0
...

0
1

⎞
⎟⎟⎟⎟⎟⎠

of h-norm −2 and let K be the stabilizer in G of the line spanned by z0,
that is, the elements of G with z0 as an eigenvector. There is an isomorphism
K ∼= S(U(n) × U(1)) determining coordinates (g, ξ) on K with g ∈ U(n) and
ξ = det(g)−1. In what follows, we identify SU(n) < K with g0 �→ (g0,1) and
U(1) < K with ξ �→ (ξIn, ξ

−n). Then (g, ξ)z0 = ξz0 for all (g, ξ) ∈ K , hence
SU(n) is the stabilizer of z0 in K and Kz0 = U(1)z0.

The h-isotropic vector

v0 =

⎛
⎜⎜⎜⎝

1
0
...

0

⎞
⎟⎟⎟⎠

has stabilizer containing the subgroup B0 = A+N < G of upper-triangular matri-
ces with positive real eigenvalues. Specifically,

B0 =

⎧
⎨
⎩

⎛
⎝

λ −λtz −λ|z|2/2 + it

0 In−1 z

0 0 λ−1

⎞
⎠ : λ ∈R+, z ∈Cn−1, t ∈R

⎫
⎬
⎭ ,

where A+ is associated with the diagonal subgroup and N is the unipotent radical
of B0, which is isomorphic to the (n−1)-dimensional Heisenberg group. We now
prove that G = B0K , which allows us to fix an identification of B0 = G/K with
complex hyperbolic space Bn. In fact, we show that G = B0K gives an Iwasawa
decomposition of G.

Lemma 3.1. With the notation established previously in this section, G = B0K

gives an Iwasawa decomposition of G with respect to the Cartan involution of G

with matrix


 =

⎛
⎝

0 0 1
0 In−1 0
1 0 0

⎞
⎠ .

Proof. First, note that 
 = h, hence
t
h
 = h3 = h,

and det(
) = −1, so 
 ∈ U(2,1). If g denotes the Lie algebra of G, then we
claim that ad(
) ∈ End(g) is a Cartan involution with the Lie algebra a of A+ as
a Cartan subalgebra. Since 
2 = In+1, 
 normalizes A+, and a is a maximal Ad-
semisimple abelian subalgebra of g, to show that 
 is a Cartan involution fixing
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the Cartan subalgebra a, it suffices to show that the +1 eigenspace for ad(
) is
precisely the Lie algebra k of K .

First, note that 
 is an element of the natural U(2) × U(1) < U(2,1) con-
taining K . Indeed, 
z0 = −z0. Moreover, 
 acts trivially on the h-orthogonal
complement to z0, which is spanned by e1 + en+1 and e2, . . . , en, where ei is the
ith standard basis vector. With respect to coordinates on U(2) × U(1) analogous
to our coordinates on K , this means that


 = (In,−1).

It is clear from these coordinates that conjugation by 
 acts trivially on K , hence
k is contained in the +1 eigenspace of ad(
). Conversely, if 
 commutes with
g ∈ G, then g preserves the −1 eigenspace of 
 acting on Cn+1, which is the
line spanned by z0. Thus z0 is an eigenvector of g, and so g ∈ K . This proves that
ad(
) is a Cartan involution of g with +1 eigenspace k.

Taking the root space decomposition of g with respect to a, we can choose
positive roots so that the associated connected unipotent subgroup of G is N .
Following [24, §VI.3], we see that B0K = A+NK is an Iwasawa decomposition
of G. This completes the proof. �

3.3. Coordinates on ˜SU(n,1)

We now want to study the universal cover π : G̃ → G, which fits into a central
extension

1 −→ Z −→ G̃
π−→ G −→ 1,

where we identify Z with π1(G). First, we make the following observation, which
follows immediately from the identification of the center of G with Z/(n + 1).

Lemma 3.2. If Z(G̃) denotes the center of G̃, then Z(G̃) ∼= Z, π1(G) is naturally

identified with (n + 1)Z(G̃), and Z(G̃) is naturally π1(PU(n,1)).

We now lift our Iwasawa decomposition of G to one for G̃.

Lemma 3.3. With the notation established previously in this section, let K̃ be

the universal cover of K . Then we have embeddings of universal covers B̃0 =
B0, K̃ → G̃ so that B0 → G̃ lifts B0 < G, π |K̃ is the universal cover K̃ → K ,
and B0K̃ is an Iwasawa decomposition of G̃.

Proof. This follows from the fact that π induces an isomorphism between the Lie
algebras of G̃ and G. Continuing with the notation from the proof of Lemma 3.1,

 determines an Iwasawa decomposition of G̃ with

Ã+Ñ = expG̃(an),

where n ⊂ g is the subalgebra associated with N . Since B0 is contractible and
expG : an → B0 is a diffeomorphism, expG̃(an) ∼= B0 is a lift of B0 < G.

Set K̃ = expG̃(k), so we have an Iwasawa decomposition B0K̃ of G̃. It re-
mains to show that K̃ is the universal cover of K with universal covering map π .
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Since B0 is contractible, we have π -equivariant diffeomorphisms B0\G̃ → K̃ and
B0\G → K inducing homotopy equivalences of G̃ with K̃ and G with K . Since
K̃ is then connected and simply connected, π |K̃ must be the universal cover. This
proves the lemma. �

Applying the identification of K̃ with SU(n) ×R, we have the following.

Corollary 3.4. There is an Iwasawa decomposition G̃ = B0(SU(n) ×R) com-

patible with the Iwasawa decomposition G = B0K and the universal cover

SU(n) ×R → K .

3.4. Useful Homogeneous Spaces

We now study a pair of homogeneous spaces for G and G̃ that will end up be-
ing very helpful in computing lifts of relations in G up to G̃. Specifically, the
homogeneous space G/SU(n) is useful in calculating the element of π1(G) ∼= Z
associated with a loop σ : S1 → G using only linear algebra.

Lemma 3.5. Identifying G/K with Bn induces a diffeomorphism between

G/SU(n) and Bn × U(1). The map gSU(n) �→ gz0 moreover defines a left G-

invariant diffeomorphism between G/SU(n) and the space of all vectors in Cn+1

of h-norm −2.

Proof. Identifying G/K with Bn, the Iwasawa decomposition G = B0K identi-
fies B0 with Bn. Then k = (h, ξ) �→ ξ identifies K/SU(n) with U(1), hence map-
ping b(h, ξ) ∈ B0K to (b, ξ) defines a diffeomorphism between G/SU(n) and
Bn × U(1). This proves the first claim. The second claim is the orbit-stabilizer
theorem, since SU(n) < K is the stabilizer of z0 and G acts transitively on vec-
tors of h-norm −2. �

Corollary 3.4 then gives a diagram of universal covers

G̃/SU(n)
�

Bn ×R

G/SU(n)
�

Bn × U(1)

and the long exact sequence of homotopy groups also implies that the fibration

G/SU(n) Bn × U(1)

U(1)

induces an isomorphism on the level of fundamental group. We can then compute
elements of π1(G) as follows.
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Lemma 3.6. Given a loop σ : [0,1] → G based at the identity of G, we obtain a

loop σ̂ based at 1 ∈ C by

[0,1] σ

σ̂

G Gz0

πn+1

C

where πn+1 is projection of Cn+1 ⊃ Gz0 onto the (n + 1)st coordinate. Then

σ̂ ([0,1]) ⊂ C� {0}. Identifying π1(G) with Z, the element [σ ] ∈ π1(G) associ-

ated with σ is equal to the winding number of σ̂ around 0 ∈C.

Proof. For s ∈ [0,1], let

σ(s) = bs(gs, ξs) ∈ B0K

be the Iwasawa decomposition of σ(s). We then see that

σ(s)z0 =

⎛
⎜⎜⎜⎝

∗
...

∗
λ−1

s ξs

⎞
⎟⎟⎟⎠ ,

where λ±1
s are the diagonal entries of bs with respect to the coordinates on B0

defined in Section 3.2, hence

πn+1(σ (s)z0) = λ−1
s ξs ∈C� {0}.

Since σ is based at the identity of G, λ0 = ξ0 = 1, so σ̃ is based at 1 ∈ C. This
proves that σ̂ ([0,1]) is a loop in C� {0} based at 1.

Recall that the identification of Gz0 with Bn × U(1) in Lemma 3.5 identifies
the U(1) factor with U(1)z0 for U(1) < K . This, with the previous calculation of
πn+1 on Gz0, implies that the map

G Gz0

πn+1

C� {0}

induces an isomorphism π1(G) ∼= π1(C� {0}). The element of π1(C� {0}) asso-
ciated with a loop is computed by the winding number around 0, so this completes
the proof of the lemma. �

4. Lifting Presentations

In this section, fix a finitely presented group � < G = SU(n,1). We assume for
simplicity that � contains the center Z(G) ∼= Z/(n + 1) of G, which is always
the case when � is the pullback to SU(n,1) of a lattice in PU(n,1), and let ẑ
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be a generator for Z(G). Without loss of generality, we can assume that ẑ is a
generator for �, and so � is given by generators and relations

� = 〈g1, . . . , gd , ẑ | R1, . . . ,Re〉.

We now describe a procedure for presenting the central extension

1 −→ Z −→ �̃ −→ � −→ 1

obtained by pulling � back to the universal cover G̃ of G.
Lifting Generators. Since G is connected, we can write gi = expG(vi) for some

vi in the Lie algebra g of G. This defines an embedded path:

γi : [0,1] −→ G γi(s) = expG(svi).

Notice that g−1
i = expG(−vi). Then

γ̃i : [0,1] −→ G̃ γ̃i(s) = expG̃(svi)

is an embedded path in G̃ with g̃i = γ̃i(1) a lift of gi and g̃−1
i = expG̃(−vi).

Let z be a generator for the center of G̃ that projects to ẑ ∈ G. Then zn+1 is a
generator for π1(G). Our generators for �̃ are g̃1, . . . , g̃d and z.

Lifting Relations. Now, let Ri be a relation for �. There is no loss of generality
in considering Ri as being of the form

g
ε1,f

if
· · ·gεi,1

i1
= In+1 ∈ G

for εi,j ∈ {±1} and f = f (i). This now determines a piecewise-defined loop
σi : [0,1] → G based at the identity by

σi(s) =

⎧
⎪⎪⎨
⎪⎪⎩

γi1(εi1f s) s ∈ [0, 1
f
]

γij (εi,j (f s − j + 1))g
εi,j−1
ij−1

· · ·gεi,1
i1

s ∈ [ j−1
f

,
j
f
]

γif (εi,f (f s − f + 1))g
εi,f −1
if −1

· · ·gεi,1
i1

s ∈ [f −1
f

,1]

where 1 ≤ j ≤ f − 1. Using Lemma 3.6, we can then compute the element
ri = [σi] ∈ Z ∼= π1(G) defined by σi using the winding number of the loop
πn+1(σi(s)z0) around 0 in C � {0}. Notice that σ1(s) ∈ SLn+1(C), so the path
σi(s)z0 is explicitly computed using matrix multiplication in Cn+1.

Uniqueness of path lifting implies that the lift of σi to G̃ based at the identity is
given by z(n+1)ri for ri ∈ Z the winding number of πn+1 ◦ σi around 0 ∈ C. Thus
our lifted relations R̃i for �̃ are

g̃
ε1,f

if
· · · g̃εi,1

i1
z̃−(n+1)ri = 1G̃.

This presents �̃ as the group with generators {g̃i} and relations {R̃i}, possibly
with the additional relation that z is central.

Lemma 4.1. With the notation established previously in this section,

�̃ = 〈g̃1, . . . , g̃d , z | R̃1, . . . , R̃e, z central〉.
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Proof. Let L be the abstract group with the given presentation. The above shows
that each relation for L holds in �̃, hence we have a homomorphism L → �̃. On
the other hand, 〈z〉 is the kernel of the projection L → �, which factors through
�̃. Thus, the kernel of L → �̃ is contained in 〈z〉 ∼= Z. However, 〈z〉 maps isomor-
phically to the center of �̃, so L ∼= �̃. �

5. Residual Finiteness of Central Extensions and the Cup Product

Let � be the fundamental group of a Riemann surface � of genus g ≥ 2. The fun-
damental group �̃ of its unit tangent bundle T 1� fits into a central exact sequence

1 −→ Z −→ �̃ −→ � −→ 1

whose Euler class e ∈ H 2(�,Z) ∼= H 2(�,Z) is the first Chern class of the canon-
ical bundle. We can equivalently say that the Euler class of the bundle is a nonzero
multiple of the Kähler form ω on �. Lastly, �̃ is isomorphic to the preimage of
� < PSL2(R) in its universal cover P̃SL2(R).

It is well known that �̃ is residually finite, and the most common proof is to
show that �̃ admits a homomorphism onto an integral Heisenberg group such
that a generator for the center of �̃ maps to an element of infinite order. See [12,
§IV.48] for details. It is not hard to prove by hand using reductions modulo primes
that integral Heisenberg groups are residually finite, and recall from Section 2 that
in fact all finitely generated nilpotent groups are residually finite. Since � is linear,
and hence residually finite, residual finiteness of �̃ follows from Corollary 2.5.

The purpose of this section is to present a broad generalization of this result
and its strategy of proof based on a proposition that is perhaps best attributed to
Sullivan (e.g., see [1, Ch. 3, §1], in particular Remark 3.4). In what follows it will
be convenient to adopt the convention that a k-step nilpotent group has length at

most k. Our most general result is the following.

Theorem 5.1. Let X be a closed aspherical manifold with fundamental group �

and

U(1) −→ Y −→ X

be a principal U(1) bundle with Euler class ω ∈ H 2(X,Z) that has infinite ad-

ditive order, equivalently, whose image ω ∈ H 2(X,Q) is not zero. If �̃ = π1(Y )

and z denotes a generator for π1(U(1)) < �̃, then the image of z in the maximal

two-step nilpotent quotient of �̃ has infinite order if and only if ω is in the image

of the map

cQ :
∧2

H 1(X,Q) → H 2(X,Q)

given by evaluation of the cup product.

Remark 5.2. The aspherical assumption on X is only to conclude using the stan-
dard homotopy exact sequence that �̃ is indeed a central extension of � by Z. Our
methods also allow one to study the cases where any of our hypotheses on X and
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Y fail to hold, but we do not pursue these directions since this would take us too
far afield from our applications to ball quotients.

Before embarking on the proof, we record some corollaries. The first explains
why Theorem 5.1 is exactly what we need in order to implement the proof of
residual finiteness of π1(T

1�) for more general circle bundles over aspherical
manifolds.

Corollary 5.3. With X, Y , �, and �̃ as in the statement of Theorem 5.1, suppose

that � is residually finite. Then residual finiteness of �̃ can be detected in a two-

step nilpotent quotient of �̃ via Corollary 2.5 if and only if the Euler class of

Y → X is in the image of the cup product map cQ.

Proof. Since � is a finitely generated residually finite group, Corollary 2.5 says
that it suffices to find a nilpotent quotient of �̃ where the generator z for π1(U(1))

maps to an element of infinite order. Taking the maximal two-step quotient of �̃,
the corollary then follows from Theorem 5.1. �

The following is then a consequence of Theorem 5.1 and Corollary 2.5.

Corollary 5.4. Let X be an aspherical compact Kähler manifold with residually

finite fundamental group for which the Kähler class ω ∈ H 2(X) is in the image of

the cup product map
∧2

H 1(X,Q) → H 2(X,Q). If Y is a principal U(1) bundle

over X with Euler class a nonzero multiple of ω, then π1(Y ) is residually finite.

Proof. The case where X is a Riemann surface of genus g ≥ 2 is the classical
case explained at the beginning of this section. When X is a torus, π1(Y ) is a
finitely generated nilpotent group, so again the result is known. If X has complex
dimension n ≥ 2, then ωn ∈ H 2n(X,Q) is nontrivial, hence ω has infinite order
in H 2(X,Q). Therefore, Corollary 5.3 applies to prove that π1(Y ) is residually
finite. �

Note that Theorem 1.2 is the special case of Corollary 5.4 where X is a smooth
compact ball quotient. Also recall that smooth compact ball quotients are smooth
projective varieties, so the real cohomology class of the Kähler form is always (up
to normalization, of course) rational.

Before proving Theorem 5.1, we define some notation and give some prelim-
inary results. To start, we only assume that X is a closed manifold with fun-
damental group �. Let � denote the derived subgroup of �. The earliest ref-
erence we could find to the following fact was in work of Sullivan [50], who
commented that its proof follows from “a certain amount of soul searching clas-
sical algebraic topology”. Also see [1, Ch. 3]. We use a formulation given by
Beauville [4].

Proposition 5.5 (Cor. 1(2) [4]). Let X be a connected space homotopic to a CW

complex with fundamental group � and � be the derived subgroup of �. Then



574 Matthew Stover & Domingo Toledo

there is a canonical exact sequence

1 −→ Hom(�/[�,�],Q) −→
∧2

H 1(X,Q)
cQ−→ H 2(X,Q) (3)

with cQ the cup product map.

We now relate the cup products on X and U(1) bundles over X via the Gysin
sequence.

Lemma 5.6. Let X and Y be as in the statement of Theorem 5.1, and suppose that

ω ∈ H 2(X,Z) has infinite additive order. Then the class of the fiber in H1(Y,Q)

is trivial, H i(Y,Q) ∼= H i(X,Q) for i = 0,1, and pullback under the projection

π : Y → X induces an injection of H 2(X,Q)/〈ω〉 into H 2(Y,Q). Moreover, the

diagram

1 Hom(�/[�,�],Q)

π∗

∧2 H 1(X,Q)

cX
Q

π∗

H 2(X,Q)

π∗

1 Hom(�̃/[�̃, �̃],Q)
∧2 H 1(Y,Q)

cY
Q

H 2(Y,Q) H 2(X,Q)/〈ω〉
(4)

commutes, where cX
Q

, cY
Q

are the cup product maps, �, �̃ are the fundamental

groups of X, Y , and �, �̃ are the derived subgroups of �, �̃.

Proof. Throughout this proof, all homology groups have Q coefficients. Let
wi : H i(X) → H i+2(X) be the map induced by cup product with ω. Then the
standard Gysin sequence for Y [44, Thm. 5.7.11] gives

where π∗ is pullback and π∗ is integration over the fiber. Then ω has infinite order
in H 2(X,Z) if and only if it is nonzero in H 2(X), which is moreover true if and
only if w0 is injective. We conclude that π∗ induces an isomorphism between
H i(X) and H i(Y ) for i = 0,1 when ω has infinite order in H 2(X,Z). Therefore
H 1(Y ) → H 0(X) is the zero map, and since this map is integration over the fiber,
the class of the fiber in H1(Y ) must be trivial.

Further, if ω has infinite order in H 2(X), then π∗ induces an injection
H 2(X)/〈ω〉 ↪→ H 2(Y ). Commutativity of the diagram in the statement of the
lemma now follows from Proposition 5.5 and the fact that pullback is a ring ho-
momorphism for the cup product. This completes the proof. �

We are now prepared for the main technical result on two-step nilpotent quotients
that we need for the proof of Theorem 5.1.
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Lemma 5.7. Suppose that X, Y , �, and �̃ satisfy the hypotheses of Theorem 5.1.
Let � (resp. �̃) be the derived subgroup of � (resp. �̃), and let z be a generator

for ker(�̃ → �). Then

dim(Hom(�̃/[�̃, �̃],Q)) = dim(Hom(�/[�,�],Q)) + ε (5)

for ε ∈ {0,1}. Moreover, ε = 1 if and only if the image of z in the maximal two-step

nilpotent quotient of �̃ has infinite order.

Proof. Let

N = �/[�,�] Ñ = �̃/[�̃, �̃]

be the maximal two-step nilpotent quotients of � and �̃. The derived subgroups
of N and Ñ are �/[�,�] and �̃/[�̃, �̃], respectively. Let ẑ denote the image of
z in Ñ .

Since z generates the fundamental group of the fiber, and the fiber is trivial in
H1(Y,Q) by Lemma 5.6, the image of z in the abelianization of �̃ must have finite
order. Therefore, we conclude that there is some m ≥ 1 so that ẑm ∈ �̃/[�̃, �̃].
Indeed, Ñ and �̃ have the same abelianization and �̃/[�̃, �̃] is the commutator
subgroup of Ñ . We then have a diagram:

To justify this, we want to know that Ñ/〈̂z〉 = N . Note that �̃ → Ñ/〈̂z〉 factors
through �̃/〈z〉 = �, so Ñ/〈̂z〉 is a quotient of �. Moreover, �̃ projects to � and
[�̃, �̃] has image [�,�]. Thus the kernel of � → Ñ/〈̂z〉 is [�,�], that is, the
kernel of � → N , hence N = Ñ/〈̂z〉.

Then the vertical exact sequence in blue is an exact sequence of finitely gen-
erated abelian groups. Moreover, the free ranks of �̃/[�̃, �̃] and �/[�,�] differ
by ε ∈ {0,1} with ε = 1 if and only if ẑm (equivalently, ẑ) has infinite order in
Ñ . These are equivalent to equation (5) by taking Hom(−,Q), so this proves the
lemma. �

We are now prepared to prove Theorem 5.1.

Proof of Theorem 5.1. Let KX , IX , KY , IY denote the kernel and image of cX
Q

and cY
Q

, and let kX , iX , kY , iY denote their dimensions over Q. Pullback induces
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an isomorphism between H 1(X,Q) and H 1(Y,Q) by Lemma 5.6, and see from
equation (4) that π∗(IX) = IY . Therefore we have the following equalities:

kX + iX = dimQ

∧2
H 1(X,Q)

= dimQ

∧2
H 1(Y,Q)

= kY + iY .

In other words,

iX − iY = kY − kX. (6)

Moreover, the proof of Lemma 5.6 implies that iX = iY if ω /∈ IX and iX = iY + 1
if ω ∈ IX . We conclude that the left-hand side of equation (6) equals 1 if and only
if ω ∈ IX . Similarly, equation (4) and Lemma 5.7 imply that the right-hand side
of equation (6) is 1 if and only if the image of z in the maximal two-step nilpotent
quotient of �̃ has infinite order. This proves the theorem. �

We now give an example where Corollary 5.4 applies to prove residual finite-
ness of a lattice in the universal cover of PU(2,1). Let �S < PU(2,1) be the
fundamental group of the Stover surface XS , a smooth compact ball quotient sur-
face first studied in [46] and explored further by Dzambic and Roulleau [17].
In particular, Dzambic and Roulleau proved that the image of the cup product∧2

H 1(XS,Q) → H 2(XS,Q) contains H 1,1(XS,Q) [17, Thm. 5], hence the
canonical class is in the image of the cup product map. Corollary 5.4 then im-
plies that the preimage of �S in the universal cover of PU(2,1), which is the
central extension with Euler class the canonical class, is residually finite. Since
�S is commensurable with both the Cartwright–Steger surface and the Deligne–
Mostow lattice with weights (11,7,2,2,2)/12 (see [46]), Lemma 2.1 allows us
to conclude the following.

Theorem 5.8. Let � < PU(2,1) be either the Deligne–Mostow lattice with

weights (11,7,2,2,2)/12, the fundamental group of the Cartwright–Steger sur-

face, the fundamental group of the Stover surface, or any other lattice in PU(2,1)

commensurable with these. Then the preimage �̃ of � in the universal cover of

PU(2,1) is residually finite.

Remark 5.9. We cannot use Corollary 5.4 to prove Theorem 5.8 for the
Cartwright–Steger surface XCS directly. Since h1,0(XCS) = 1, the image of
the cup product from H 1 to H 2 is the one-dimensional subspace spanned by
δ = α ∧ α for some α ∈ H 1,0(XCS). Then δ ∧ δ = 0, hence δ cannot be a multi-
ple of the canonical class and Corollary 5.4 does not apply. One can show with
Magma (e.g., exactly as in [17, §2]) that the derived subgroup of the maximal
two-step nilpotent quotient of the preimage of π1(XCS) in the universal cover is
finite.

Remark 5.10. Since, as described in Section 2, every finitely generated nilpotent
group has a torsion-free subgroup of finite index, and torsion-free nilpotent groups
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are linear, it is not hard to see that the same holds for an arbitrary finitely generated
nilpotent group using the induced representation. More generally, linearity is a
commensurability invariant of groups. Therefore, if we assume instead throughout
this section that � = π1(X) is linear, then we conclude that �̃ = π1(Y ) is also
linear. Indeed, with notation as in the proof of Lemma 5.7

�̃ → � × Ñ ↪→ GLN1+N2(R)

is a faithful linear representation of �̃. Thus the results in this section hold with
residual finiteness replaced with linearity.

6. Complex Projective Surfaces with the Same Fundamental Group

as a Ball Quotient

The purpose of this section is to prove the following result.

Theorem 6.1. Let M be a smooth complex projective surface such that

π2(M) = {0} and π1(M) is isomorphic to a torsion-free cocompact lattice � in

PU(2,1). Then M is biholomorphic to �\B2.

We start with some basic facts that we will need in the proof.

Lemma 6.2. If M is a smooth complex projective surface such that π1(M) is

isomorphic to a torsion-free cocompact lattice � < PU(2,1), then there is a sur-

jective holomorphic map f : M → �\B2 realizing the isomorphism π1(M) ∼= �.

Proof. Set N = �\B2. Then N is a K(�,1) that realizes � as a Poincaré duality
group of dimension four, and there is a nonconstant continuous map f : M → N

realizing this isomorphism on fundamental groups. Using standard arguments
from the theory of harmonic maps and Siu rigidity [43, Thm. 1], we can assume
that f is harmonic, hence pluriharmonic. Specifically, it follows from [5, Thm.
7.2(b)] that there are three possibilities:

1. f (M) is a closed geodesic on N ;
2. there is a Riemann surface C so that f factors as the composition

M
φ

f

C

ψ

N

where φ : M → C is a surjective holomorphic map and ψ : C → N is har-
monic;

3. f is surjective and holomorphic (or conjugate holomorphic, which can safely
be ignored by a change of complex structure).

However, the first two cases are impossible. Indeed, in each case the isomorphism
f∗ : �

∼−→ � would factor through a surjective homomorphism onto a group of
cohomological dimension at most two, which is absurd since � has cohomologi-
cal dimension four. This proves the lemma. �
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Proposition 6.3. Suppose that M is a smooth complex projective surface with

π1(M) isomorphic to a torsion-free cocompact lattice � < PU(2,1). Then the

universal cover M̃ of M is holomorphically convex.

Proof. This follows directly from work of Katzarkov and Ramachandran [28,
Thm. 1.2], since � is one-ended and the natural inclusion of � into PGL3(C)

is Zariski dense. More generally, the Shafarevich conjecture is known for smooth
projective varieties with linear fundamental group by more recent work of Eyssi-
dieux, Katzarkov, Pantev, and Ramachandran [18]. �

Remark 6.4. We sketch an elementary proof of Proposition 6.3. Suppose that
f : M → N is the holomorphic map from Lemma 6.2. Consider the dia-
gram

M̃
f̃

πM

B2

πN

M
f

N

where M̃ is the universal cover of M and f̃ is an f∗-equivariant lift of f to
the universal covers, where f∗ : π1(M) → � is the induced homomorphism and
π(M),� act by covering transformations. Since B2 is holomorphically convex,
to prove that M̃ is holomorphically convex it suffices to show that f̃ is proper.
However, properness of f̃ is an easy consequence of the fact that f∗ is an iso-
morphism and compactness of M,N . In more detail, using these facts it is easy
to show the following.

Key Claim: For every y0 ∈ N and ỹ0 ∈ π−1
N (y0) ⊂ B2, the map

πM : f̃ −1(ỹ0) −→ f −1(y0)

is a homeomorphism.
This shows that f̃ -preimages of points are compact. A slight variation of the

argument gives that f̃ -preimages of sufficiently small closed disks are compact,
from which properness follows easily.

Proof of Theorem 6.1. With the notation established earlier in this section, since
M̃ is simply connected and π2(M̃) = 0, standard topological arguments show that
M is aspherical if and only if H3(M̃,Z) = 0. Consider the Cartan–Remmert re-
duction p : M̃ → Y of the holomorphically convex space M̃ . A priori, the Stein
space Y could be one- or two-dimensional. Since f̃ is surjective and factors
through p, the composition

M̃ → Y → B2 (7)

implies that Y admits a surjective map to B2, hence Y is two-dimensional.
This means that p : M̃ → Y contracts a collection of disjoint compact, con-

nected complex curves in M̃ (the maximal compact, connected subvarieties of
M̃) to a discrete set of points in Y . From this it follows that Hi(M̃,Z) ∼= Hi(Y,Z)
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for i > 2. Since Y is a Stein space, the latter cohomology groups vanish (see [2],
p. 500 and 508–509 for more details). In particular, H3(M̃,Z) = 0 as desired. It
follows that the map f : M → N is a homotopy equivalence, and consequently it
follows easily that f is biholomorphic; see [43, Thm. 8]. �

Remark 6.5. The hypothesis of Theorem 6.1 can be weakened to only assume
that π2(M) is finite, since Gurjar proved that π2(M) is torsion-free when M̃ is
holomorphically convex [23, Thm. 1].

Remark 6.6. The proof of Theorem 6.1 suggests that there should be a wide
class of algebraic surfaces X for which π2(X) = 0 implies that X is aspherical. A
careful look at the proof shows that this is the case under the hypothesis that the
universal cover X̃ is holomorphically convex and its Cartan–Remmert reduction
is two-dimensional. It then looks like the Shafarevich conjecture comes into play,
and perhaps finding nonaspherical surfaces X with π2(X) = 0 would produce
a counterexample to the Shafarevich conjecture. However this is not the case.
Pierre Py informed us of the following unpublished result of Thomas Delzant and
explained the simple and elegant proof.

Theorem 6.7 (Delzant). Let X be a compact Kähler surface and assume that

π1(X) is not commensurable to a surface group. Then X is aspherical if and only

if π2(X) = 0.

Sketch of Proof. Let X̃ be the universal cover of X. If

π2(X) = H2(X̃,Z) = 0,

then, applying the Hurewicz theorem, X is aspherical if and only if H3(X̃,Z) is
zero. Since X̃ is homotopically a 3-complex, this is equivalent to the triviality of
H3(X̃,R), so suppose H3(X̃,R) �= 0. By duality, the compactly supported coho-
mology H 1

c (X̃,R) is nontrivial, which in turn implies that the one-dimensional
L2 cohomology H 1

(2)(X̃) is nontrivial. By a celebrated theorem of Gromov [22],
this implies that π1(X) is commensurable with a surface group. �

7. Realizing Central Extensions

Fix d ≥ 2 and suppose that N = �\B2 is a smooth compact ball quotient. Our
goal is to construct a smooth projective surface M with fundamental group that
fits into a central exact sequence

1 −→ Z/d −→ π1(M) −→ � −→ 1. (8)

The known constructions all appear to be roughly equivalent to an “extraction
of roots”, where M is a branched cover of N . We now explain one variant of
“extraction of roots”, sketched in [1, Ex. 8.15]. We begin by describing some
auxiliary objects and establishing notation.
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Figure 1 P(V1 ⊕ V2) = U � P(V1) � P(V2)

7.1. The Projective Space of a Direct Sum

If V is a complex vector space and v ∈ V,v �= 0, [v] ∈ P(V ) denotes the line
determined by v. If V1,V2 are complex vector spaces, v1 ∈ V1, v2 ∈ V2, v1 and v2

not both 0, we write simply [v1, v2] for the element [(v1, v2)] ∈ P(V1 ⊕ V2). The
case of interest for us will be V1 ∼= V2 ∼= C3.

Consider P(V1) and P(V2) as subsets of P(V1 ⊕ V2) in the standard way

[v1] �→ [v1,0] [v2] �→ [0, v2]

and the general element of P(V1 ⊕ V2) is therefore of the form [v1, v2] with
v1 ∈ V1, v2 ∈ V2, not both 0, thus presenting P(V1 ⊕ V2) as a “join” of P(V1)

and P(V2).
If we set

U = {[v1, v2] ∈ P(V1 ⊕ V2) : v1 �= 0 and v2 �= 0},

then we have a decomposition

P(V1 ⊕ V2) = U � P(V1) � P(V2)

that we can visualize as in Figure 1.
This determines a fibration

C∗ U [v1, v2]

P(V1) × P(V2) ([v1], [v2])

(9)

where the fiber over ([v1], [v2]), which we denote by 〈[v1], [v2]〉, is

〈[v1], [v2]〉 = {[λv1,μv2] : λ,μ ∈C∗}, (10)

in other words, the projective line joining the points [v1,0], [0, v2], with these
two points removed. This is isomorphic to (C∗ × C∗)/diagonal which is in turn
isomorphic to C∗, but in more than one way since 0 and ∞ can be interchanged.
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To describe this fibration in terms of familiar line bundles, let

Lj P(Vj ) × Vj

P(Vj )

be the tautological line bundles, j = 1,2. Now, let Lj be the pullback of Lj to
P(V1) ×P(V2) under the projection to P(Vj ). Letting L−1 denote the inverse of a
line bundle and L∗ the line bundle minus its zero section, we have identifications

U = (L1 ⊗L−1
2 )∗ = (L−1

1 ⊗L2)
∗, (11)

which one can see directly in coordinates from the calculation

[λv1,μv2] =
[
v1,

μ

λ
v2

]
=

[
λ

μ
v1, v2

]

for [vj ] ∈ P(Vj ) and λ,μ �= 0. Specifically, the first equality identifies the point
[λv1,μv2] over ([v1], [v2]) with the graph of the linear map

(
v1 �→

μ

λ
v2

)
∈ Hom(L1,L2) ∼= L−1

1 ⊗L2,

and similarly with the second identification.

7.2. Finite Maps to PN

This section refines the well-known connection between very ample line bundles
and maps to projective spaces. Critical for our purposes is that one can produce a
finite map, and we include the proof of this fact for completeness.

Lemma 7.1. Suppose that X is an n-dimensional smooth projective variety and

η ∈ H 2(X,Z) is the first Chern class of a very ample line bundle on X. Then there

exists a finite map

α : X −→ Pn

so that α∗([H ]) = η, where [H ] ∈ H 2(Pn,Z) is the Poincaré dual to a hyper-

plane.

Proof. Let α0 : X → PN , N > n, be an embedding of X in PN determined by
a basis for the space of global sections of the very ample line bundle. Then
α∗

0([H0]) = η, where [H0] ∈ H 2(PN ,Z) is the hyperplane class. See [21, §1.4]
for a standard reference.

Now, choose p0 ∈ PN so that p0 /∈ α0(X) and the generic hyperplane
H0 ⊂ PN though p0 is transverse to α0(X). Then α−1

0 (H0) is Poincaré dual to
α∗

0([H0]) = η. Let

π0 : PN � {p0} −→ PN−1
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be projection centered at p0 and α1 = π0 ◦α0. Then, by construction, α1 is a finite
map. Since π−1

0 determines a correspondence between hyperplanes in PN−1 and
hyperplanes in PN through p0, we have that

α−1
1 (H1) = α−1

0 (H0)

for all hyperplanes H1 ⊂ PN−1, where H0 = π−1
0 (H1). Thus, for a general

H1 ⊂ PN−1, we see that α−1
1 (H1) is Poincaré dual to η, that is, α∗

1([H1]) = η.
We now iterate this procedure to obtain αj : X → PN−j . As long as N −j > n,

we can find a point pj /∈ αj (X) that allows us to construct αj+1. Note that the
composition of finite maps is finite, so each αj is a finite map. This ends with
α = αN−n : X → Pn, which is the desired map. �

7.3. The Construction of M

We now build the smooth projective surface M described at the beginning of this
section. Let N = �\B2 be a smooth compact ball quotient. Fix a very ample line
bundle on N , for example, an appropriate power of the canonical bundle, and let

α : N → P2

be the map provided by Lemma 7.1. If H denotes a generic hyperplane on P2, then
α∗([H ]) is the first Chern class of our chosen very ample line bundle. Finally, let

C∗ Z

N

denote the C∗ bundle over N obtained by removing the zero section from the
total space of our chosen very ample line bundle, and set �̃ = π1(Z). Note that
the element of H 2(�,Z) ∼= H 2(N,Z) associated with realizing �̃ as a central
extension of � by Z is the same as the first Chern class of our line bundle.

Fix d ≥ 2, and let β : P2 → P2 be the d th power map

[x0 : x1 : x2] �→ [xd
0 : xd

1 : xd
2 ]. (12)

Note that β∗([H ]) = d[H ], and that β is a (Z/d)2 branched cover. From Sec-
tion 7.1, we have the fibration

V
F

U P5

N × P2 α×β
P2 × P2

(13)

where V is the pullback to N × P2 of the C∗ bundle U over P2 × P2. More
precisely,

V = {(x, y,u) : x ∈ N,y ∈ P2, u ∈ 〈α(x),β(y)〉}, (14)
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where 〈α(x),β(y)〉 is as defined in equation (10) and

F(x, y,u) = u (15)

for (x, y,u) ∈ V .
The following theorem is a very special case of a theorem of Goresky and

McPherson [20, Thm. II.1.1].

Theorem 7.2. Let V be a smooth algebraic variety and f : V → PN be an

algebraic map with finite fibers. If � ⊂ PN is a generic linear subspace, then

πi(V ,f −1(�)) = 0 for i ≤ dim(�).

We will apply Theorem 7.2 to our F : V → U ⊂ P5 defined in equation (13) and
� ⊂ U a generic P2. First, observe that any 2-dimensional projective subspace

� ⊂ U ⊂ P5

is disjoint from P(V1) and P(V2). Consequently, it is the graph of a linear isomor-
phism A : V1 → V2, that is,

� = {[v1,Av1] : v1 ∈ V1}.

We now describe F−1(�) more precisely.
To find F−1(�), note that for any (x, y) ∈ N × P2, 〈α(x),β(y)〉 ∼= C∗ can

meet � in at most one point. Indeed, otherwise 〈α(x),β(y)〉 ⊂ �, and � would
then contain the points in each of P(V1) and P(V2) contained in the closure of
〈α(x),β(y)〉, contradicting the fact that � ⊂ U .

Moreover, 〈α(x),β(y)〉 ∩ � �= ∅ if and only if there exist α̃(x) ∈ V1 and
β̃(y) ∈ V2 in the lines α(x) ∈ P(V1) and β(y) ∈ P(V2), respectively, such
that β̃(y) = Aα̃(x). This is the same as saying that β(y) = Aα(x), where
A : P(V1) �→ P(V2) is the map of projective spaces induced by A. This is more-
over equivalent to saying α(x) = A−1β(y). In other words, if we define

M = {(x, y) ∈ N × P2 : β(y) = Aα(x)}

= {(x, y) ∈ N × P2 : α(x) = A−1β(y)}, (16)

we have seen that 〈α(x),β(y)〉 ∩ � �= ∅ if and only if (x, y) ∈ M . Conversely, if
(x, y) ∈ M , then there exists a unique point u(x, y) contained in 〈α(x),β(y)〉∩�.

Therefore,

F−1(�) = {(x, y,u(x, y)) ∈ V : (x, y) ∈ M} = M̂

and F−1(�) ⊂ V . From now on we denote F−1(�) by M̂ , which is the image of
a section over M of the C∗-bundle V → N × P2 of equation (13). In particular,
M̂ is biholomorphic to M . In terms of the diagram in equation (13), M and M̂ fit
as

M̂ = F−1(�) V
F

U P5

M N × P2 α×β
P2 × P2

(17)
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where the left-most vertical arrow is a biholomorphism. Note that �, M , and M̂

depend on the linear isomorphism A : V1 → V2.

Lemma 7.3. With the notation established previously in this section, given a

generic linear isomorphism A : V1 → V2, the complex surface M̂ = F−1(�) ⊂
V and its projection M ⊂ N × P2 defined in equation (16) are biholomorphic

smooth projective varieties. Further, M can be described as a fiber product by

either of the diagrams

M P(V2)

A−1β

M P(V2)

β

N
α

P(V1) N
Aα

P(V2)

in which the vertical maps are (Z/d)2-branched covers.

Proof. We already proved that M̂ = F−1(�) ⊂ V projects to M ⊂ N × P2 as in
the diagram from equation (17) and that M̂ is the image of a section over M of
the bundle V → N × P2, hence the projection is biholomorphic. By its definition
from equation (16), M is a closed subvariety of the projective variety N × P2,
hence it is projective and the squares are fiber-squares. Since β is a branched
(Z/d)2-cover by equation (12), so are the other vertical maps.

So far, the above is true for any A. It remains to prove that, for generic A, M

is a smooth subvariety of N × P2. To see this, the map

GL3(C) × N × P2 −→ N × P2 × P2,

(A,x, y)
f�−→ (x,Aα(x), y)

is a submersion. By Sard’s theorem, the map fA(x, y) = (x,Aα(x), y) is trans-
verse to the submanifold

Y = {(x,β(y), y) : x ∈ N,y ∈ P2} ⊂ N × P2 × P2

for almost every A ∈ GL3(C). Then fA(N × P2) ∩ Y is precisely the above fiber
product associated with the given choice of A, hence we see that the fiber product
is a manifold for almost every choice of A. Said otherwise, M is a manifold for
almost every �. This completes the proof. �

We now show that π1(M) fits into the desired central exact sequence involving �.
We will also compute π2(M) under the hypothesis that π1(M) is residually finite,
which we will use to show that M is not a modification of a ball quotient, that
is, that it cannot be obtained from a ball quotient by a sequence of blowups and
blowdowns.

Theorem 7.4. With the notation established previously in this section, the smooth

projective surface M has the following properties.

1. The fundamental group of M fits into a central exact sequence

1 −→ Z/d −→ π1(M) −→ � −→ 1. (18)
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2. The exact sequence in equation (18) is the reduction modulo d of the central

exact sequence

1 −→ Z −→ �̃ −→ � −→ 1 (19)

for the fundamental group �̃ of Z.
3. If π1(M) is residually finite, then π2(M) �= {0}.

Proof of Parts 1 and 2 of Theorem 7.4. Since α and β are both finite maps and
F : V → U is a bundle map (that is an isomorphism on the fibers of the fibrations
in equation (13)), it follows that the map F : V → U ⊂ P5 has finite fibers. Thus
Theorem 7.2 applies and gives us πi(V , M̂) = 0 for i ≤ 2. The homotopy exact
sequence

then implies that M̂ is connected, π1(M̂) ∼= π1(V ), and π2(M̂) maps onto π2(V ).
In the last three statements, we can replace M̂ by M , since they are biholomor-

phic by Lemma 7.3. We therefore want to compute the homotopy groups of V .
Considering V as a C∗ fibration over N × P2, we have the exact sequence

Once we understand the map π2(P2) → π1(C∗), computing πi(V ) for i ≤ 2 will
be direct.

For fixed y ∈ N and z ∈ P2, F restricts to fibrations isomorphic to

C∗ (α∗L−1
1 )∗ C∗ (β∗L−1

2 )∗

N × {z} {y} × P2

To simplify notation, let L1 and L2 denote the total spaces of these C∗ bundles
over N × {z} and {y} × P2, respectively. Since β∗L2 is the line bundle OP2(−d)

by construction, L2 is OP2(d) minus its zero section. Since π2(C∗) = {0}, we
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have homomorphisms of exact sequences

(20)

where the bottom row is the standard homotopy exact sequence for the comple-
ment of the zero section in OP2(d).

Following the blue portion of equation (20), we see that π1(V ) fits into the
exact sequence

1 −→ Z/d −→ π1(V ) −→ � −→ 1. (21)

From the orange portion, we see that equation (21) is the reduction modulo d of
the exact sequence

1 −→ Z −→ π1(L1) −→ � −→ 1 (22)

for the fundamental group of the total space of the line bundle over N with first
Chern class η minus its zero section. Since π1(V ) ∼= π1(M), this proves parts 1
and 2 of the theorem. �

Remark 7.5. The previous argument shows that π2(M) surjects π2(V ), but that
π2(V ) is trivial. Thus we cannot conclude directly from V that π2(M) is nontriv-
ial.

We can now simultaneously prove part 3 of Theorem 7.4 and Theorem 1.4. First,
the M in part 1 of Theorem 7.4 gives us the M(�,d) of Theorem 1.4, thus prov-
ing the first part of Theorem 1.4 except for the statement about π2. Next, if
�d = π1(M) is residually finite, then Lemma 2.2 gives us the subgroup � ⊂ �

and the section s : � → �d , thus proving the second part of Theorem 1.4.
To prove the remaining statements in both theorems, note that if �d = π1(M)

is residually finite, then there are finite étale covers M ′ → M and N ′ → N

such that the finite map f : M → N defined by the fibre squares in the state-
ment of Lemma 7.3 lifts to a map f̂ : M ′ → N ′ that induces an isomorphism
on fundamental groups. These are the covers corresponding to the subgroups
s(�) ⊂ �d = π1(M) and � ⊂ � = π1(N) respectively.

Note that π2(M
′) ∼= π2(M). If π2(M) was zero, then Theorem 6.1 implies that

M ′ is a ball quotient, so in particular it is aspherical. The map f̂ : M ′ → N induc-
ing an isomorphism of fundamental groups would then be a homotopy equiva-
lence, in particular have degree ±1. However, if M ′′ is the cover of M associated
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with the subgroup π−1
d (�) ⊂ �d , isomorphic to Z/d × s(�) containing s(�)

(with πd : Gd → G the covering), we obtain a diagram of maps

M
degd2

N

M ′′ N ′

M ′

d-to-1
f̂

This shows that f̂ : M ′ → N has degree d3 > 1, contradicting the previous cal-
culation of this degree. This contradiction implies that π2(M) must be nontrivial
(in fact infinite by Remark 6.5), completing the proof of both theorems except for
the statement that M ′ is not birational to any ball quotient.

Suppose that Z is a compact, smooth quotient of B2. Observe that Z has no
rational curves, that is, every holomorphic map P1 → Z is constant. Note that the
same is true for M ′ because, by construction, M ′ has a finite map to a ball quotient
N . We use the following fact (see [32, Thm. VI.1.9.3]).

Lemma 7.6. Suppose that X,Y are smooth projective varieties, suppose that Y

has no rational curves and that f : X ��� Y is a rational map. Then f is every-

where defined.

Finally, suppose that f : M ′
���Z is a birational map. Applying Lemma 7.6 to f

and f −1, we see that they are both everywhere defined, so f is biholomorphic,
which is impossible. Thus M ′ and Z cannot be birational. This completes the
proofs of part 3 of Theorem 7.4 and Theorem 1.4.

To give a concrete example of how one can use the methods of this section, we
now prove Theorem 1.5.

Proof of Theorem 1.5. Let � be the fundamental group of a fake projective plane
X whose canonical bundle KX is divisible by three. The case d = 3 of Theo-
rem 7.4 applied to the preimage �̃ of � in the universal cover of PU(2,1) pro-
vides a smooth complex surface S whose fundamental group is the central Z/3
extension of � isomorphic to the preimage of � in SU(2,1). Our assumption on
KX implies that this lift splits, so π1(S) ∼= Z/3 × � (e.g., see [31, §8.9]).

It follows that there is a degree 3 étale cover S′ → S with fundamental group
�. By construction, S′ admits a degree 9 map onto X, hence there is a degree 27
map from S′ to X. Arguing as in the proof of part 3 of Theorem 7.4, this implies
that S′ cannot be a modification of X. Thus S′ is the desired surface. �

Remark 7.7. We briefly explain how one can determine the Chern numbers of
the surfaces in Theorem 1.5. Let X be a fake projective plane such that KX is
divisible by 3. We need to replace KX with a very ample line bundle with the
same first Chern class as KX modulo 3. Using Reider’s theorem as in [8, Thm.
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2.1], one easily sees that nKX is very ample for all n ≥ 3, and it has the same
Chern class modulo 3 as KX , since KX is divisible by 3. In fact, Catanese and
Keum prove that one can take 2KX for many fake projective planes [8, Thm. 1.1].

Proceeding with our construction, we take Sn to be the surface with funda-
mental group π1(X) ×Z/3 built above. The construction of Sn as a fiber product
implies that it is the (Z/3)2 branched cover of X over three general members
D1,D2,D3 of the linear system |nKX|. Note that “general” here is only needed
to ensure that the triple intersection is empty. We compute the genus of Dj by
adjunction

2(g − 1) = KXDj + D2
j

= nK2
X + n2K2

X

= 9n(n + 1).

Each Dj meets another of the curves Dk in DjDk = 9n2 points, hence each Dj

contains 18n2 singular points, and there are 27n2 singular points in total.
Branching of Sn → X has order 3 over each nonsingular point of Dj and order

9 over the singular points. For example, following [3, p. 16–17], we can then
compute the Chern numbers of Sn by:

c2
1(Sn) = 9

(
KX + 3

(
1 −

1

3

)
nKX

)2

= 27((2n + 1)KX)2

= 243(2n + 1)2

c2(Sn) = 9

(
3 − 3

(
1 −

1

3

)
(−9n(n + 1) − 18n2) − 27n2

(
1 −

1

9

))

= 81(10n2 + 6n + 1)

Now, let S′
n be the étale Z/3 cover of Sn with π1(S

′
n)

∼= π1(X) < π1(Sn). Note that
the Chern numbers of S′

n are three times those of Sn. This determines a sequence
of surfaces S′

n, n ≥ 1, where S′
1 = X, maybe S′

2 is not defined if 2KX is not very
ample, and for n �= 1 we have

c2
1(S

′
n)/c2(S

′
n) =

3(2n + 1)2

10n2 + 6n + 1
n→∞−→

6

5
.

Note that Troncoso and Urzúa [54] produce examples of surfaces Yα with
π1(Yα) ∼= π1(X) and c2

1(Yα)/c2(Yα) dense in [1,3], whereas we only obtain the
limit point 1.2.

8. Examples

This section provides the examples necessary to complete the proof of Theo-
rem 1.1 using presentations of preimages in the universal cover. In particular,
we use the method developed in Section 4. Supplemental Mathematica files are
available on the first author’s website for readers interested in verifying some of
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Figure 2 A visualization of P(1,2,3).

the calculations that follow. Our examples are all commensurable with the lattices
constructed by Deligne and Mostow [14; 37]. Throughout this section, ζn will
denote a primitive nth root of unity.

We study Deligne–Mostow lattices � < PU(2,1) for which the underlying
space for the orbifold �\B2 is the weighted projective space P(1,2,3), that is,
the quotient of P2 by the natural action of S3 by coordinate permutations. A basic
reference for the underlying spaces for Deligne–Mostow orbifolds is [30, Thm.
4.1]; in their notation, we are interested in the cases where Q(μ) is P2 and μ has
symmetry group S3.

We begin with some basics on a standard presentation for these lattices based
on the topology of P(1,2,3). If [x1 : x2 : x3] denotes homogeneous coordinates
on P2, let A be the image on P(1,2,3) of the lines xi = xj and B denote the
images of the coordinate lines xi = 0. Then A and B are tangent at one point,
intersect transversally at another, B has a cusp singularity, there is a singularity of
P(1,2,3) of type A1 on A, and a singularity of type A2 that lies on neither A or
B . See Figure 2 for a visualization.

Consider the loops b, u, and v around A and B pictured in Figure 2. One can
show that

π1(P(1,2,3)� {A,B}) = 〈b,u, v | br2(b, v),br3(b,u),br4(u, v), (buv)3〉,
where brm(a, b) denotes the braid relation of length m:

brm(a, b) =
{

ab · · ·ab = ba · · ·ba m even

ab · · ·ba = ba · · ·ab m odd
(23)

It follows from standard facts about orbifolds and the procedure described in [14;
37] for computing orbifold weights that we obtain the presentation

� = 〈b,u, v | br1 , ur1 , vr2 ,br2(b, v),br3(b,u),br4(u, v), (buv)3〉,
where r1 and r2 are computed directly from the set of weights μ.

At the two crossings between A and B , as well as at the singularity of B , the
local orbifold group is then a complex reflection group

p[m]q = 〈a, b | ap, bq ,brm(ab)〉
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generated by complex reflections of order p and q . When p[m]q is finite (i.e., it
is spherical), it admits a standard representation to U(2) where det(a) = ζp and
det(b) = ζq , each with eigenvalues 1 and ζr for r = p,q . See [11, §9.8]. When
p[m]q is infinite, it is Euclidean and the associated point of P(1,2,3) is a cusp
point of the complex hyperbolic orbifold, that is, �\B2 is the complement of the
cusp points in P(1,2,3).

Example 1 ((5,4,1,1,1)/6 (nonuniform, arithmetic)). This example is noncom-
pact, arithmetic, and commensurable with the Picard modular group over the field
Q(ζ3). The curve A in Figure 2 has orbifold weight 6 and the curve B has weight
3. The point of tangency between A and B is a cusp with Euclidean cusp group
3[4]6. See the appendix to [49] for more on the orbifold structure and details
concerning the computations that follow.

Our presentation is:

� = 〈b,u, v | b3, u3, v6,br2(b, v),br3(b,u),br4(u, v), (buv)3〉.

With respect to the standard hermitian form h in Section 3.2, we can choose gen-
erators for � < PU(2,1) with the following representatives in U(2,1):

b0 �→

⎛
⎝

1 0 −1/
√

−3
0 ζ 5

6 0√
−3 0 0

⎞
⎠ u0 �→

⎛
⎝

ζ 5
6 0 0√
−3 ζ6 0√
−3

√
−3 ζ 5

6

⎞
⎠

v0 �→

⎛
⎝

ζ6 0 0
0 ζ3 0
0 0 ζ6

⎞
⎠

Scaling these matrices by the cube root of their determinant, we obtain elements
b̂, û, v̂ ∈ SU(2,1) that generate the preimage �̂ of � in SU(2,1).

Our generators in SU(2,1) satisfy the relations

b̂3 = û3 = v̂6 = ẑ2

(̂bûv̂)3 = Id

where ẑ = ζ3Id is the standard generator for the center of SU(2,1). Moreover, one
checks that br2(̂b, v̂), br3(̂b, û), br4(̂u, v̂) all hold. The relations in this paragraph
give a presentation for �̂.

Now, using the methods developed in Section 4, we can fix lifts b, u, and v

of our generators of � to the universal cover G̃ of SU(2,1) and use computa-
tional software to compute the associated lift of each relation. For example, see
Figures 3–5 for a graphical representation produced in Mathematica of the pro-
jection to C � {0} as in Section 4 of the loop in SU(2,1) given by the relation
b̂9 = Id with b̂3 a generator for the center of SU(2,1). Working through the lift of
each relation, we obtain the following.
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Figure 3 Lifting b̂ starts turning clockwise from 1 ∈C� {0}.

Figure 4 The path for the lift of b̂3 ends at e4πi/3, so b̂3 lifts to z−1.

Theorem 8.1. Let � < PU(2,1) be the Deligne–Mostow lattice with weights

(5,4,1,1,1)/6. The preimage �̃ of � in the universal cover G̃ has presentation

〈b,u, v, z | b3z,u3z, v6z,br2(b, v),br3(b,u),br4(u, v), (buv)3z3〉,

where z is a lift to G̃ of a generator for the center of SU(2,1) and hence z3

denotes a generator for π1(SU(2,1)).
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Figure 5 A full clockwise rotation at b̂9 = Id.

We now explain how one proves that �̃ is residually finite. We exploit the sub-
group of index 72 associated with the ball quotient manifold constructed by Hirze-
bruch [27]. Briefly, this is the fundamental group of one of the five ball quotient
manifolds of Euler number 1 that admit a smooth toroidal compactification [45;
16]. See [47; 15] for more on the geometry of this manifold and further applica-
tions to our understanding of the structure of ball quotients and their fundamental
groups.

Let � < � be the fundamental group of Hirzebruch’s ball quotient. See [49,
Prop. A.8] for details concerning how one can find �, say in Magma, as a normal
subgroup of � with index 72. Let �̃ be the preimage of � in �̃, N be the max-
imal two-step nilpotent quotient of �, and Ñ be the maximal two-step nilpotent
quotient of �̃ (recall that this is the quotient of �̃ by the second term of its lower
central series). Using Magma, we see that there are exact sequences

1 −→ Z3 −→N −→ Z4 −→ 1

1 −→ Z4 −→ Ñ −→ Z4 −→ 1

and that z ∈ �̃ maps to an infinite order element of the derived subgroup of Ñ .
Corollary 2.5 then implies that �̃ is residually finite, hence Lemma 2.1 gives the
following.

Theorem 8.2. Let � < PU(2,1) be any lattice commensurable with the Picard

modular group over the field Q(ζ3) and �̃ be its preimage in the universal cover

of PU(2,1). Then �̃ is residually finite and linear.

Lattices that fall under the umbrella of Theorem 8.2 include the Deligne–Mostow
lattices with weights (2,1,1,1,1)/3, (5,4,1,1,1)/6, and seven others. It also
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covers the fundamental group of Hirzebruch’s ball quotient and in fact every min-
imal volume complex hyperbolic 2-manifold that admits a smooth toroidal com-
pactification [16].

Example 2 ((11,7,2,2,2)/12 (uniform, arithmetic)). This example is already cov-
ered by Theorem 5.8, and the details from this perspective are very similar to the
previous example, so we are somewhat terse. We include it here because these
methods give some more precise information about the relationships between the
two-step nilpotent quotients of the fundamental group of the Stover surface and
the associated central extension. For this example, the curve A has orbifold weight
4 and B again has weight 3.

For the hermitian form with matrix⎛
⎝

1 +
√

3 −1 0
−1 −1 +

√
3 0

0 0 −1

⎞
⎠ ,

we can choose the following representatives in U(2,1) for the generators:

b0 =

⎛
⎝

1 0 0

( 3
2 +

√
3) − (1 +

√
3

2 )i 1
2 (−1 + i)(1 +

√
3) − i

2 (2 − i +
√

3)
1
2 (1 + i)(1 +

√
3) −1 − i 1

2 (2 − i +
√

3)

⎞
⎠

u0 =

⎛
⎝

1
2 (1 + i)(1 +

√
−3) 1 −

√
3+i
2 0

i
2 (2 + i +

√
3) 1

2 (
√

3 − i) 0
0 0 1

⎞
⎠

v0 =

⎛
⎝

i 0 0
1
2 (−1 + i)(1 +

√
3) 1 0

0 0 1

⎞
⎠

To obtain elements of U(2,1) with respect to the standard hermitian form used in
Section 3.2, we conjugate by the matrix

⎛
⎜⎜⎜⎝

√
1
2 (1 +

√
3) − 1

2

√
−1 +

√
3 − 1√

2
0 1√

1+
√

3
0

√
1
2 (1 +

√
3) − 1

2

√
−1 +

√
3 1√

2

⎞
⎟⎟⎟⎠

and then scale by det1/3 to obtain elements b̂, û, v̂ ∈ SU(2,1) with respect to
our standard hermitian form. Similarly to the previous example, we obtain the
following.

Theorem 8.3. Let � < PU(2,1) be the Deligne–Mostow lattice with weights

(11,7,2,2,2)/12. The preimage �̃ of � in the universal cover G̃ has presentation

〈b,u, v, z | b3z,u3z, v4z,br2(b, v),br3(b,u),br4(u, v), (buv)3z3〉,

where z is a lift to G̃ of a generator for the center of SU(2,1) and hence z3

denotes a generator for π1(SU(2,1)).
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Remark 8.4. One can reinterpret Theorems 8.1 and 8.3 as follows. With q equal
to 6 or 4, respectively, �̃ is generated by the natural preimages in G̃ of the finite
complex reflection subgroups

3[2]q = 〈b, v〉, 3[3]3 = 〈b,u〉, 3[4]q = 〈u,v〉

of PU(2,1), subject to the relation that (buv)3 is a generator for π1(SU(2,1)).
Here b,u, v denote generators in PU(2,1) and b,u, v are lifts to the universal
cover.

Using Theorem 8.3, we now give a second proof of Theorem 5.8.

Second Proof of Theorem 5.8. Consider the fundamental group of the Stover sur-
face, which is the congruence subgroup � ≤ � of prime level dividing 3 (see [46;
17]). This is a normal subgroup of index 18144 for which the preimage of � in
SU(2,1) splits, that is, is isomorphic to � ×Z/3.

Considering � as a torsion-free lattice in SU(2,1), we have a preimage �̃ < G̃

of � of the form

1 −→ 〈z3〉 −→ �̃ −→ � −→ 1

with �̃ a subgroup of index 54432 in �̃ and, as with the previous example, z3 is
a generator for π1(SU(2,1)). Using Magma, one can compute the maximal two-
step nilpotent quotients N and Ñ of � and �̃, respectively. These fit into exact
sequences:

1 −→ Z/4 ×Z28 −→ N −→ Z14 −→ 1

1 −→ Z29 −→ Ñ −→ Z14 −→ 1

Then 〈z3〉 ∼= Z maps injectively to Ñ and is generated by the 4th power of a
certain primitive element of Z29. As in previous examples, Corollary 2.5 implies
that �̃ is residually finite and Lemma 2.1 completes the proof of the theorem. �
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