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ANALYSIS AND OPTIMIZATION OF CERTAIN PARALLEL MONTE
CARLO METHODS IN THE LOW TEMPERATURE LIMIT*
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Abstract. Metastability is a formidable challenge to Markov chain Monte Carlo methods. In
this paper we present methods for algorithm design to meet this challenge. The design problem we
consider is temperature selection for the infinite swapping scheme, which is the limit of the widely
used parallel tempering scheme obtained when the swap rate tends to infinity. We use a recently
developed tool for the analysis of the empirical measure of a small noise diffusion to transform the
variance reduction problem into an explicit optimization problem. Our first analysis of the opti-
mization problem is in the setting of a double-well model, and it shows that the optimal selection
of temperature ratios is a geometric sequence except possibly the highest temperature. In the same
setting we identify two different sources of variance reduction and show how their competition de-
termines the optimal highest temperature. In the general multiwell setting we prove that the same
geometric sequence of temperature ratios as in the two-well case is always nearly optimal, with a
performance gap that decays geometrically in the number of temperatures.
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1. Introduction. Monte Carlo methods are among the most general purpose
stochastic simulation methods currently available. However, rare events present a
particular challenge for the design of efficient Monte Carlo methods. There is a
relatively long history of the use of large deviation ideas in the design of algorithms
for estimating probabilities of single rare events [6, 12], since large deviation results
can be used to determine how the rare events are most likely to occur. But less is
known on how to overcome the impact of rare events on Markov chain Monte Carlo
(MCMC).

Parallel tempering (PT) [21, 16], also known as replica ezchange, and a scheme
obtained as a suitable limit and known as infinite swapping (INS) [11] are methods for
accelerating MCMC. They work by coupling reversible Markov chains with different
“temperatures” to enhance the sampling properties of the ensemble. An important
question that remains to be answered is how to choose the temperatures in these
algorithms.

In this paper, we apply recently developed methods for the analysis of the em-
pirical measure of a small noise diffusion to characterize the optimal temperatures in
the low temperature limit, which is the setting where the difficulties caused by rare
events and related metastable behaviors are most severe. The analysis is done for the
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INS scheme, which is itself an optimized limit of parallel tempering, in part because of
this optimality, and also in part because the large deviation properties needed for the
analysis take a simpler form for INS than for PT. However, the conclusions regarding
optimal temperature placements will also be at least approximately valid for parallel
tempering if the swap rate is high enough that it approximates infinite swapping.

In the course of the analysis we are able to identify mechanisms that produce
variance reduction, and we find that it has two sources. As will be discussed in
detail later, one source of improved sampling is the increased mobility obtained by
lowering the maximum energy barriers. A second and less obvious source of variance
reduction is due to certain weights appearing in INS, which play a role reminiscent
of the likelihood ratios that appear in importance sampling (see section 4.2). As it
turns out, it is the weights that are responsible for most of the variance reduction,
and which ultimately determine the proper placement of the temperatures in the low
temperature limit.

The paper is organized as follows. The problem of interest is described in section 2.
Various Monte Carlo methods, including PT and INS, are discussed in section 3, as
are the performance measure we will use to characterize good performance. Section 4
states the main theoretical results of the paper and also includes a discussion of the
mechanisms that produce variance reduction in the accelerated Monte Carlo methods.
The proofs of our main results, Theorems 4.10 and 4.11 are given in sections 5 and 6,
respectively. Moreover, a subsection in section 5 (subsection 5.2) gives examples and
discusses bounds on crucial parameters that appear in Theorem 4.10. The appendix
proves properties of certain zero cost trajectories associated with the INS process.

2. Problem formulation. We are concerned with computing integrals with
respect to a Gibbs measure on the state space R?. The measure takes the form

Ll v
(2.1) pf(dx) = 7e¢ ° dx,
o
where the notation “=” is understood as “is defined as” throughout the paper,

V : R? — R is the potential of a complex physical system, ¢ > 0 is proportional
to a parameter that is interpreted as temperature in physical systems, and the nor-
malization constant Z7 is typically unknown.! As an elementary example, one would
like to estimate z°(A) for a set A C R? which does not contain the global minimum
of V, with 0A regular. Problems of this general sort occur in chemistry, physics,
statistics, Bayesian statistics and elsewhere.

Under proper conditions on V, one can check using detailed balance that p® is
the unique stationary distribution of the diffusion process {X¢(t)}:>0 satisfying the
stochastic differential equation (SDE)

(2.2) dXe (t) = =VV (X (t)) dt + V2edW (t),

where W is a d-dimensional standard Wiener process.
The empirical measure of {X*(¢)};>0 over the time interval [0, 7] is defined by

17
(2.3) ASvT(dx)ZT / Sx= () (d) dt,
0

ITo be precise, in a physical system one would have € = kT, where T is the temperature and
kp is Boltzmann’s constant, but we abuse terminology and simplify notation by referring to € as a
temperature.
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where 6, is the Dirac measure at . The ergodic theorem [3] implies that A\*7 gives
an approximation to u, and strictly speaking it is the use of discrete time analogues
in this context that is known as MCMC, though we will also use the term for the
continuous time model. For the particular problem of approximating p°(A), we have
the estimator

T
(2.4) 05T = A= T (A) = % A La (X (1)) dt.

We think of 915\,% as the most straightforward MCMC estimator of u®(A), and since
we will later introduce more complicated estimators, a subscript (e.g., MC) will be
used to distinguish the different estimators.

In many applications (e.g., chemistry, physics, Bayesian inference, and counting
[18,20]), V(z) is a complicated surface which contains multiple local minima of varying
depths. The diffusion {X¢(¢)};>0 can be trapped within these deep local minima for a
long time before moving out to other parts of the state space, a phenomena sometimes
referred to as metastability [2]. As a result, it requires a very long (exponential in
1/¢) simulation time for A>T to approximate the equilibrium p° when ¢ is small.

Our analysis of the performance of computational approximations for p® will be
based on recently derived large deviation approximations for variances associated with
empirical measures such as (2.4) [13]. Following the convention of [15, Chapter 6], [13]
considers in place of, say, (2.2) a small noise diffusion that takes values in a compact
and connected manifold M C R? of dimension » < d and with smooth boundary
(precise regularity assumptions for M are given on [15, p. 135]). This is also consistent
with how MCMC algorithms for a process such as (2.2) are often implemented. To be
precise one uses periodic boundary conditions with the boundary far removed from
the regions of interest and the potential V' taking a large value on the boundary. For
purposes of mathematics it is more convenient to identify the periodic domain with
a smooth manifold in a space of larger dimension, such as a circle in R? in place
of a one-dimensional periodic domain or a torus in R? for a square with periodic
boundary conditions. However, for ease of discussion we will keep the notation of the
SDE model, but with the understanding that we mean a diffusion process with the
same local characteristics that takes values in the compact space M, with M locally
equivalent to a Euclidean space.

Remark 2.1. In this paper we focus on the problem of computing integrals with
respect to a Gibbs measure on a continuous state space. However, analogous results
for discrete state systems are expected. See [7] for the formulation of infinite swapping
for discrete state Markov process models.

3. Accelerated MCMC. In this section we introduce various alternative es-
timators of u®(A) as in (2.1). Consider an ergodic Markov process {X°(t)}; ¢ M
and suppose that v° € P(M) is the unique stationary distribution of {X¢(¢)};. As an
example, M could be K € N products of the M just introduced. If we define 657 by

.
(3.1) o=T = f/ e (X2 @) dt
T Jo
for a bounded and measurable function f¢: M — R such that

/ 12 (@) v (d7) = p(A),
M
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then by the ergodic theorem [3], =T — 1(A) with probability 1 (w.p.1) as T — oo,
which means one can also consider #=7" as an approximation to u(A). We will consider
several classes of estimators that are of the general form (3.1).

3.1. Passage from parallel tempering to infinite swapping. Parallel tem-
pering is an algorithm used to speed up the sampling of a “slowly converging” Markov
process, i.e., one for which the empirical measure converges slowly to the stationary
distribution. Specifically, the idea of two-temperature parallel tempering is to intro-
duce a higher temperature /o in addition to € with a € (0,1). If Wy and W are
independent Wiener processes, then the empirical measure of the pair

(3.2) { dX§ = —VV(X§)dt +/2edWy,

i
dX5 = —VV(X5)dt + \/2¢/adW,

gives an approximation to the Gibbs measure on R? x R? with density ¢ (z1,z2)
e~ V@) eg=aV(@2)/e for all 1, x5 € RY, where “o” means “is proportional to.” We will
often suppress the argument t of X7, X5, especially when it appears in a wide display,
and later on we will sometimes suppress ¢ for other processes as well. If we allow swaps
between X{ and X3, i.e., X7 and X5 exchange locations with the state-dependent
intensity a (1 A [¢°(x2,21)/1°(21,22)]), where a is a positive constant and known
as the swap rate, then we have a Markov jump-diffusion (X7*, X5'*). Moreover, it
is straightforward to check whether this new particle swapped process still satisfies
detailed balance with respect to ¥°(x1,x2) if this swapping intensity is used, and so
can be used for numerical approximations.

It has been shown that various rates of convergence, such as the large deviation
empirical measure rate [11] and the asymptotic variance, can be optimized by letting
a — oo. This suggests one should consider the limit of (X7 X5'*) as a — oo (the
infinite swapping limit). This cannot be done directly with the particle swapped
process (X7, X5'*) since, as discussed in [11], this process is not tight and hence
does not converge in a meaningful way. An alternative perspective is to consider a
temperature swapped process and approximate ¥°(x1,xs)dx1dz by a corresponding
weighted empirical measure instead (see [11] for details). The advantage of doing so
is that we have a well-defined weak limit process as a — oo, though as noted the
empirical measure is replaced by a weighted analogue. The limit model is as follows.
We define (YF,Ys) as the solution to

(3.3) dYF = =VV(Y¥)dt + \/2ep=(YE, Y5 ) + 2ep=(Ys, YE) [adWr,
’ dYs = —=VV (Y5)dt + \/2ep=>(YE,Ys5) o + 2ep=* (Y5, Yi)dWs

and then define the weighted empirical measure of (Yf,Ys) and its permutation
(Y5, Y7) by

e
CE7T(dm1d1’2):?/; [pg’a(Y157Y2€)6(Y167Y25)(d$1d$2)+p6’a(y2€,Yls)(S(Yés’YlE)(dxldxg)} dt,

where
e~ tlV(z1)+aV (z2)]

e~ V(mHaV(z2)] | o—2[V(z2)+aV (z1)]"

ps,a(xhxg) _
(Note that p=*(z1,x2) + p=*(x2,21) = 1, and that since we have passed to the limit

we do not interpret (Y°,Y5) as corresponding to any particular swap rate.) One can
show that (7 (dxydzs) has precisely the same distribution as what one would obtain
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by forming the ordinary empirical measure of the particle swapped process with swap
rate a and by letting a — oo.

Furthermore, as shown in [11], one can consider the parallel tempering algorithm
with more than two temperatures, and then by applying an analogous reasoning,
there exists a corresponding limit process and a weighted empirical measure. These
are presented in the next subsection.

Remark 3.1. We see that the infinite swapping scheme uses a symmetrized version
of the original dynamics together with a weighted empirical measure to construct
approximations to u®(dx;)us/“(dxs). As noted previously, the weights p= will play
an important role in the reduction of variance and are in some sense analogous to the
likelihood ratio appearing in importance sampling [14].

3.2. Infinite swapping for K temperatures. In this subsection we introduce
the K-temperature INS estimator for K — 1 € N, which is the main object of study.

We use the following notation: @& = (x1,...,7x) denotes an element in M¥; dx
denotes dxy - - dx; Yk is the collection of all permutations on {1,..., K}; for any
permutation o € i and & € M¥, z, denotes (z4(1), ..., To(x));

Ai{('xlv-”:xK)ERK:l:xlZ$22"'Z$K>O}§

a = (a1,...,ak) € A denotes the K-temperature multiplication factors appearing
in the definition of the K-temperature INS estimator. We note that x is only used
for an element in the space M ¥, and an element in any other space, such as R?, M,
and M, is denoted by z.

To define the K-temperature INS estimator for a given a, we consider the (sym-
metric) diffusion process {X°®(t)}i>0 = {(X5(t),..., X% () }i>0 on MK satisfying

dX§ = —VV (X])dt + V2e\/pi) [on + piy/az + -+ piyc/ardWi,
dX5 = —VV (X3)dt +V2e\/p5 /a1 + p5y/az + -+ piye [ar dWs,

(3.4)

dX5 = —VV (X§) dt + V2e\/piei/on + piafoz + -+ + piere /o dWk,
where W7y,..., Wk are independent Wiener processes and, for any 4,5 € {1,...,K}
and o € X, pf; denotes pf;(X°(); ) with
o (@a) = > w (z5:0),
o:0(j)=i
and with
1 K
exp[—= >,y aV (x0)]
e .
ZaezK eXP[—% > o—1 eV (2o0))]

Notice that when K = 2, the SDE (3.4) is the same as (3.3).
Using detailed balance, one can show that for each € € (0,00), ¢ is the unique
stationary distribution of {X®(¢)}¢>0, where

(3.5) w® (z; o) =

K

(3.6) Ve (dx) = K!1Z8 Z exp [i 24:1 OéeV(%(z))} dzx

Y oeXk

with
K

e 1
Z;, = /MK exp [—E 25:1 agV(a:é)] de.
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Remark 3.2. For any o € Yk, we also have

K

- 1
Z5 = /MK exp [ Z£ . O[[V(Ia.(g)):| dx.

Let ¢=T (dz) be the weighted empirical measure of {X*®(t)};>¢ over the time
interval of length T given by

¢ ( / Z ;@) Oxce (1) (dx)dt.

ocEYX K

It then follows from the ergodic theorem that (57 converges in the topology of weak
convergence of probability measures (and in fact in the stronger 7-topology [5]) to
pe o x pEl o2 x oo x pf/ % wop.l as T — oo. The K-temperature INS estimator of
uf(A) with parameter a over time 7' is therefore defined by

(37 65L =(T(Ax MK = / S ur ) Ta(XE ) (D)

oEX K

Remark 3.3. Besides uf (A) for various choices of A, one is also interested in
estimating risk-sensitive functionals of the form

/ eféF(z)us (dl’)
M

for some nice (e.g., bounded and continuous) function ' : M — R as well as the anal-
ogous integrals with respect to some or all of the higher temperatures /ay. However,
it is the lowest temperature £/« which is most challenging, and thus we focus on the
problem of estimating p(A) = p/*1(A) (recall that a; = 1) but seek rates of decay
for the relative error that are in some sense uniform in A.

Before discussing a property which makes it heuristically clear why one would
expect HINS to do better than HMC, we introduce the notion of implied potential.

DEFINITION 3.4. Given a probability measure pc(dx) = ¢°(x)dxr on R, we define
the implied potential of u° to be —elog ¢°.

Ezample 3.5. If u° is a Gibbs measure as in (2.1), then up to an additive constant
the implied potential of u° is V, the potential appearing in the dynamics (2.2).

From Example 3.5 we see that implied potential generalizes the notion of poten-
tial. By comparing the implied potential of v* as in (3.6) and the implied potential
of the product measure p/®* x - - - x u*/“¥ with p° as in (2.1), one can show that the
maximum barrier of the implied potential of the former is smaller than that of the
latter, provided that ay < 1 for some ¢ € {2,..., K} [19]. Since as is well known the
barrier heights determine the exponential time scale of transitions between neighbor-
hoods of local minima of the implied potential, this lowering of the energy barriers is
expected to enhance the sampling of the entire space.

While it is intuitive that lowering energy barriers is helpful, it does not by itself
lead to schemes that are in any sense optimal at low temperatures. A more important
and open question in the design of the K-temperature INS estimator is how to select
the ensemble of multiplicative factors a. In this paper we not only characterize the
low temperature performance of a K-temperature INS estimator with a fixed set of
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temperature factors a, but we also provide optimal and nearly optimal temperatures
for problems of interest in the same low temperature limit. As we will see, the
optimal temperature schedule is dominated by a geometric relation, and moreover is
fairly insensitive to the particular numerical quantity of interest.

3.3. Performance measure. In this subsection we discuss the performance
measure that will be used to characterize good performance of an estimator. Let
{X®}e(0,00) € C([0,T] : M) be a sequence of stochastic processes that will be used
to define an estimator. For complicated potentials V' we expect these processes to
exhibit metastability, which means that the time required for X¢ to visit the various
parts of the state space that are needed for good estimation scales like T¢ = e=¢ for
some ¢ > 0. As a consequence, if we wish to compare algorithms after they have
become reasonably accurate we should assume the simulation interval scales in this
way. Moreover, we will assume T°¢ = e=¢ for some ¢ € (0, 00) throughout this paper,
though the value of ¢ will depend on the particular context.

As noted in Remark 3.3, we focus on the problem of estimating p®(A) for some
set A C M, and assume there is a large deviation limit (i.e., lim._,q € log 1 (A) exists).

DEFINITION 3.6. An estimator 057 of us(A) is called essentially unbiased if
there is co € (0,00) such that for any x € M

lim inf —¢ log (‘EzHE’TE - ug(A)D > lim —elog u®(A) + co,
e—0 e—=0

where E, is the conditional expectation given X¢(0) = x.

This says that the bias of 57" (i.e., the difference between E,0=7" and pf(A))
decays strictly faster than pu(A) as e — 0.

DEFINITION 3.7. Given an estimator 57 | the lower bound on the decay rate of
the variance per unit time of 657" is defined as

inf liminf —¢log (Varx (9€’TE) Ts) ,
zeM &€—0

where Var, is the conditional variance given X¢(0) = z. If the iminf is a limit that
does not depend on x, then we call it the decay rate of the variance per unit time.

Remark 3.8. In this paper, we seek to optimize the decay rate of the variance per
unit time (often referred to simply as the decay rate of the variance), but only among
estimators that are essentially unbiased. A criticism is that essential unbiasedness
depends on the time scaling T° = eéc, which may itself depend on the estimator.
One may be concerned that improving the decay rate somehow lengthens the time
till essential unbiasedness, namely, requiring larger ¢. While this is in fact possible,
as we discuss in detail in Remark 4.12, this potential competition affects only the
selection of the highest temperature, i.e., the choice of ak, and is in fact not of great
consequence at all.

Remark 3.9. We will take as our ideal performance benchmark a decay rate of the
variance exactly twice lim._,o —elog u®(A). The reason is as follows. Suppose that
we measure errors by the standard deviation (and assume essential unbiasedness).
If we achieve this best possible decay rate, then the amount of time needed for the
numerical error 857" — % (A) to be comparable to uf(A) itself becomes subexponential
in €. See Remark 4.12 for more details.

Strictly speaking, 2lim._,o —e log u°(A) is not the best possible decay rate of the
variance, but rather the best practically achievable decay rate. Indeed, in analogy
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with the zero variance estimator that one can define when using importance sampling
for rare event estimation [4, 1], it is possible to define estimators with a larger decay
rate. But these are not useful since they require information that is not typically
available, such as knowing uc(A). Hence the aim in the design of an INS algorithm is
to obtain a lower bound on the decay rate of the variance that is close to this maximum
practical value, while at the same time reducing the growth rate of T¢ that is needed
for essential unbiasedness.

4. Statement of the main results. In this section we state the main results on
the performance and optimal design of the INS scheme in the low temperature limit.
The proofs involve applying the results of [13] and then simplifying the variational
problem that characterizes the decay rate of the variance.

We present two main results. The first considers the restricted setting of a simple
two-well model. In this case we can obtain a very precise reduction of the variational
problem. Using this simplified expression, we can then probe in some detail the
question of how INS achieves variance reduction. Our interest in this model is twofold.
One reason is that with an exact expression (rather than a tight bound) for the solution
to the variational problem we can explore issues relating to how variance reduction is
obtained through swapping. The second is that it properly suggests very useful bounds
for the general model. (While exact simplifications are possible there as well, the
number of cases quickly becomes unwieldy as the number of local minima increases.)
Since the proof of the reduction is long, we refer the reader to [22] for details.

The second and more important result is concerned with temperature selection
when there are an arbitrary number of wells. Owing to this generality, we do not
attempt to find the exact optimizer, but rather show that the geometric relation for
temperatures suggested by the two-well model allows one to meet the design goal
stated in Remark 3.9 at the end of the last section. In particular, there is a choice
so that the rate of decay is arbitrarily close to the benchmark stated there, with the
“gap” no larger than (1/2)K-2V(A), where V(A) = inf,c V (), and the parameter
¢ in the assertion of essential unbiasedness can be made small geometrically in K.

To apply the results of [13] we need to know that the INS process defined in (3.4)
satisfies a large deviation principle (LDP) on C([0,T] : M*¥) for arbitrary T € (0, 00).
This is not straightforward, owing to the fact that the diffusion coefficients involve
w® (z; o) defined in (3.5), which become discontinuous in « as ¢ — 0. Hence one is
concerned with the large deviation properties of processes with discontinuous statistics
[10, 9].

The sorts of discontinuities encountered are in fact analogous to those encountered
in the large deviation analysis of stochastic networks, such as multiclass queuing
networks. A general approach to proving that a large deviation principle holds for
stochastic networks appears in [9] and can be adapted to the INS model (3.4). It
is important to note that we do not need the precise form of the rate function, but
only that the LDP holds with some rate function and basic qualitative properties.
This is because with the INS model we already have an expression for the stationary
distribution. Various quantities are defined in [13] using the rate function that allow
the identification of the Freidlin-Wentzell quasipotential and related objects. For the
INS model the explicit formula for the stationary distribution directly identifies the
quasipotential, thereby eliminating the need for the explicit form of the rate function.
The technique of [9] is in fact ideally suited to showing the existence of an LDP
without necessarily having an expression for the rate function, and in this paper we
will simply assume that an LDP holds with some rate function.
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4.1. Two-well model. Our first result considers the setting of a double-well
potential. Let V: R — R (d = 1) be as in Figure 1.

Fic. 1. Asymmetric two-well model.

Assume V satisfies the following condition.

CONDITION 4.1. V is a bounded C? function and
e V is defined on a compact interval D C R and extended periodically as a C?
function;
V' has only two local minima at x1, and xg with values V(zr) < V(zgr);
V' has only one local mazimum at 0 € (L, zR);
V(Z‘L) =0, V(O) = hr and V(l‘R) =hr — hg > 0;
infieop V(l‘) > hr.

Remark 4.2. As noted previously, the use of periodic boundary conditions is com-
mon in numerical implementation. It is assumed that the boundary is away from the
neighborhoods of the equilibrium points of interest, and that the potential at the
boundary is high enough that transitions across the boundary are unimportant. For
our purposes, this means that the relevant large deviation calculations involve only
paths that remain in D.

Remark 4.3. In the analysis of 9151’\?55 we will assume T satisfies T¢ = e:¢ with
¢ > aghy. Recall that a is the smallest of the ay, and hence determines the highest
temperature. As we will see, this condition ensures asymptotic unbiasedness.

The next result follows from [13, Theorems 4.3 and 4.5]. The theorem, in par-
ticular, characterizes the decay rate of the variance for the INS estimator for a given
a. The proof of the theorem is analogous to the proof of Theorem 4.10, and so is
omitted.

THEOREM 4.4. Assume Condition 4.1 and that the process defined by (3.4) sat-
isfies a large deviation principle that is uniform with respect to initial conditions [4,
section 1.2]. Then for any closed interval A C D with xy, ¢ A and A = A°,

e, T¢ 1 ’ € € €
(4.1) O D SR ACRAINE SO
oEYX K
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is an essentially unbiased estimator of uc(A), where w® (x; o) is given by (3.5). More-
over, for any a € A and x € RX, we have

s T\ e 71 (a) A3 () if A C (—o0,0],
timinf —<log (Vara (4535 ) 7°) 2 { F1 () Ay () if A C [0,00),

where
K K
71 (o) = inf e g yrr—1 [2ZOQV (z¢) — rg%n {Z agV(;va(g))}] ,
=1 TEEK =1
i—2
P = i 2V (A o1 — O hr, —h —agh
7o (o) ie{g}g}l{ﬂ}{ (A) + ;ax +1 — QK z+2]( L R)} aghg,
and

723 (Ot) =2V (A) — aKhL.

Remark 4.5. As mentioned in [13, Conjecture 4.11], we expect that the lower
bound is tight. The proof of the conjecture for a special case is outlined in [13,
section 11].

Recall that the optimal decay rate of the variance per unit time is twice the large
deviation decay rate of uf(A), which is V(A). The next result identifies optimizers
over « for the relevant variational problems. Note that in all cases we can get close
to the best possible decay rate by choosing K appropriately, and in fact the gap goes
to zero geometrically in K. For example, K = 7 will get within 2% of the maximum
rate of 2V (A). As we mentioned in the beginning of this section, since the proof of
the variance reduction is long, we refer the reader to [22] for details.

THEOREM 4.6. Assume the conditions of Theorem 4.4. For any closed set A C
(—00,0] with xr, ¢ A, if V(A) > hy, then

with, the optimal o = (1,1/2,...,(1/2)* 72, (1/2)* ") € A. If V(A) < hy, then

_ hr,
i1 () A7 =2V (A) - (1/2)" 7 [ | V(A
sup 71 (@) A )] =27 (4) = (172 (gt ) Vi)
with, the optimal a* = (1,1/2,...,(1/2)* 2, % (1/2)%72) € AL, where A is
the closure of A.

For any closed set A C [0,00) and if hy > 2hr or V(A) > hy, then

sup [F1 (@) A (@)] = 2V (4) = (1/2) 7 (V(A) V )

with the optimal a* = (1,1/2,...,(1/2)% 72, (1/2)* ") € A. Ifhy, < 2hp and V(A) €
[hr — hg,hi], then

hgr
@)~ (hs — th>> vid)

R X _ _ K—2
sup 71 (@) A7z )] =27 (4) = (122 (

with the optimal o* = (1,1/2,...,(1/2) 7%, FE=e=pnl (1/9)57%) € A<t
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Remark 4.7. According to Theorems 4.4 and 4.6, no matter what set A is con-
sidered, the optimal temperatures a* form a geometric sequence with common ratio
1/2, except possibly the last and smallest value, which corresponds to the highest
temperature.

Remark 4.8. By Theorem 4.6, if A C [0,00), hy, < 2hg, and V(A) = hy, — hg, the
last component of the optimal temperature a* is 0. Of course the INS estimator is
not well-defined with o, = 0. However, since 71 () A 72 (e) is a continuous function

of a, we can always approach the optimal performance by using «, which is close to
a*eg, a=(1,1/2,...,(1/2)% 2,5 (1/2)" ?) for some § € (0,1).

Remark 4.9. Analogous results hold for a high-dimensional double-well potential
V :R? = R, where x;, and 2 are the two local minima (and the former is the unique
global minimum) and 0 is the unique local maximum. Moreover, one should interpret
(—00,0] and [0,00) as the closure of the domain of attraction of zy and that of zp,
respectively.

4.2. Sources of variance reduction. Here we make some remarks on the form
of the optimal « and its interpretation regarding how variance reduction is achieved by
INS. The remarks will also apply to parallel tempering to some extent if the swap rate
is sufficiently high, though in this case the weights p used in INS are then implicitly
computed by the algorithm, giving another sense in which INS is an optimized version
of PT.

To begin, we note that the most obvious qualitative change when adding a higher
temperature particle to one or more particles with lower temperature is that the
“mobility,” by which we mean the ease with which it crosses energy barriers, of the
new particle is greater than that of all other particles. (What this means for INS
is that the particle with the currently highest value of V' is essentially given this
temperature, with a slightly modified interpretation when two or more particles share
the highest V' value.)

Hence it is tempting to explain the improved sampling of INS, especially with
respect to functionals that correspond to integration with respect to the lowest tem-
perature, as a consequence of this greater mobility being passed between higher tem-
peratures and lower temperatures. The mobility is passed via the swap mechanism
with PT, and by the p weights with INS. For example, with PT the argument would
be that the sharing of mobility between different temperatures obtained via swapping
makes it easier for the low temperature particle to overcome potential barriers, and
hence the empirical measure will converge more quickly. While plausible in a qualita-
tive way, it is not clear, for example, how to relate the claim of faster convergence of
the empirical measure to the properties of the variance. In fact, the situation is more
complex.

In order to understand the role played by “mobility,” in a previous paper [14] we
introduced and studied what we call INS for IID, which stands for infinite swapping
for independent and identically distributed random variables. The setting of that paper
considers the integral of a distribution with respect to some risk-sensitive functional
(including as a special case probabilities of sets with a positive large deviation rate,
as is the case of Theorems 4.4 and 4.6). Because straightforward Monte Carlo will
not work well, the paper follows the logic of parallel tempering but within the context
of INS. Tt is assumed that the distribution (say u°) is indexed by a parameter ¢ that
corresponds to temperature here, and that a large deviation principle holds for {u°}
with a known rate function. This measure is then coupled with measures indexed by
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higher values of the temperature using a parameter exactly analogous to a, and using
symmetrization in the same way as INS one can define an estimator for integrals with
respect to the lowest temperature using p weights in the way (suitable for the static
setting) that is exactly analogous to what is done in the present paper for the Markov
setting. Knowledge of the large deviation rate function is what allows for the explicit
computation of the analogues of the p weights. This produces unbiased estimators
analogous to those of the Markov setting, but for this purely static setting.

A key observation is the following. Since the setting of [14] does not involve any
dynamics, the notion that any variance reduction is due to “increased mobility” is
not possible. Indeed, as is discussed in [14] the p weights act in a way similar to the
likelihood ratio in a well-designed importance sampling scheme, helping to cluster the
values of the unbiased estimate around the true value, thereby reducing variance. We
argue that the analogous property holds here, and that the primary role of the higher
temperatures (except possibly the highest temperature) is to provides this variance
reduction, and that solving the variational problems as in Theorem 4.6 tells us how
to do this in the low temperature limit. Indeed, we obtain exactly the same geometric
spacing of all temperatures (save the highest) in the low temperature limit in the
Markovian setting as was obtained in the static setting. An analogous claim could
be made regarding PT in the high swap rate setting, though as noted for PT the
computation of the weights is carried out implicitly via the swaps and averaging in
time.

While this motivates the form of the lower temperatures, it leaves out the highest
temperature. Here we find a variety of behaviors that depend on the particular
quantity that is being estimated, and one might argue that it is here that the mobility
of a particle plays a role in determining the value of ax. In all the cases of Theorem
4.6, we find that the optimal af is less than or equal to (1/2)%~!, which is the value
one finds in the static setting. However, Theorem 4.6 is concerned only with the decay
rate of the variance per unit time. As noted in Remark 4.3, to reduce the constant ¢
appearing in essential unbiasedness we would want to make ay as small as possible.
Given the relatively small impact that ax has on the decay rate of the variance, one
may prefer in practice to select its value so that the highest temperature particle is not
impacted greatly by metastability, if such a temperature can be estimated or guessed.

4.3. Multiple-well model. The second main result considers a finite but oth-
erwise arbitrary number of wells. While it is possible that one could derive results
analogous to Theorem 4.6 which identify the optimizer appearing in the lower bound
of Theorem 4.4, we will instead settle for showing that the geometric spacing sug-
gested by the two-well model leads to a variance decay rate that can be made close
to the optimum of 2V (A).

For the following theorem, we assume that V : M — R is a smooth multiwell
potential with a unique global minimum y; € M, and without loss of generality we
normalize V' so that V takes value 0 at y; (ie., V(y1) = 0 and V(x) > 0 for all
x € M). Let H be the index set for equilibrium points of V, and let y; € M be
the equilibrium corresponding to index ¢ € H. We assume that the gradient of V
is Lipschitz continuous, and we also assume that there exists a finite collection of
points {O;}ier € ME with L = {1,2,...,1} for some [ € N, such that U;cr{O;}
coincides with the w-limit set of the zero noise analogue of (3.4), so that U;e{O;} =
{y1,.. ..y}, where |[H| is the total number of elements in H. This imposes some
additional structure on V', and in particular rules out open regions on which V is a
constant.
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THEOREM 4.10. Assume that the process defined by (3.4) satisfies a large devi-
ation principle that is uniform with respect to initial conditions. Then there exists
B € (0,00) such that the following hold. Consider any o € A and € M*X, and let
T¢ = e=° for some ¢ > axB. For any closed set A C M, define 9?1’\17; by (4.1) with
this . Then 9151’\126 1s essentially unbiased, and

lim iélf —elog (Vamm (9151,\]7;)115) >r(a) — ag B,
e—

where
K K
rla) = :ceAlxnz\glel {2 ; a/V(xe) — Urgg}( {; OégV(Io(g))}} .

The parameter B that appears in the Theorem 4.10 depends only on V and K
and is identified in Remark 5.13. In particular, it does not depend on . As will be
illustrated by examples in subsection 5.3, B contains interesting information on how
the geometry and other properties of the original potential V' affect the rate of decay
of the variance. For example, if the well that corresponds to the global minimum
O is also the most difficult well to escape from, then the situation of the multiple-
well model is very similar to that of the two-well model. However, when this is not
the case one can have B > V(A), and B will depend on how the local minima are
interconnected.

The next result identifies the optimizer of r(a) over (aa,...,ax—_1) with a fixed
ag (recall that ay =1).

THEOREM 4.11. For any closed set A C M, K —1 € N and any ax € (0,1],

sup r(ag,ag,. .., aK—1,QK)
(ag,...,ax—1)€lak,1]K~2
_ (2 —ax)V(A) if ax € [(1/2)F71,1],
L @+ax = (1/2)5)V(A) if ax € (0,(1/2)% ).
If ax € (0,(1/2)K1], then the supremum is achieved at (o, ..., % ) with af =
(1/2) Y fore € {2,...,K—1}. Ifax € ((1/2)™, (1/2)™7 1] for somem € {1,..., K —
1}, then the supremum is achieved at (a3, ..., a5 _,) with

. (1/2)1 if2 <t <m,
YUT  ag ifm+1<(<K-—1.

Remark 4.12. Theorem 4.10 provides a lower bound for the decay of variance per
unit time of an INS estimator with arbitrary «. Combining this with Theorem 4.11,
for any given ai one finds an associated optimal sequence of lower temperatures and
the performance with such optimal temperatures. It remains to decide the value of a k.
As in the two-well case there is some conflict, in that by Theorem 4.10 we reduce the
exponential time horizon required for essential unbiasedness by taking ax small, while
maximizing the decay rate for the variance requires ax = (1/2)%~1. Since in all cases
we end up with ax € (0, (1/2)%~1], the selection of the lower temperatures as decided
by Theorem 4.11 is unambiguous. However, given the geometric dependence in K of
the coefficient of V(A4) in Theorem 4.11, one may choose to make ax small to reduce
the time required for essential unbiasedness. Also as in the two-well case, a natural
interpretation of ax = 0 is that /ak should be large enough that the corresponding
single temperature process easily moves between different important local minima,
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and one might choose to make this ratio independent of € (so that ax tends to zero
as € — 0). Lastly we note the effect that increasing K has on ¢, where ¢ is chosen to
satisfy ¢ > ax B (for essential unbiasedness) and ¢ > ((1/2)K72 — ax)V(A) + ax B
(for bounded relative error, see Remark 3.9). It is easily checked that regardless of
the choice of ax € (0, (1/2)K~1], ¢ decays exponentially in K.

Remark 4.13. From Remark 4.12 we know that regardless of the complexity of an
energy landscape, in the low temperature regime the INS estimator with a geometric
sequence of temperatures (save the highest temperature, for which we require oy €
(0, (1/2)%~1]) performs well and reaches the optimal decay rate exponentially fast as
K — oo. This suggests that the process defined by (3.4) with a geometric sequence
of temperatures explores the landscape in an organized and meaningful way, and
therefore could be useful in finding the global minimum of V. The use of INS for
global optimization was first suggested in [8]. We conjecture here that INS and related
processes in the low temperature regime with the geometric sequence of temperatures
given in Theorem 4.11 will perform especially well in function minimization problems,
and we will consider such issues in future work.

5. Proof of Theorem 4.10. We first recall notation from subsection 3.2 and
introduce additional notation. Given K — 1 € N, for any a € A we consider the
diffusion process {X°(t)}i>0 = {(X§(¢),..., X5 (t)) >0 on MK satisfying (3.4), and
we denote O1 = (y1,...,y1), where y; is the unique global minimum of V. Figure 2
illustrates the points U;er{O;} when V is the Franz potential and K = 2, with
01, 03,07, and Og local minima in the multidimensional potential defined in (5.1),
05,04, 0g, and Og saddle points, and O5 a local maximum.

Fi1G. 2. Franz potential @ = 0.85 and equilibrium points of INS K = 2.

In order to prove Theorem 4.10, we will utilize the large deviation results devel-
oped in [13], and to apply those results, we need to introduce several quantities that
are constructed in terms of the Freidlin—Wentzell quasipotential. The quasipotential
for (3.4) is easy to identify because the system is reversible with v¢ € P(M*¥) defined
by (3.6) as its unique stationary distribution. Thus if for £ € M¥ we define

oEX K

K
(5.1) U(x) = min {Z aevm(@)} ,
(=1

then U corresponds to a potential, and it is easy to see that U(O;) = 0. Figure 3
depicts U for the Franz potential when K = 2.
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Fic. 3. Symmetrized potential for K = 2.

Since we assume that { X °(¢) }o<;<7 satisfies a large deviation principle on C([0,T] :
M%) with rate function I : C([0,T] : M%) — [0,00] for arbitrary T € (0,0), the
quasipotential Q(zx, y) is defined for all x,y € M¥ by

Q(z,y) = inf {Ir(¢) : $(0) = @, ¢(T) =y, T < oo}

(In fact the specific form of the quasipotential is already known since we know the
rate function for the stationary distributions {v<}.)

Next we give a definition from graph theory which will be used in the proofs of
the main results.

DEFINITION 5.1. Given a subset W C L = {1,...,1}, a directed graph consisting
of arrows i — j (i € L\ W,j € L,i # j) is called a W-graph on L if it satisfies the
following conditions:

1.
2.

We

Every point i € L\ W s the initial point of exactly one arrow.
For any point i € L\ W, there exists a sequence of arrows leading from i to
some point in W.

note that we can replace the second condition by the requirement that there

are no closed cycles in the graph. We denote by G(W) the set of W-graphs; we shall
use the letter g to denote graphs.

Remark 5.2. We use G(i) to denote G({i}), and G(4, ) to denote G({i,j}).
DEFINITION 5.3. For all j € L, define

(5.2)

(5.3)

W (0O;) = min V(Om,0n) |,
(05) ,min > ( )
(m—n)e€g

W(01U0;) = mi V (Om,On) | ,
000 = i,y | 2, VIOmOn
(m—n)eg
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and
(5.4) W(2) = min [IW(0) + Q(Or, ).
7

Remark 5.4. Heuristically, if we interpret V (O,,, O, ) as the “cost” of moving
from Oy, to Oy, then W (0O;) is the “least total cost” of reaching O; from every O;
with i € L\ {j}.

We next prove a lemma that ties up the relation between W and U. The relation
will also be used later on for solving the optimization problem

LEMMA 5.5. For any x,y € MX, W (z) —W (y) =U (z) — U (y) .

Proof. Since we know that the stationary distribution v of {X*®(¢)}1>0 is given
by (3.6), we can apply [15, Theorem 4.3, Chapter 6] to find that for any n > 0 and
for sufficiently small neighborhoods of & and y,

v (B; (z))
v* (Bs (y))

exp {—2 (W (®) — minict W(O) =n)} s wia)-wiy)-2n)
exp {—1 (W (y) — minjer, W(O;) + 1)}

<

Ve (Bs (z) exp{ é (x) — min;e;, W(0;) + 77)} — o W (@) =W (y)+2n)
ve (Bs ( y - exp{ L (W (y) — minger, W(0;) — 1)}
Thus “ (B ()
. v 5§\
limsup —clog | —————= | < W () - W +2
s —<los (S5 ) < W @)= W )+ 20
and

hmlnf —elog (zﬁ (Bs (y > >W(x) - W (y) —2n.
On the other hand, for w = x,y the deﬁmtlon of U implies

/Bé(w)exp{—iU(z)} /Bé(w [Z eXp{—ZaeV Zo(0) H dz

ceX

<[ onf-loe)es
© (Bs (z)

i)

ve (Bs (y))

fB5(m) [ ceny OXP {—é Zle @V (2o(0)) H dz
fB(g(y [ cexy EXP {*% Zf:l oV (Zg(g)) H dz

. <IBJ yexp {—2U( }dz>
= lim —¢log
e—0

fB(;(y) exp{—1U (2)} dz

= min U(u)— min U ,
u€Bs () (1) u€Bs (y) (u)

Therefore

lim —e¢log (
e—0

= lim —e¢log
e—0

where we obtain the last equality from Laplace’s principle. Hence min,ep; ) U (u) —
mingep;(y) U (u) is between W () — W (y) £ 2n. Sending  — 0 (and thus 6 — 0),
we find W(x) =W (y) =U (z) - U (y). d
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Remark 5.6. By (5.4) and Lemma 5.5,

Ul) = min [U(0) + Q(0i, )]

We can now state the main result of [13]. The result stated in [13] assumes a

fixed function f, but the result as stated below follows from this and the uniform

convergence f. — f. The uniformity of a large deviation principle with respect to the
initial condition is discussed in [4, section 1.2]. Let

5.5 h = i 04,0, d =W(0O1) — min W(0;UO;).
(55) 2P, QOn 0 and W = WO = i, W(OLU O

The quantity A is related to the time that it takes for the process to leave a neigh-
borhood of Op, and W(0;) — W(01 U 0;) is related to the transition time from a

neighborhood of O; to one of O;. The roles of h and w will be further explained in
subsection 5.2.

THEOREM 5.7. Assume that the process defined by (3.4) satisfies a large deviation
principle that is uniform with respect to initial conditions, and let v° be its unique
stationary distribution and let T¢ = etc for some ¢ > h V w. Suppose that for each
e>0, f. : MK — R, and that for a continuous function f : M¥ — R we have f. — f
uniformly on M¥. Then for any compact set A C M¥ and x € M¥,

.
o (Tl/o e 01, (Xf)dt> . /MK e HAD1, (2) 1 (da)
> iuf [/ (@) + W (@)] = W (01) + ¢~ (hvw)

liminf —¢ log
e—0

and

R
i € . - — = fe(X§) €
hgl)%lf ¢log (T Varg <T€ /0 e 1a(X} )dt) >

o minieL(Rgl) A RZ@) if h > w,
N minieL(Rl(»l) A R§2) A R,E3)) otherwise,

where fori € L

RY = inf 2f(x) + Q(Oi, )] + W(0;) — W(Oy),

inf
xrcA
R =2 inf [f(x) + Q(O1,)] — h,
forie L\ {1}

R 22 inf [f(z) + Q(0:, )] + W(0;) —2W(01) + W(01 U0,
and fori € L

R =2 inf [f(2) + Q(O;,@)] +2W(0:) — 2W(01) — w.
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Proof of Theorem 4.10. After introducing all the necessary notation and results,
we can now start the proof of Theorem 4.10, which consists of three steps:
e apply Theorem 5.7 to the INS model;
e bound Rgl), RZ(-z), and Rg?’) for every i € L in subsection 5.1;
e bound h and w in subsection 5.2.
For the first step, we note that the definition of 9151’\?85 involves the sum of a finite

number of integrals of the form
I
7= [ e, o)

where w®(x; ) is defined in (3.5). In addition, we note that u°(A) has an analogous
decomposition:

/MK < Z w® (Ty; a)lA(ﬂcg(l))> Ve (dx) = K!/ w® (x; ) 14(zq)v° (d)

TEX K ME
1 1 K
= Z—ﬁ - exp [_6 Zé:l Ong(l‘g):l 1A(Z‘1)d$
1 1
= — e*?V(“)lA(xl)dxl = pu(A),

where the first equality comes from the fact that v° is permutation-invariant and
the third equality holds since Z5 = Z5 x Z3/** x --- x Z;/*. Thus it will be
enough to obtain bounds on the differences of the corresponding terms. Also, since
the difference is independent of the permutation, for simplicity of notation we take o
to be the identity.

Since V is bounded and continuous, it follows from standard features of the mol-
lification used in the definition of w® in (3.5) that if we write w®(x; ) in the form
et it V(@) +29:(@@) then as e — 0

oEYX K

K
(5.6) ge(x,a) - U(x) = min [Z agV(:cU([))]
=1

uniformly in € M¥ (see, e.g., [4, Lemma 14.7]). Define
K

flz,a) = Zaﬂ/(w) —U(x).
=1

We can then apply Theorem 5.7 with the function f.(x, o) = 25:1 aV(xg)—ge(x, a)
and the compact set A x ME~1 c M¥X to find that

Page | (X @ro)la(Xi@)it = [ v (1) La(oa)*(de)

lim inf —¢ log
e—0 MK

> meAixnz\ngfl [f (x,a) + W ()] — W (01) + c— (hVw)

- weAinz\f/’fol [f(z,a) + U (z)] + c— (hVw)

(5.7)

+c—(hVvw)>V(A) +c— (hVw).

K
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Combining (5.7) with the facts that —elog u®(A) — V(A) and ¢ > h V w shows that
HI‘SNTSE is essentially unbiased. Moreover, we find that lim inf._,o —¢ log(T* ~Varm(9fl’\g )
is bounded below by either minieL(Rz(l) () A R§2) (o)) or minieL(Rgl) () A REQ) () A
R§3)(a)), depending on whether h > w or w > h.

We can now complete the proof assuming bounds proved in the next two sections.
Specifically, by Lemma 5.9 we find that both minima are bounded below by r(a)—hVw
with

K K
(5.8) r(a) = weAanz\gKil {2 Z aV(xe) — UI(IC_lg;( {Z agV(a?g(z))}} .
=1 =1

The lower bound on the variance as stated in the theorem can then be obtained by
using Lemmas 5.10 and 5.11 to bound h and w, respectively, and the constant B can
then be identified easily and is displayed in Remark 5.13. ]

In the next subsection, we will establish the aforementioned lower bound for these
two minima.

Remark 5.8. As mentioned in Remark 3.3, we are also interested in estimating
risk-sensitive functionals of the form

/ e = F @) e (dz) .
M

We can apply Theorem 5.7 to the associated INS estimator in this case as well by
using the function f.(x,a) = F(z1) + Zﬁil oV (xg) — ge(x, ) and the compact
set M¥. Moreover, one can modify the arguments in subsection 5.1 to derive an
analogous version of Theorem 4.10 for the risk-sensitive functional case.

5.1. Bounds for the optimization problem. In this subsection we provide
suitable lower bounds for minieL(Rl(l)(a) A REQ) (o)) and minieL(Rl(l)(a) A R§2) (a) A
Rl(?’)(oz)). Define r(ax) by (5.8), which is the same as inf ;¢ g prx-1 {2f (2, o) + U(x)},
where f(z,a) = 25:1 agV(xe) —U(x). We will show that both minima are bounded

below by quantities slightly smaller than r(a). Actually, we will find lower bounds
(k)

for min;ez, R, (e) for k = 1,2, and 3, individually. The precise statement is given in
the following lemma.

LEMMA 5.9. For any o € A, we have min;ey, Rgl)(a) = r(a), min;ey, Rl@) () >
r(a) — hVw, and min;ey, RZ@(a) >r(a) —w.

Proof. First note that

min R\ (a) = min ( inf  {2f(z, @) + Q(Oi,x)} + W(0;) — W(Ol))

i€l 1€L \weAxMK-1

= inf {2f(sc, Oé) + IZIéIII‘l [Q(Ou 213) + W(OZ)} — W(Ol)}

TEAXME-1
B weAixnz\gKﬂ {2f(z, ) + W(x) — W(O1)}
= o 2f(@,0) +U(@)} = (o),

where we use (5.4) for the third equality and Lemma 5.5 for the fourth equality.
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Moreover, since

min Rl(-z)(a)
i€L\{1}

= min |2 inf
i€ L\{1} TzEAXME-1

> inf 1[Qf(fE,OL)Jrierg\i?l}{Q(Oi»ﬂﬁ)+W(Oz‘)*VV(Ol)}]

[f(x, ) + Q(O;,x)] + W(O;) —2W(01) + W (01 U O;)

T xEAxME-
— W(Ol) + 161?\1?1} W(Ol U Ol)

= inf |2 i is i)t —w,
weAlngK_l[ f(w,a)+ielg\n{11}{Q(0 z) +U(0)} —w

using U(0O1) = 0 and @ > 0 we obtain

i B (o) = R () A i R®
min ;7 (e) = RBi7(e) A (| min R ()

> (|0, A0+ Qo) - 1)

rCAXMK-1
cealt o B+ i, (000 9) +0@0)) )
> inf o [2f(@ ) + min{Q(0:,®) + U(O:)} —hVw

zEAXMKE-1

= meAixnz\ngfl[Qf(m’ a)+U(z)) —hVuw
=r(a) —hVuw,

where the second equality is from Remark 5.6. Lastly,

NG : _ N -
rirélilRi () = min {Qa;eAlxnz\l;Kl[f(w’ o)+ Q(0;, x)] +2W(0;) — 2W (0y) w}

:min{Z inf  [f(z, &) + Q(O;, x)] +2U(Oi)} —w

el TEAXMKE—1
=2 _ i [f(@.e)+min {Q(O@) + U(0))] ~w
=2 inf [f@a)+U@)]-w
> o Rf@e) +U@) —w
= r(a) — w. .

5.2. Bounds on the error terms h and w. Lemma 5.9 shows that for any
collection of temperature ratios a € A, liminf._,o —elog(T* ~Varx(91‘€1’\fTS )) is always
bounded below by r(a) — h V w. In this subsection, it will be shown that we can
bound h and w for the INS model by quantities depending only on ag. This will
identify the constant B appearing in Theorem 4.10.

Recall that H is the index set for equilibrium points of V and y; € M is the
equilibrium point corresponding to index ¢ € H. Additionally, we assumed y; is the

unique global minimum of V. Let b; be the minimum barrier height of y;, namely,

5.9 by = min Q(y.
(5.9) 1 jergl\r{ll}Q(yww),
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where Q is the quasipotential associated with the original diffusion (2.2), and W is
defined analogously to W but for this process.

LEMMA 5.10. h = minieL\{l} Q(O1, Oi) = agb;.
Proof. Letting D; be the domain of attraction of Op, we define

Qp, (x,y)=inf{Ir (¢) : ¢ (0) =z, ¢(T)=y,¢(t) € Dy forall 0 <t < T, T < o0}.
Recall that Q (x,y) is defined by

Q(z,y) =inf{Ir (¢): ¢(0) =w,¢(T) =y, T < o0 }.
Now since O; is the only equilibrium point in Dy, this implies that

= > i .
h 16121\1?1}@(017 )_wégngDl (O1,z)

Moreover, we can apply [15, Theorem 4.3, Chapter 4] and (5.1) to find

. v¥(0D1)\ . .
i3, Q0. On2) =By eos () ) =t Vo)~ g U@

= U(Og) — U(Ol) = U(Og) = OéKV(yQ) = OéKbl,

where Oz = (y1,...,y1,y2) € 0Dy with ys being an unstable equilibrium point such
that by = Q(yl,yg) = V(y2). Thus, we have h > akb;. For the other direction, we
use the definitions of @p, and @, and we apply [15, Theorem 4.3, Chapter 4] again
to find

h <Q(01,02) £Qp,(01,02) =U(O2) = U(O1) = akb;. 0

Recall that w = W (O1) — min;cp\ {13 W(O1 U O;). We provide an upper bound
for w in the next lemma. To state the lemma, we need some more definitions. Let
G(1) denote the collection of graphs on {y;}icm that end at y;. Let Gi(1) denote
the subset of such graphs with the property that for every local maximum or saddle
point y there is a local minimum 2z such that Q(y, z) = 0. We know that Gm (1) is
nonempty since it contains the optimizing ¢ in the definition of W(yl) [15, Lemma

4.3(a), Chapter 6]. Given §j € Gn(1), let Hy C H\{1} be the indices which are
startlng points, i.e., k € Hy means that there is no arrow in the graph that leads to
yr. Given k € Hg, let Cj (k) be the cost along the path i1 = k,i2,...,%, = 11in §
leading from k to 1:

m—1
y717yvj+1
j=1
LemMA 5.11. w < Kok ming - (1) MAXkeH, Cy(k).

Remark 5.12. Note that always min, e ) maxgen, Cy(k) < W(y1), and that

ming e ) MaXken, C; (k) can in some cases be much smaller than W (y;). For ex-
ample, this is often the case when H is large but all equilibrium points of V' can reach
y1 while passing through only a few intermediate equilibrium points. The lemma is
useful owing to the scaling in K that is obtained, but unlike the expression for h it is
not tight.

Proof. We will show that for any i € L\ {1} and any § € Gi(1), Q(O;,01) <
Koy maxgen, Cy(k). If this is true, then from the definition of W (0O U O;) we can
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construct a graph to use in the definition of W (O1) that gives W(0;) < W(01UO0;)+
Q(0;,04) for any i € L\ {1}. Combining these two inequalities with the definition
of w in (5.5) complete the proof.

To prove the upper bound for Q(O;, O1) we fix a graph § € Gy (1) and note that
for any y, with ¢ € Hj, there is a unique sequence of arrows (containing no loop)
that leads from y, to y; with cost Cy(€). Furthermore, we know that in this g, every
local maximum or saddle point will lead to a local minimum with zero Q—cost. Using
these facts, we design a route from O; to O; through points from ({y;}icsr)¥ in the
following way:

e We change only one component at a time.

e We change the component with the largest V-value and replace it by the
next equilibrium point suggested by the graph §. If there is more than one
component with the largest V-value, then we can move any one of them.

e Then repeat the process until all the components reach y;, i.e., O; reaches
0.

Next we analyze the QQ-cost for each single step. For notational convenience, sup-
pose without lose of generality that it is the first component that takes the largest V-
value. Then we will move from (z1,2s...,2x) to some (21,2, ...,k ), with V(z1) >
V(xy) forall £ # 1, and (x1 — 21) € g. We claim that Q((z1,22...,2K), (21,22 ..., TK))
is always equal to axQ(z1,21).

We first consider the case when z; is a saddle point or a local maximum of V. In
this case then we know that z; must be a local minimum of V' such that Q(mh z1) =0,

so it is easy to see that we can construct a zero Q-cost trajectory from (z1, 25 ..., 2k)
to (21,22 ...,2K), and this gives
Q((!L‘l,xg N 7!TK)7 (21, T2 ..., Z‘K)) =0= aKQ($1, 21).

On the other hand, if z7 is a local minimum of V, then V(z1) must be larger than
V(z1) (which is larger than V(z,) for all £ # 1), and hence according to the definition
of U

Q((z1,22...,2K), (21,22...,2Kk)) = U(z1,22 ..., 2x) — U(z1,22...,2K)
=agV(xn)—axV(r1)
= OZKQ(%, 21).

As a result, the overall cost for each component to reach y; is not larger than
ax maxgen, Cy(k), and because there are K components in total, we conclude that
Q(0;,01) < Kag maxgen, Cy(k). We then minimize on g € G’m(l). 1]

Remark 5.13. A consequence of Lemmas 5.10 and 5.11 is that for any temperature
ratios a € A, if T* = e/ with ¢ > ag B, then liminf, ,o —¢log(T*® ~Varz(9151’\12 ) is
bounded below by r(a) — ax B, where

B=b; V(K min maxCy(k)).
1V ( jonin max 3(k))

5.3. Examples.

Example 5.14. We first consider the situation depicted in Figure 4. If we use INS
with two temperatures, i.e., K =2 and 1 = a1 > ag > 0, then some algebra shows
h = asby = 4as and w = W(O;) — min;z; W(0, U O;) = 3as, and therefore h > w.
The outcome h > w reflects the fact that the well containing y; is the hardest to
escape from and also contains the global minimum.
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n Y2 Ys Ya Ys

Fic. 4. A case with h > w.

Ezxample 5.15. In this example, we consider the situation depicted in Figure 5.
With the same two-temperature setting as in the last example, one finds h = agb; =
4ay and w = W(O0;) — min;z W(O1 U O;) = bag, which gives w > h. Here we
see that there is a secondary well from which escape is harder than from that which
contains y;. Moreover, in this case ming g ;) maxgen, Cy(k) = W(y) = 7, and
Kag mingeém(l) maxgen, Cy(k) = 14ay is strictly larger than w = 5az. Thus the
bound for w from Lemma 5.11 is not tight, though it is still good enough to show the
deviation from optimality decays geometrically in K.

hn Y2 Ys Ya Ys

Fic. 5. A case with h < w.

Ezxample 5.16. The next example we consider is a potential V' with a unique
global minimum y; in the deepest well which is surrounded by N collections of wells
of the same form as depicted in Figure 5, with y; common to all collections, and
each collection arranged in a radial direction out from y;. Let {y,i=1,...,5,n =
1,..., N} with y} = y; denote the equilibrium points of V. Let § be the graph with
all arrows pointing in along the radial direction. In this case H; has N vertices, and
with n indexing such a vertex let Cy(n) = V(y}) — V(y§) + V(y3) — V(y%). With
this example, so long as we have a uniform bound on Cj(n) there is a bound on w
that is independent of N. Note that if there are large barriers between the radial
collections, then we will also have W (y1) = Y2, < y Cs(n), which in this case will be
much larger than maxj<,<n Cj3(n), a situation noted in Remark 5.12.
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(a) (b) (c)

Fig. 6. (a) V, (b) S with § =1/9, k=2, and h = 0.25, (c) V.

Ezxample 5.17. In this example we show that the definition of w is in some sense
robust with respect to the appearance of insignificant secondary wells on top of V. For
simplicity of statement the function we construct will be piecewise affine (a smooth
analogue is easily constructed), as depicted in Figure 6. We let V' be piecewise affine
with a local minimum of 0 at —1, a local minimum of 1 at 1, and a maximum of 2
at 0. If we denote w associated to V by wy, then it is straightforward to check that
wy = 1.

We next add to V a continuous triangle wave function S that is equal to zero
outside [—1,1], with maxima and minima of +h for some h € (0,1), and a space
between successive maxima (and minima) of 46 > 0 so that the derivative of S equals
h/d in absolute value, a.e. Finally we assume ¢ is such that S(0) = S(—1+¢) =
S(1—08) =h.If h/§ < 6, then V = V + S has a local minimum of 0 at —1, a local
minimum of 1 at 1, and a global maximum of 2+#h at 0. This requires 2k-40+26 = 2 for
some k € N (where the 29 are from the ends of the interval). Moreover, depending on
the value of h/§, V could have many secondary local minima which appear due to the
perturbation by S. These local minima are at 1 — (3+4m)d for m € {0,1,...,2k—1}.
If we construct the analogue of w for the function V', denoted by wy, we find that
wy = 1+ h, since one can show that wy = W({-1}) — W({—-1} U {1}) and

W({—1}) = k[2h + 20] + k[2h — 45] + [ + 6],
W({—1} U {1}) = k[2h — 46] + k[2h — 26)].

Thus wy — wy = h.

From these calculations we see that the difference between wy and wy is minor
as long as the perturbation magnitude h is small, and also that the difference is
independent of the number of local minima introduced, which is controlled by §.

6. Proof of Theorem 4.11. Recall that

K K
= inf 2 V(ze) — mi Viz, .
T‘(Oé) :cEAinMKfl { ; a (:C[) Ulélg}( {; a (I (Z)) } }

In this section we provide the proof of Theorem 4.11. An important step of the
proof is to reformulate r(a) as in the next lemma. Although a version of the lemma
appears in [14], we include a somewhat simpler proof of a special case owing to its
central role.
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LEMMA 6.1. For any a € A, we have r(a) = (), where

K K
o) = VllréfD [2 Z a,Vy — Urgg}l{ {; aVU(Z)}

{(Vi,.o,Vi):Ve€[0, V4] for £>2} L £=1

)

with D = {V(z) : « € A}. Moreover,

K
(6.1) T (a) = VllféfD [(2a1 —ag)Vi+ Z (20 — ap-1) Vi
{V:0<Vo <<V <V } £=2
and
(6.2)
K-1
F(OL) = VHéfD [(20&1 — OLK) Vi+ (67) (2‘// — W+1) + 20 Vi — Vo
! =2

{V:0<Vo <<V <Vy }
Proof. The first step is to decompose A x ME~1 as U, ex, N,, where
N, = {:B e Ax ME-L. V(:L‘Tu)) < V(:L'T(Q)) <... < V(LL‘T(K))} .

For any 7 € ¥k there exists ¢ € {1,..., K'} which depends on 7 such that 1 = 7 (7).
We will use the rearrangement inequality [17, section 10.2, Theorem 368], which

says that if © € N, then since ay is nonincreasing in ¢ the minimum in U(x) =
minanK{Zfd aV(2,(0)} is at o = 7. Thus,

K
inf lQZagV (z,) —Ul(x)
=1

rEAXMKE-1

K K
-, {;5& [252_;6“” (@) = i, {;“MW”H }
K
-l {;gga [Z st me Vo) ] } |

{=1

Let B¢ = 2a;(y) — o, and for each 7 (and using that 4 is the index such that
7 (i) = 1), we define the sets

Nj_ = {(13.,.(1),...,177.(1-)) X E NT}

and

N (’y) = {(l‘r(i),. .. ,x.,.(K)) cx € N; and (l‘.r(l), . ,xT(i)) = 'y} .
Then

K
R LZ_; 5”(”37(@))] =

Next we show that given (yi,...,y;) (and noting that by definition z; = y;),

= < i Be)V(yi%

{=i+1

STh BeV (we) + BV (wi) ]

inf .
(y15--5y:)ENE +lnf(zi,...,zx)eﬁj(yl,‘..,yi) [Zf:i-g-l BeV (ZZ)}

K
(6.3) in'f;(yl ,,,,, y lz BeV (z0)

l=i+1
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Recall that ay > as > -+ > ax > 0. Therefore, fx = 20, (k) — kg 2> 20K —
ag = ax > 0. More generally, since 7(¢),...,7(K) are distinct values drawn from
{1,..., K}, for each ¢

K

K K K
Bé+"'+/8KZQZO‘T(j)_Zaj ZZZO@—ZO@' > 0.
=t = = =t

Using Bx > 0 and the fact that (z;,...,2x) € N (y1,...,y;) implies the restriction
Vi(zi) SV (zi41) <+ <V (2k),

we can rewrite the infimum as

inf [Z BeV (2¢) + (Br—1+ Br)V (ZKl)] -
yz

(2is2K )ENZ(Y15eees —it1

Tterating, we have (6.3). Recalling D = {V(z) : x € A},

K K
:ceAianngfl lQ;agV (x,) — Urgg}( {; agV(a:U(g))}]

}

1—1 K
= min inf BeV (xr(0y) + (z,
TEXK {(17(1),...,IT(1))€N7’{ |lz—; ¢ ( (Z)) (lz_; > @ ] }

i—1 K
= 1 .f VT T
[ b <e>+<2/3@> ®

{=1 {=
{(Vf(m ,~-<7VT(1‘—1))1VT(1) <Vi2) S"'SVT(i)} !

K
= min { inf [Z (20z,r(g) — az) V(:L‘T(Z))
=1

TEXK | zEN,

The last equality holds because V is continuous.
We claim that the last display coincides with

F(a) = vlféfp [QZWV[— mm {Zaﬂ/ }

{V:Veelo,vi] for e>2} L £=1
K
= 1 . f 2 T _ VT
et ngw lz_:( ar(e) = o) Ve

{(Vfu)r“ ,VT(K))¢VT(1)SVT(z)S“'SVT(K)SVT(i)}

Since V' € N, implies V,(y) > V;(;) and hence V() = V() for i </ < K,

[ K
inf ZﬂeVT(m
V€D (=1
{(Vf(l)w--,VT(K))iVT(n Vi) < <Vi(k) SVT@')}

i1 K
- inf ZﬁeVT(z) + (Z 5@) Vi
=1 =i

VT(i)GD L
{(VT(1)7---7VT(i71)):VT(1)§VT(2)§"'§VT@)}

)

which establishes the claim.
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Now rewrite 7 (o) by noticing that since Vj is the largest value in the set V,
minTegK{Zﬁl a¢V; (g} obtains the minimum at some 7 € Xy with 7(K) = 1.
Therefore

K K-1
77(04) = V}I.lefD [(20&1 — OéK) i+ 22 apVy — . minK ) { Z OégVT(g)}
(V:Ve<V; for £>2} (=2 TR rO=1 (4

Suppose we are given any K — 1 numbers and assign them to {Vi},_,
order. Then the value of

I a certain

,,,,,

K-1
min apV,

is independent of the order. But since oy > -+ > ax > 0, by the rearrangement
inequality, the smallest value of 2522 ayVy is obtained by taking the V, £ > 2, in
increasing order. By choosing this ordering of {V;},_, .,

K-1

K
i V. = _1Vs.

Thus we obtain (6.1):

K K
f(a) = VllréfD [(20[1 —aK) V1+2€§_:2WVZ—;:;04¢,1V¢

{V:0<V2 < <V <Vi }

K
- Vlll-lefD l(2a1 —ag)Vi+ Z (200 — ap—1) Vg
{V:0<Vo < <V <Vi } =2

Using summation by parts and a; = 1 gives (6.2). d

Proof of Theorem 4.11. Let axc € (0, (1/2)%~1]. Since V is continuous and bound-
ed from below, there is Vo € D such that Vo=V (A). Let a* =(1,1/2,...,(1/2)X 72 ak)
and V* = (Vi*, ... Vi), with Vi = Vg, V7 = (1/2)K=4, for £ =2,..., K. We have
the following inequalities, which are explained after the display:

(24 ax — (1/2)% )V,

K
o M f 2 _ 2 * _ *
Vien [( ar)Vi+ ) (207 —aj) Vi
{(Vi0<Va< - <Vie <V} (=2
=7 (a”)
< sup (1, ae,...,aKx_1,0k)

T (azyear—1)€Elax,1]K 2
K-1

(201 — o) Vi + D o (V7 = Vi) + 2ak Vi = V5
.

< sup

(a2,...,ax—1)Elak,1]K—2

= (2+ax — (/252 Ty,

The first equality follows from 2a; —aj_; = 0 for £ = 2,..., K — 1 and ax €
(0, (1/2)%~1]; the second equality comes from (6.1); the second inequality is from
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(6.2); the third equality uses ay = 1, 2V, =V, =0for £ =2,... K -1, V" =
Vo = Vi, and V5 = (1/2)K=2V}. In addition, since r(a) = 7#(c) for any o € A from
Lemma 6.1, we therefore obtain

sup r(lao,...;ag—1,a5) = (2+agx — (1/2)K72) v (4).

(a2,...,ax—1)€[ak,1]K -2

If ax € ((1/2)%~1 1], then ax € ((1/2)™,(1/2)™~1] for some m € {1,..., K—1}.
We can apply an analogous argument for each m with a* = (1,a3,...,a5%_;, aK)
and V* = (14,0,...,0), where

. (1/2)1if2 <l <m,
T agifmil1<l<K-—1,

to show that

sup r(l,ae,...,ax_1,05) = (2—ag)V (A). 0

(a2,e,ax—1)€[ax,1]K-2

7. Appendix. The results of [13] use the large deviation principle for a small
noise diffusion process to characterize large deviation properties of the variance of the
empirical measure in the limit as the time horizon tends to infinity and the strength
of the noise tends to zero. One use of the rate function on path space is to determine
probabilities of transitions between equilibrium points of the noiseless system. As
noted previously for the INS model this is not needed, in that the known form of the
stationary distribution hands us this information directly. Because of this, all that is
needed is that the LDP hold with some rate function that is uniform with respect to
initial conditions, which we assume, and certain bounds on the rate function.

One bound that is needed is an upper bound on the cost to go from any point x
to any nearby point y, i.e., inf{Ir(¢) : ¢(0) =z, d(T) = y,T € (0,00)}, which shows
that this cost can be made small by making the distance between & and y small (a
controllability type condition). Such a bound follows easily from the nondegeneracy
of the noise and boundedness of VV' by making comparison with the case of Brownian
motion.

The other bound needed is used to show that for many calculations what happens
away from neighborhoods of the equilibrium points is not so important, in that the
process spends very little time (in a relative sense) on any place but in the union
of these neighborhoods. For this, the key property of the rate function is a result
that shows that if & > 0, then all zero cost trajectories (i.e., paths ¢ such that
Ir(¢) =0 for all T € (0,00)) that start outside the union of the d-neighborhoods of
the equilibrium points must reach that set in a time that is uniformly bounded over
all initial conditions and paths. Two conditions that are sufficient to show that the
time spent away from J-neighborhoods of the equilibrium points are the following:

1. There is a measurable function L : M¥ x (R)K — [0, 00) that is uniformly
bounded on each compact subset, such that for all absolutely continuous
¥ € C([0,T) : M¥), the rate function It for the INS model discussed in the
next subsection of the appendix satisfies

/O f,(z/;7¢)ds < Ir(v),

and in all other cases I7(¢) = co.
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2. For each 6 > 0 there is f : [0,00) — [0,00) that satisfies f(t) — oo as
t — oo, and if 1 : [0,00) — MX is absolutely continuous and if 1 (t) avoids
the d-neighborhoods of all the equilibrium points {y;,7 € H}¥, then

(7.1) / L, )ds > f(T).

Given that an LDP holds with rate function Ir(¢), it follows from the general
large deviation upper bound proved in [10] that Ir(¢) > Jr(¢), with Jr(¢) giving
the upper bound rate and with Jp (¢ fo (¢, (Z) )ds of the following form. For each
point € M¥ there is a finite collectlon of functions

K K
)= 30 [V + ] = 30 (V). ) + By ),
k=1 k=1

j =1,...,J, where each 7, € R? and for each j the c,’C take distinct values from
{a?t, ..., a}l}, and the equality defines H;(z,~). Note that each H;(z,~) is qua-
dratic and positive definite (i.e., greater than zero if v # 0). For 8 = (f1,...,OKk)
with each B4 in the tangent space to M at xj, (the only values where L(x,3) will be
finite), we then have that

K

K
E(a:?ﬁ) = Su% lz <6k77k> + Z <vv(xk)7’7k> - v{:lﬂ-j(mvﬁy)

k=1 k=1

= {Sup} lZ ((Be + VV (k) k) — J—lHj(fEa’Y)] :

From standard theory of the Legendre—Fenchel transform, E( ,3) > 0 with equality
if and only if B 4 v is in the set of subdifferentials of \/ _Hj(z,7) in the ~ variable
at v = 0, with v being the vector of components VV(xk) Since the subdifferentials
of vjzlf_[j(as, ~) at 4 = 0 are precisely {0}, we get that L(¢, ) = 0 if and only if each
component of ¢ = (¢1, P2, ..., K ) satisfies by = —VV(¢). Since we assume there are
only finitely many equilibrium points of V' it must be true that each component reaches
the §-neighborhood of one of the equilibrium points in finite time. The reference
[10] also proves that Jr(¢) has compact level sets. Since the equilibrium points of
the combined system are just {y;,i € H}, the claimed property (7.1) follows from
standard calculations (see, e.g., [15, Lemma 2.2, Chapter 4]).
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