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FORMULATION AND PROPERTIES OF A DIVERGENCE USED TO
COMPARE PROBABILITY MEASURES WITHOUT ABSOLUTE
CONTINUITY*>**

PauL Dupuish** AND YIXIANG MAO?

Abstract. This paper develops a new divergence that generalizes relative entropy and can be used
to compare probability measures without a requirement of absolute continuity. We establish properties
of the divergence, and in particular derive and exploit a representation as an infimum convolution of
optimal transport cost and relative entropy. Also included are examples of computation and approx-
imation of the divergence, and the demonstration of properties that are useful when one quantifies
model uncertainty.
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1. INTRODUCTION

To compare different probabilistic models for a given application, one needs a notion of “distance” between
the distributions. The specification of this distance is a subtle issue. Probability models are typically large
or infinite dimensional, and the usefulness of the distance will depend on its mathematical properties. Is it
convenient for analysis and optimization? Does it scale well with system size?

For situations that require an analysis of (probabilistic) model form uncertainly, the quantity known as
relative entropy (or Kullback-Leibler divergence) is the most widely used such distance. This is true because
relative entropy has all the attractive properties asked for in the last paragraph, and many more. (Relative
entropy is not a true metric since it is not symmetric in its arguments, but owing to its other attributes it is
more widely used for these purposes than any legitimate metric.)

The definition of relative entropy is as follows. Suppose S is a Polish space with metric d(-, ) and associated
Borel o-algebra B. Let P(.S) be the space of probability measures over (S, B). If u, v € P(S) and p is absolutely
continuous with respect to v (denoted p < v), then

Rl = [ (1082 ) an
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2 P. DUPUIS AND Y. MAO

(even though log du/dv can take both positive and negative values, as we discuss in the beginning of section 2,
the definition is never ambiguous). Otherwise, we set R(u||v) = oo.

While we cannot go into all the reasons why relative entropy is so useful, it is essential that we describe why
it is convenient for the analysis of model form uncertainty. This is due to a dual pair of variational formulas
which relate R(u||v), integrals with respect u, and what are called risk-sensitive integrals with respect to v.
Let Cy(S) denote the set of bounded and continuous functions on S. Then Proposition 1.4.2 and Lemma 1.4.3
of [9] give

R(ul||lv) = sup {/ gd,u—log/egdu}, (1.1)
geCy(S) S S

and for any g € Cp(5),

log/egduz sup {/gd,u—R(qu/)}. (1.2)
s uer(s) Ls

It is immediate from either of these that for u,v € P(S) and g € Cy(S),

[ ot < Rul) + 1o [ et
S S

(in fact these expressions hold with Cy(S) replaced by the bounded and measurable functions on S). If we inter-
pret v as the nominal or design model (chosen perhaps on the basis of data or for computational tractability)
and p as the true model (or at least a more accurate model), then according to the last display one obtains
a bound on an integral with respect to the true model. (In fact by introducing a parameter one can obtain
bounds that are in some sense optimal [11].) We typically interpret the integral [¢gdu as a performance
measure, and so we have a bound on the performance of the system under the true distribution in terms of the
relative entropy distance R(u ||v), plus a risk-sensitive performance measure under the design model. From this
elementary but fundamental inequality, and by exploiting the helpful qualitative and quantitative properties of
relative entropy, there has emerged a set of tools that can be used to answer many questions where probabilistic
model form uncertainty is important, including [3, 7, 8, 10-13, 15, 16, 18, 19].

However, relative entropy has one important shortcoming: for the bound to be meaningful we must have
R(p||v) < oo, which imposes the requirement of absolute continuity of the true model with respect to the design
model. For various uses, such as model building and model simplification, this restriction can be significant.
In the context of model building, it can happen that one attempts to fit distributions to data by comparing
an empirical measure constructed using data with the elements of a parameterized family, such as a collection
of Gaussian distributions. In this case the two distributions one would compare are singular, and so relative
entropy cannot be used. A second example, and one that occurs frequently in the physical sciences, operations
research and elsewhere, is that a detailed model (such as the population process of a chemical reaction network,
which takes values in a lattice) is approximated by a simpler process that takes values in the continuum (for
example a diffusion process). For exactly the same reason as in the previous example, these processes, as well
as their corresponding stationary distributions, are not absolutely continuous.

Because relative entropy is not directly applicable to such problems, significant effort has been put into
investigating alternatives ([4, 5] and references therein). A class that has attracted some attention (e.g., in the
machine learning community) are the type-1 Wasserstein or, more generally, optimal transport distances [14,
20, 25]. These distances, which are true metrics, have certain attractive properties but also some shortcomings.
One is that the distances do not have an interpretation as the dual of a strictly convex function. To be a little
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more concrete, it is the strict concavity of the mapping g — Hlg; i, v] with

Hig; p, v] i/gdu—log/e”dl/ (1.3)
S S

in the variational representation for R(u ||v) that leads to tight bounds when applied to problems of control
or optimization of stochastic uncertain systems [10]. As an elementary example, given a fixed bound M on
R(p||v), it follows from (1.2) that for any ¢ > 0

1
/gdu <= [MJrclog/ ecgdy} ,
s ¢ S

and bounds that are tight for the collection {u : R(u||v) < M} can be obtained by optimizing on ¢ > 0. This
is not possible for the analogous variational representation for Wasserstein type distances which involves

Hlg; p, v i/Sgdu*/Sng- (1.4)

Also, in some problems of learning, one encounters optimization problems such as infg M (u,vy) where M is
a “distance” and vy is a parameterized family. For M (u,vg) corresponding to relative entropy one obtains a
min/max problem of the form

inf sup Hlg; p, vo]
0€0 gecy(9)

that is solved iteratively, with H as in (1.3). Although we would prefer to avoid the restriction p < v, the
(strong) concavity/convexity properties of the mapping (g,v) — H|g; u, v] appear preferable to those of the
analogous affine mapping that corresponds to (1.4).

A second limitation of Wasserstein distances is that, owing to the absence of a chain rule, they do not in
general scale well with respect to system dimension. This is an issue in applications to problems from the
physical sciences, where large time horizons and large dimensions are common.

Rather than give up entirely the attractive features of the dual pair (R(u[|v),log [ e?dv), an alternative is to
be more restrictive regarding the class of costs or performance measures for which bounds are required. Indeed,
the requirement of absolute continuity in relative entropy is entirely due to the very large class of functions,
Cy(S), appearing in (1.1). For a collection I' C Cp(S) one can consider in lieu of R(u ||v) what we call the
I'-divergence, which is defined by

Gr(p|v) isup{/gd,u—log/ egdu}. (1.5)
gel’ \Js S

By imposing regularity conditions on I (e.g., Lipschitz continuity, additional smoothness) one generates (under
mild additional conditions on I') divergences which relax the absolute continuity condition. Thus one is trading
restrictions on the class of performance measures or observables for which bounds are valid, for the enlargement
of the class of distributions to which the bounds apply. These divergences are of course not as nice as relative
entropy, but one can prove that they retain versions of its most important properties (in particular, the sense
in which a version of the chain rule persists is discussed in Sect. 6.2). In addition, the dual function remains
log |, ge?dv. As noted this is useful owing to its convexity properties, and it is also useful when considering
problems of optimization or control since the corresponding risk-sensitive optimization and optimal control
problems are well studied in the literature.
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In our formulation of the I'-divergence the underlying idea is that to extend the range of probability measures
that can be compared, one must restrict the class of integrands that will be considered. However, this leads
directly to an interesting connection with the Wasserstein distance mentioned previously, which is that for
suitable collections I' we will prove the inf-convolution expression

Gr(plv) = Weigfs) {Wr(p—~)+R(v|v)},

where Wr is the Wasserstein metric whose dual (sup) formulation uses the set of functions I'. Moreover one
recovers relative entropy by taking the limit b — oo in Gpr(p||v), which may be useful if one wants to allow
relatively small violations of the absolute continuity restriction, while at the same time taking advantage of
simple approximations for the Wasserstein distance in the high transportation cost limit. The sup formulation
(1.5) can also be used as the basis for sampling based computation, by adapting the approach of [17].

The organization of the paper is as follows. In Section 2 we define the I'-divergence, and prove the first main
result of this paper, which is the inf-convolution formula described above (Thm. 2.4). In Section 3, we show
several properties of the I'-divergence, and establish a convex duality formula for the I'-divergence. Section 4
investigates the I'-divergence for a special choices of I', which are sets of bounded Lipschitz continuous functions.
We establish a relation between I'-divergence and optimal transport cost, and prove existence and uniqueness for
optimizers of variational representations of I'-divergence (Thm. 4.9), and also formulas for directional derivatives
of the I'-divergence (Thm. 4.16). Section 5 considers limits for the I'-divergence, and in Section 6 there is a
preliminary discussion on how one can apply the I'-divergence to obtain uncertainty quantification bounds.

As last remarks we note that the paper [1] defines a “relaxation” of Wasserstein distance by putting in an
entropy term of the mass-transfer matrix. The new divergence so defined is easier to compute than the original
Wasserstein distance, but is not the same as the divergences we develop here. Also, [24] makes use of an inf-
convolution formula analogous to the one presented above to extend type-1 Wasserstein distances to positive
measures.

2. DEFINITION OF THE I'-DIVERGENCE

Throughout this section, S is a Polish space with metric d(-, -) and associated Borel o-algebra B. C,(S) denotes
the space of all bounded continuous functions from S to R. Let P(S) be the space of probability measures over
(S, B), M(S) be the space of finite signed (Borel) measures over (.5, B), and My(S) be the subspace of M(S)

whose total mass is 0. R = R U {oco} is the extended real numbers. Throughout this section, we consider Cy(.5)
equipped with weak topology induced by M(S). Thus for f,, f € Co(S), fn — f if fs fndp — fS fdp for all

we M(S).
Rl = [ (mj’j) ay

We recall that
whenever p is absolutely continuous with respect to v. For ¢t € R define t— = —(¢ A 0). Since the function
s(log s)~ is bounded for s € [0, 00), whenever u < v,

dp\ du dp\
log — = [ — (log — .
/S<og dy) du /de <og dy) drv < o0

Thus R(p||v) is always well defined.

We recall the Donsker-Varadhan variational representation (1.1) for relative entropy. We will use equation
(1.1) as an equivalent characterization of R(:||v) on P(S), and consider an extension to M(S). With an abuse of
notation, we will also call the extended function R. The following lemma states basic properties of the extension.
Its proof appears in the Appendix.
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Lemma 2.1. Consider R : M(S) x P(S) = (—o0, 0] defined by (1.1). Then

(1) R(pl|lv) >0 and R(p|lv) =0 if and only if p = v,
(2) R(:||-) is convex,
(3) R(pllv) = oo if p € M(SH\P(S).

Though relative entropy has very attractive regularity and optimization properties, as noted R(u||v) is finite
if and only if ;4 < v. As such, it cannot be used to give a meaningful notion of “distance” without this absolute
continuity restriction. In order to define a meaningful divergence for a pair of probability measures that are
not mutually absolute continuous, but at the same time not to lose the useful properties of the “dual” function
g — log [, 5 ¢dv appearing in (1.1), a natural approach is to restrict the set of test functions in the variational
formula. We define a criterion for the classes of “admissible” test functions we want to use.

Definition 2.2. Let I" be a subset of Cy,(S) endowed with the inherited weak topology. We call I" admissible
if the following hold.

1) I' is convex and closed.

2) T is symmetric in that g € T implies —g € T, and T' contains all constant functions.

3) I is determining for P(S5), i.e., for any p,v € P(S) with p # v, there exists g € I' such that

/S gdp # /S gdv.

We next define a new divergence by restricting the class of test functions in the definition of relative entropy.
Let I'® denote the complement of T'.

Definition 2.3. Fix v € P(S). For u € M(S), we define the I'-divergence associated with the admissible set

I’ by
Gr(ullv) = sup{/gd,u—log/ egdy}.
ger UJs 5

We also define the following related quantity. For n € M(S) let

Wr(n) = Sup{/ gdn} = sup {/ gdn — ool{gerc}}-
gel S geCy(S) S

When T is clear based on context, we will drop the subscript from Gr and Wr. Using a similar argument as
in Lemma 2.1, one can show that Gr(u||v) = oo if u(S) # 1. The next theorem states an important property of
the I'-divergence, which is that it can be written as a convolution involving relative entropy and Wr.

Theorem 2.4. Assume T is an admissible set. Then for p € M(S), v € P(S),

Gr(plv) = vei% {R(lv) + Wr(p =)}

Remark 2.5. It will be pointed out in Section 4 that if I" is taken to be the Lipschitz functions with respect
to a cost function c¢(z,y) that satisfies some specified conditions, Wr(u — v) will be the corresponding optimal
transport cost from p to v. If T' is also admissible then the theorem tells us that by restricting the set of test
functions in the variational representation of relative entropy to I', we get a quantity which is an inf-convolution
of relative entropy and a metric.

The rest of this section is focused on the proof of Theorem 2.4. In order to do this, we need a few definitions
and also will find it convenient to consider a more general setting.
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Definition 2.6. Points x and y in a topological space Y can be separated if there exists an open neighborhood
U of x and an open neighborhood V of y such that U and V are disjoint (UNV = &). Y is a Hausdorff space
if all distinct points in Y are pairwise separable.

Definition 2.7. A subset C of a topological vector space Y over the number field R is

1. convex if for any z,y € C and any ¢ € [0,1], tx + (1 — t)y € C,

2. balanced if for all x € C and any A € R with |A\| <1, Az € C,

3. absorbant if for all y € Y, there exists ¢ > 0 and x € C such that y = tz.

A topological vector space Y is called locally convex if the origin has a local topological basis of convex,
balanced and absorbent sets.

Definition 2.8. For a topological vector space Y over the number field R, its topological dual space Y™ is
defined as the space of all continuous linear functionals ¢ : ¥ — R.

The weak* topology on Y* is the topology induced by Y. In other words, it is the coarsest topology such
that functional y : Y* — R, y(p) = ¢(y) is continuous in Y*.

For y € Y and ¢ € Y*, we also write (y,¢) = ¢(y) = y(p).

Now let Y be a Hausdorff locally convex space with Y* being its topological dual space and endowed with
the weak* topology.

Definition 2.9. For a function f:Y — R, its convex dual f* : Y* — R is defined by

7 (z) =sup {{y,2) — f(y)}-

yey

Definition 2.10. Let f, f» : Y — R be two functions. We define the inf-convolution of f; and f, by

[f10/2] (y) = yilféfy{fl(yl) + faly —y1) }-

Definition 2.11. For a function f : Y — R the lower semicontinuous hull 7 is defined by
f(z) =sup{g(z) : g < f,g:Y — R is continuous}.

Definition 2.12. A convex function f:Y — R is proper if there exists y € Y such that f(y) < co. The
domain of a convex, proper function f is defined by

dom(f) ={y €Y : f(y) < oo}.

Now let us introduce an important lemma.

Lemma 2.13. ([6], Thm. 2.3.10) Let f; : Y — R be convexr, proper and lower-semicontinuous functions fulfilling
N2, dom(f;) # @. Then one has

(Zﬂ) = fi0--Of.
=1

In our use we take Y = Cy(S) equipped with topology induced by M(S), i.e., the topological basis around
g €Y is taken as sets of the form

{er:/fduke (/gduk—ek,/gduwek),k=1,2,...,m},
S S S
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where m € N, {ugtr=12, . ..m C M(S) and € > 0,k = 1,2,...,m are arbitrary. It can be easily verified that
under this topology, Cy(S) is a Hausdorff locally convex space, with Cy(S)* = M(S) ([22], Thm. 3.10). For
g € Cp(S) and p € M(S), we define the bilinear form

(9, 1) = /Sgdu.

We are now ready to prove the main theorem.

Proof of Theorem 2.4. Define Hy, Hy : Cy(S) — R by

Hy(g) = log/segdl/ and Hs(g) = oolre(g).

Then

Gr(plv) = Sup{/ gdu—log/ eng}
ger S S
= sup {/gd,u—log/ egdl/—ooll"c(g)}
gecy(s) UJs 5

= (Hy + H2)" ().

Notice that {0} € dom(H;) N dom(Hsy) # &, and both H; and Hy are proper and convex. For lower-
semicontinuity, under the topology induced by M(S), H; is lower semicontinuous because of (1.2) and the
fact that supremum of continuous functions are lower semicontinuous, and Hs is lower semicontinuous since I'
is closed. Thus, by Lemma 2.13

Gr(pllv) = (Hy + H2)" (1) = [HTOH;] ().
By equation (1.1) and the definition of Wr, we know that
R(ullv) = Hi(p) and Wr(n) = Hz (n).

In the following display, the first equality is due to the definition of inf-convolution, and the second is since
R(~||v) < oo only when v € P(S):

H{OH; () = velj\rilf(S) {R(Y[lv) + Wr(p =)} = yégfa {R(y|lv) +Wr(p—7)}.

Thus the last thing we need to prove is that Hy[JH5 is lower semicontinuous. Note that relative entropy
is lower semicontinuous in the first argument in the weak topology ([9], Lem. 1.4.3 (b)), and Wr is lower
semicontinuous in the weak topology since it is the supremum of a collection of linear functionals. Let

F(u) = HiOH;(n) = inf {ROY)+ We(u =)}

Consider any sequence i, = p with p,, u € M(S). Here “=" means convergence in the weak* topology, i.e.,
for any f € Cy(S), [ fdpn, — [ fdu. Let € > 0, and for each p,, let v, satisfy

R(ynl[v) + Wr(pn — ) < F(pn) + €.
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We want to show that

liminf F'(p,) > F(p). (2.1)

n—oo

If liminf,, o F'(1n) = 0o, the inequality above holds automatically. Assuming liminf,, o F'(u,) < oo, let ny
be a subsequence such that

lim F(pip,) = iminf F(uy,).

k—o0 n—00

Notice that

R(’Y”k””) < R(’Ynk ”V) + WF(U'ﬂk - fynk) < F(:unk) +e.

Since {F(tn, ) i>1 is bounded, we know that {7y, }x>1 is tight ([9], Lem. 1.4.3(c)). Then we can take a further
subsequence that converges weakly. For simplicity of notation, let n; denote this subsequence, and let ., denote

the weak limit of 7, . Then using the lower semicontinuity of R(-||v) on P(S) and the lower semicontinuity of
Wr on M(S),

liminf F(p,) +¢ = klim F(pin,) +¢
e el

n—oo

2 klim [R('Ynk lv) + W(Nnk - ’Ynk)]
— 00

> R(yoo|lv) + W (k= voo)

> inf {R Wr(u —
—yel%(S){ (YIv) +Wr(p =)}

= F(p).

Since € > 0 is arbitrary this establishes (2.1), and thus F' is lower semicontinuous in M(S). The theorem is
proved. O

3. PROPERTIES OF THE [-DIVERGENCE

Theorem 2.4 provides an interesting characterization of the I'-divergence. Before we continue to specific
choices of I', we first state some general properties associated with I'-divergence. Throughout this section we
fix an admissible set I', and thus drop the subscript from Gr and Wr in this section. Also, now that we have
established the expression for G as an inf-convolution as in Theorem 2.4, we no longer need to consider G as
a function on M(S) x P(S), and instead can consider it just on P(S) x P(S), since we want to use G as a
measure of how two probability distributions differ.

Lemma 3.1. For (u,v) € P(S) x P(S) define G(u||v) by Definition 2.3 and assume I' is admissible. Then the
following properties hold.

1) G(pl|lv) =0, with G(p||v) =0 if and only if u = v.

2) G(p||v) is a convex and lower semicontinuous function of (u,v). In particular, G(u||v) is a convezx, lower
semicontinuous function of each variable p or v separately.

3) G(ullv) < R(pllv) and G(ullv) < W (u—wv).

Remark 3.2. 1) The first property justifies our calling G a divergence as the term is used in information theory.
2) Relative entropy has the property that for each fixed v € P(S), R(-||v) is strictly convex on {u € P(S) :
R(p|lv) < co}. However, G(-||v) in general is not strictly convex.
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Proof of Lemma 3.1. 1) As noted in Lemma 2.1, R(-||-) is non-negative ([9], Lem. 1.4.1), and for any u € P(S5)

W) = Sup{/ gdu} > / 0dp = 0.
ger S S

Thus

G(pllv) = inf{R(pallv) + W (p2) : p1 + p2 = p} = 0.

Also by Lemma 2.1, R(u1]|v) = 0 if and only if 41 = v. Thus G(p||v) = 0 if and only if

W(p—v) zlélg{/sgd(uV)} =0,

which tells us p = v since T" is admissible.

2) This is a straightforward corollary of Theorem 2.4, since the supremum of a collection of linear and
continuous functionals is both convex and lower semicontinuous.

3) This follows from Theorem 2.4 and that R(v||v) = W(0) = 0. O

For relative entropy we have the following lemma ([9], Prop. 1.4.2).
Lemma 3.3. For all g € Cy(S)

g [ efdv = sup { / gdu—R(MIIV)},
S HEP(S) S

where the supremum is achieved uniquely at pg satisfying

% 2 e9(T)
dv o Jgesdv

A similar duality formula holds for the I'-divergence when g € T'.

Theorem 3.4. If ' is admissible then for g € T

log/egduz sup {/ gd,u—G(tu)}.
S HEP(S) S

Proof. Using the definition of the I'-divergence

sup {/ng—G(/.LHZ/)} = sup /gd,u—sup{/ fd,u—log/ efdu}
uer(s) L/s uep(s) | Js fer Us 5
< sup {/gdu {/gdulog/egdy}}
ueP(s) L/s s s
zlog/ eJdv.
s
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On the other hand, we know for relative entropy that

log/ eddv = sup {/ gdp — R(,u|u)}.
S IS4 S

Since G(pllv) < R(plv),

g [ et = sup { [ - R(uIIV)} < sup { [ - G(/LIIV)} < sup { [ - G(uIIV)} .
S 184 S IS4 S neP(S) S

The statement of the theorem follows from the two inequalities. O

The last theorem has two important implications. The first is related to the fact that Lemma 3.3 implies
bounds for [ gdu when R(u|v) is bounded, an observation that has served as the basis for the analysis of
various aspects of model form uncertainty [8, 11]. Using Theorem 3.4, we obtain analogous bounds on | s 9du
for g € T when G(u|lv) is bounded. Applications of these bounds will be further developed elsewhere. The
second is that for g € T', if we take pg as defined in Lemma 3.3, then

10g/ egdv:/gduo — R(pollv)
S S

< /Sgd,uo = G(uol|v)

< sup {/ gdu—G(uV)}
nEP(S) S

= log / eddv,
s

where the first inequality comes from G(uo||v) < R(pol|v). Since both inequalities above must be equalities, we
must have

R(pollv) = G(pol|v)-

The next lemma gives a more detailed picture of G(p||v) when p < v.

Lemma 3.5. For u,v € P(S), if p < v then

d
Gulv) = s { [ 1oe () anf.
~EA(S) \JS v

where
A(S) = {7 € P(S) : vy < v,3g €T such that j—’y(x) =9 for g € supp(u)} .
v

Proof. We use the definition

G(pl|v) = sup {/ gdu — log/ egdu}
gerl S S
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to prove this lemma. For any g € T', we define y, € P(S) by the relation

dv, e9(T)
9 () =
dv Jgesdv

for « € supp(v), and v4(supp(r)¢) = 0. Then for € supp(v),

log (‘?y‘?( )) — g(2) —log/segdu.

Since y < v, we have

d~,
/log( )d,u /gd,u — log/ eddv,
S dv S s

and thus

G(u|v) :sup{/gdu—log/ egdy} < sup {/ log <d )d,u}
ger s s YEA(S) d

On the other hand, for any v € A(S), by definition, we can find a g, € I" such that

o) =1og (o))

for « € supp(v). Then

d
/gvdu — log/ eIrdv = / log (fy) du.
s S S dv

Thus
d~y
sup log dp p < sup gdp —log [ e?dv y = G(p||v).
YEA(S) dv ger Us s
Combining the two inequalities completes the proof. O

Remark 3.6. When p € A(S) we always have G(u||v) = R(p||v). This is because if v € A(S) then p < ~, and

therefore
du dvy du
/Slog (dy) dp — / log (dy> dp = / log (d ) dp = R(plly) =

Rearranging gives

[0 (52 ) = Reulv) - Rl
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Gl = s { [roe () e} = Rt

This statement is not valid when g < v does not hold, since then log(dy/dr) is not defined in

supp(x)\supp(v), thus
dy
/ log (dy) dp

and so

is not well defined.

4. CONNECTION WITH OPTIMAL TRANSPORT THEORY

In the proceeding sections, we discussed general properties for the I'-divergence with an admissible set
' C Cy(S). In this section, we discuss specific choices of I' which relate the I-divergence with optimal transport
theory. First we state some well known results in optimal transport theory.

4.1. Preliminary results from optimal transport theory

The results in this section are from Chapter 4 of [20]. The general Monge-Kantorovich mass transfer problem
with given marginals p, v € P(S) and cost function ¢: S x S — Ry is

Cle;p,v) = inf / c(x,y)m(dz,dy) ¢,
mell(p,v) SxS

where II(u, v) denotes the collection of all probability measures on S x .S with first and second marginals being
w and v, respectively.
A natural dual problem with respect to this is

sen= s [ epan ],
feLip(c,S;Cy(S))

where p = p — v, Cy(S) denotes the set of bounded continuous functions mapping S to R and

Lip(c, S5 Ch(S)) = {f € Cy(S) : f(x) — f(y) < cla,y) for all 2,y € 5}. (4.1)

We want to know when

Cle; p,v) = Ble, p) (4.2)

holds. The following is a necessary and sufficient condition. As with many results in this section, one can extend
in a trivial way to the case where costs are bounded from below, rather than non-negative. Recall that S is a
Polish space.

Condition 4.1. There is a nonempty subset @ C Cp(S) such that the cost ¢ : S x S — [0,00] has the

representation

clz,y) = blelg (u(z) —u(y)) forall (z,y) € S xS. (4.3)
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Theorem 4.2. ([20], Thm. 4.6.6) Under Condition 4.1, (4.2) holds.
Remark 4.3. Condition 4.1 implies that ¢ satisfies the triangle inequality, i.e., for all z,y,z € S

co(z,2) < cz,y) + c(y, 2).
This follows easily from

sup (u(z) —u(2)) = sup ((u(z) — u(y)) + (u(y) — u(z)))

ueQR ueQ
< sup (u(z) — u(y)) + sup (u(y) —u(2)).
ueQ ueqQ

On the other hand, Condition 4.1 also allows for a wide range of choices of ¢(z,y). For example, suppose
that ¢ is a continuous metric on S, where continuity is with respect to the underlying metric of S. Then we can
choose

Q = {min(c(z,zg),n) : zg € S,n € N}.
It is easily verified that @ C C(S), and that with this choice of @ (4.3) holds.

4.2. I'-divergence with the choice I' = Lip(c, S; Cy(S))

Suppose T' = Lip(e, S; Cp(59)), with ¢ : S x S — [0, 00] satisfying Condition 4.1. To make the presentation
simple, we have assumed that ¢ is non-negative, and further assume it is symmetric, meaning c(x,y) = ¢(y,z) > 0
for any x,y € S. To distinguish from Wr(u — v) for general T, we denote the transport cost for u, v € P(S) by

We(p,v) = sup {/ gd(p — V)} :
g€Lip(c,S;Cp(S)) \JS

Then by Theorem 4.2

We(p,v) = sup {/ gd(p — V)} = inf {/ c(m,y)w(dx,dy)}.
g€Lip(c,9;Cu(S)) /S mell(pv) LJsxs

Condition 4.4. Suppose Lip(c, S; Cy(S)) is measure determining, i.e., for all p,v € P(S), p # v, there exists

f € Lip(c, S; Cy(S)) such that
[ saus [ pa

Remark 4.5. It is well known that if d(x,y) denotes the metric on S, then Lip(d, S; Cy(S)) is determining.
Hence a simple sufficient assumption for Condition 4.4 is that for some 6 > 0, 8d(z,y) < ¢(x,y) for z,y € S. In
fact, it is enough that for each compact set K C S there is 0 with 0d(z,y) < ¢(z,y) for z,y € S. To see this, let

f € Lip(d, S; Cp(5)) satisty
[ sau= [ gav+s
S S

where § > 0 and we can assume that 0 < f < 1. Since a single probability measure is always tight we can find a
compact set K such that u(K¢) < §/8 and v(K¢) < 6/8. Then under the assumption f is bounded and Lipschitz
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continuous with respect to ¢ on K, and using
f(z) = min{c(z,x) + f(z),z € K} A1

to redefine f off K, we obtain f € Lip(c, S; Cy(S)) such that

/Sfduz/gfdu+6/2.

Under Condition 4.4, " is admissible (see Def. 2.2), and by Theorem 2.4

Gr(u >—sup{ /S gdu — log /S egdu}— inf {Wel(p.) + RO) (4.4)

gel Y€EP

Hence by choosing I' properly, we get that the I'-divergence is an infimal convolution of relative entropy, which
is a convex function of likelihood ratios, and an optimal transport cost, which depends on a cost structure on
the space S. Natural questions to raise here are the following.

i) Do there exist optimizers v* and ¢g* in the variational problem (4.4)? If so, are they unique?

ii) How can one characterize v* and g*7

iii) For a fixed v € P(S) (resp., u € P(S)), what is the effect of a perturbation of u (resp., v) on Gr(u||v)?

We will address these questions sequentially in this section. From now on, we will drop the subscript I in this
section for the simplicity of writing. We consider the case where G(u||v) < co. To impose additional constraints
on p and v such that G(p||v) < oo holds, we make a further assumption on c.

Condition 4.6. There exists a : S — R such that

c(z,y) < alz) +aly).

Now consider p,v € L'(a) = {0 € P(S) : [y a(x)0(dzx) < co}. Then
Gullv) = inf {We(n,7) + R(7[[v)}
YEP(S)
S WC(IU‘7 V)

inf / c(x,y)m(dz,d }
WEH(W){ [ dwrianay

e o)+ antanan |
~ [atmian) + [ atyian

S

IA

< 00.

We will assume the following mild conditions on the space S and cost ¢ to make Lip(c, S; Cy(S)) precompact.

Condition 4.7. There exists {Km}mEN such that K, C S is compact, K,, C K,,4+1 for all m € N, and
S = UmenKp. For each m, there exists 0, : Ry — Ry, such that lim,_,0 0,,(a) = 0, and J,,, > 0, such that for
any z,y € K, satisfying d(z,y) < 6,

c(,y) < Om(d(z,y))-
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Recalling the definition (4.1), we define the unbounded version as follows
Lip(c,S) ={f € C(S) : f(z) — f(y) < c(z,y) for all z,y € S},

where C(.9) is the set of continuous functions mapping S to R. Before we proceed, we state the following lemma,
which will be used repeatedly in this section.

Lemma 4.8. If g € Lip(c, S) and ,v € P(S) satisfy [ |g|dd < oo, then

/gd@ - log/ eddv < G(|lv) < R(O||v).
S s

Proof. We use a standard truncation argument. Since by Lemma 3.1 we already have G(0||v) < R(0||v), we only
need to prove the first inequality in the statement of the lemma. If f g €e9dv = oo, then

/gdﬂ - log/ eddv = —oo < 0 < G(0||v).
s s

Hence we only need consider the case [gedr < co. Let g, = min(max(g, —n),n) € Lip(c, S;Cy(S)) =T for
n € N. We have |g,(z)| < |g(z)| and

lim g,(z) =g(z) z€Sb.

n— oo

Thus by the dominated convergence theorem lim,, o [ s gndd = /. 5 9df. Also we have

eI (@ < e9(®) L 1 and lim (@) = 9@,
n— oo

Then again using the dominated convergence theorem, lim, f geIndy = f g e9dv. Together with (1.1), this

gives
/gd@—log/ eddv = lim (/ gndé’—log/ eg"'du)
s s n—eo \Js s
<sup{/ de—log/ede}
fer U/s s

=G(0|v).

Now we are ready to state the first main theorem of this section.

Theorem 4.9. Suppose Conditions 4.1, 4.4, 4.6 and 4.7 are satisfied. Fix p,v € L*(a). Then the following
conclusions hold.

1) There exists a unique optimizer v* in the expression (4.4).

2) There exists an optimizer g* € Lip(c, S) in the expression (4.4), which is unique up to an additive constant
in supp(u) U supp(v).

3) g* and v* satisfy the following conditions:
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dy* ed" ()
= ———F——, V—a.s.

v = eray

Welp,v*) = /Sg*d(u - %)

Remark 4.10. With many analogous expressions related to relative entropy, one can only conclude the unique-
ness of v* and ¢g* (up to constant addition) almost everywhere according to either the measure p or v. However,
because of the regularity condition g* € Lip(c, .S; C(S)) and Condition 4.7, the uniqueness of g* (up to constant
addition) on supp(p) U supp(v) will follow.

Proof. For n € N consider +,, € P(S) that satisfies
R(vallv) + We(pt, vn) < G(ullv) + 1/n.
Then by Lemma 1.4.3(c) in [9] {vn}n>1 is precompact in the weak topology, and thus has a convergent subse-

quence {Vn, }>;- Denote v* = limy_, o Vn,. Then by the lower semicontinuity of both R(:||v) and W,(x,-), we
have -

ROV (V) + We(p, 7") < liminf (R, [[v) + Welps 1)) < Glullv)-
Since
Gulv) = ot {R(Y[v) + Welp, 7)} < R(Y[|v) + We(p,v)
it follows that

G(ullv) = R(Y*[lv) + Welp, 7%),
which shows that v* is an optimizer in expression (4.4). If there exist two optimizers v, # 72, the strict convexity
of R(-||v) and convexity of We(u,-) imply that for v = (71 +72)

1
R(ysllv) + Welw,73) < 5 ((R(nlle) + Welp, 7)) + (B(2llv) + Welu, 72)))
= G(pllv) < R(vslv) + Welp,v3),
a contradiction. Thus the existence and uniqueness of an optimizer v* of (4.4) is proved, which establishes 1)

in the statement of the theorem. Before proceeding, we establish the following lemma, whose proof appears in
the Appendix.

Lemma 4.11. If g € Lip(c, S), then [ gdy* < co.

Now we consider the other variational representation of G(u||v), which is

G(pllv) = sup {/ gdp — log/ egdu}.
g9€Lip(c,S;Cu(5)) \Js 5
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Take g, € Lip(c, S; Cp(S)) such that
Glly) =1/ < [ gud—tog [ ey < Glulv)
S S

Without loss of generality, we can assume g, (xo) = 0 for some fixed zg € Ky C S. Since for any m e N K,,, C S
is compact, we have that {g,},cy is bounded and equicontinuous on K,, by Condition 4.7. By the Arzela-
Ascoli theorem, there exists a subsequence of {g, },y that converges uniformly in K,,. Using a diagonalization
argument, by taking subsequences sequentially along { K.y },,cy, Where the next subsequence is a subsequence of

the former one, and taking one element from each sequence, we conclude there exists a subsequence { Gn, }j N’

that converges uniformly in any K,,. Since S = U,enK;n, we conclude that { In; }j o converges pointwise in

S. Denotes its limit by g*. It can be easily verified that ¢g* € Lip(c, S).
Since gn, () < gn, (x0) +c(xo, ) < a(xo)+a(x) and [ (a(zo) + a(z)) dp < oo, by the dominated convergence
theorem lim; . [ gn,dp = [4 g*dp. By Fatou’s lemma, we have liminf;_,o, [ge/*dv > [ 9" dv, and therefore

—log/eg*dy > hmsup—/ eI dv.
s

j—o0

Putting these together, we have

G(ullv) = sup {/ gdu—log/ egdu}

g€Lip(c,S;Cy(S)) S S
< lim sup {/ Gn,dp — log/ eI du}

Jj—o0 S S
S/g*du—log/eg*du

s s
= (/ g dp — / g*dv*) + (/ g dy* —log/ eg*dy> .
s s s s

We can add and subtract |, 5 g*dy* because we have proved in Lemma 4.11 that v* is integrable with respect to
functions in Lip(c, S), and ¢* € Lip(c, S). By Lemma 4.8 we have

s S
We also have
/g*du—/g*dv* < Welp, ™),
s s
which is due to

We(p, ") = sup / gd(p —v")
g€Lip(c,S;Cy(S)) J S

> lim sup/ max(min(g*,n), —n)d(p — ")
s

n—oo

= /Sg*d(u —7"),
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where the last equality is because of the dominated convergence theorem and integrability of |¢*| with respect
to v and * (Lem. 4.11). We can therefore continue the calculation above as

(/Sg*du—/sg*dv"> + (/Sg*dv* —log/seg*dV> < Welp,v*) + R(y*|lv) = G(ullv).

Since both the upper and lower bounds on the inequalities coincide, we must have all inequalities to be
equalities, and therefore

G(pllv) = / g dp — log/ 9 dv, / g dp — / g dy" = We(u,v"),
s s s s
and
s s
The last equation gives us the relationship

dv* ed" (@)
=
v [se9"dv

vV —a.s.

Thus we have shown the existence of optimizer g* € Lip(c, S) and its relationship with v*. Lastly, for any
other optimizer g € Lip(c, S) the analogous argument shows

dy* (@)
= VvV —a.s.

dv ¥ [se9dv

Hence uniqueness of the optimizer g* in supp(v) up to v — a.s. is also proved.
To determine the uniqueness of the optimizer ¢g* in supp(p), we take an optimal transport plan between pu
and v*, 7 € I(p,v*) for We(u,v*), which means

W)= _int A cngmtanan = [ el

mEIL(p,y™)

(Note that ¢ satisfying Condition 4.1 is lower semicontinuous, and therefore ([2], Thm. 1.5) shows the existence
of an optimal transport plan 7*.)

Since g*(z) — ¢*(y) < c(x,y),

WV,
S r—

We(p,7") c(z,y)m* (dz, dy)

xS

l9"(x) — g"(y)] 7" (dz, dy)
xS

9" (@) (n = ~")(dz)

(")

Then the only inequality above must be equality, which implies that for (z,y) € supp(v*), g*(x) —g*(y) = c(z, y),
m* — a.s. This is also true for any other optimizer g € Lip(c, S) for (4.4). Thus we are able to determine g*
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uniquely in supp(u) g — a.s. with the help of 7* and data of ¢g* in supp(v). Lastly, since g* € Lip(c, S) and by
Condition 4.7, we conclude the uniqueness of g* in supp(u) U supp(v) by the continuity of g*. O

Remark 4.12. When p < v Theorem 4.9 implies that for some constant ¢

g°(x) = log (?: (m)) S v—as.

Hence

Glul) = [ g*du—tog [ erav= [ 1og(d7 (a:)) .
s 5 S dv

and so the I'-divergence of u with respect to v looks like a “modified” version of relative entropy.

The next theorem tells us that 3) of Theorem 4.9 is not only a description of the pair of optimizer (g*,~*),
but also a characterization of it.

Theorem 4.13. Suppose Conditions 4.1, 4.4, 4.6 and 4.7 are satisfied. Fix p,v € L'(a). If g1 € Lip(c, S) and
v1 € P(S) satisfy condition 3) in Theorem 4.9, then (g1,71) are optimizers in the corresponding variational

problem (4.4):
Gr(pllv) = / g1dp — log/ efdv = We(p, 1) + R(n|[v).
s s

Proof. The theorem follows from the two variational characterization of T'-divergence in (4.4). Condition 3) of
Theorem 4.9 implies

R(m1]|v) =/g1d71 —log/e““dv and We(p, 1) =/g1d(u—%),
S S S
and therefore
R(villv) +We(p, 1) Z/gldu—log/egldu.
S S

This implies

Glulv) = _inf{RGI) +Welw.7)}

< R(mlv) + We(p,7)

:/glduflog/egldy

S S

<Sup{/gd,u—log/egdu}
gel S S

= G(ullv)-

The first inequality comes from the fact that ; € P(S), while the second needs a little more discussion, which
will be given below. Assuming this, the last display shows that (g1,71) are optimizers. The second inequality
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follows from Lemma 4.8 and the fact that

[ ln@lutaz) < [ (9:0) + 0.2)] n(do) < [ lg2(0)] + al0) + ao)] ulcls) < .
S S

S

The proof is complete. O

The last theorem answers questions i) and ii) raised earlier in this section, now we want to answer iii), which
is to characterize the directional derivatives of G(u||v) in the one variable when fixing the other, e.g.,

lim, (G + 2pllv) — Glullv))

e—0t €

for p € My (S) which satisfies certain conditions. From Theorem 4.9 and remarks following it we know that any
optimizer g* of expression (4.4) is unique in supp(u) U supp(v). However, there is still freedom to choose ¢g* in
S\ {supp(p) Usupp(v)}, since the variational problem in (4.4) does not take into account of the information
of g* outside supp(u) U supp(v), other than requiring that g* belong to Lip(c,S). We will define a special
g* that is uniquely defined not only in supp(u) and supp(v), but also on S\ {supp(x) Usupp(v)}. For = €
S\ {supp(p) Usupp(v)}, set

gi(x) = yeSiurgj » {9"(y) + c(z,y)}, (4.5)

also known as the “c-transform” in the optimal transport literature. The following lemma confirms that this
construction of g7 still lies in Lip(c, §). While part 1 is standard, we could not find a reference for part 2, and
so the proof appears in the Appendix.

Lemma 4.14. The following two statements hold.
1) For x € supp(u), the expression (4.5) also holds. In other words, for x € S\supp(v), we have

g'(z)= _inf {g"(y)+c(z.y)}-
2) g% defined by equation (4.5) is in Lip(c, S). In addition,
94 (z) = sup{h(x) : h € Lip(c, 5), h(y) = g"(y) for y € supp(v)} (4.6)
Remark 4.15. We also will make use of the function
9~ (z) = inf{h(z) : h € Lip(c, 5), h(y) = g*(y) for y € supp(u) U supp(v)}. (4.7)

Then based on these constructions, we have the following result. A sufficient condition for the requirement
that |, 5 9~ dp be well defined and finite and the related assumption regarding convergence is i ec(@:wo) p(dr) < 0.

Theorem 4.16. Take I' = Lip(c, S; Cy(S)) where ¢ satisfies the conditions of Theorem 4.9 and p,v € L'(a).
Take p = py — p— € Mo(S) where py,p_ € P(S) are mutually singular probability measures, p, € L'(a), and
assume there exists €9 > 0 such that p+ep € P(S) for 0 <e < eg. Then

1
1' — —_ = *d .
E_l)IélJr . (G(u+ep|lv) — G(ul||v)) /Sg+ P
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where g7 is given by (4.6). Suppose that fs e9-dp is well defined and finite, where g* is given by (4.7), that if

gn € Lip(c, S) converges to g* pointwise then fs edndp — fs e~ dp, and that there is g > 0 such that v +¢ep €
P(S) for 0 <e <eq. Then

lim (G(u||V+6p)—G(u|V))——/g_dp//g_dV-
e—=0t € S S

Proof. We use the variational formula (4.4) for G(u + ep||v), where u +ep € P(S) and py € L'(a). Recall that
g is an optimizer for (4.4). Using Lemma 4.8 with 0 = u + €p,

G(p+ep||v) = sup {/ gd(p+ep) — log/ egdu}
s s

gel’

SR
S S

za/gidp—k/gidu—log/egjrdy
s s s

= S/Sgidp +G(pllv).
Thus

.. 1 .
timinf = (G +pllv) — Glol)) 2 /g gdp. (4.8)

E—

The other direction is more delicate. Take f(¢) = G(u + ep||v). From Lemma 3.1 we know that f is convex,
lower semicontinuous and finite on [0,eg]. Using a property of convex functions in one dimension, we know f
is differentiable on (0,g¢) except for a countable number of points. Take € € (0,e() to be a place where f is
differentiable, and § > 0 small. Take g* € Lip(c,S) to be the optimizer for G(u + ep||v) satisfying g*(xo) = 0
for some xg in the support of v, so that

G-+ epllv) = [ gzdu+ep) ~log [ %
S S

Then using an argument that already appeared in this proof, we have

Glu+ (e £ 8)pllv) — G+ epllv) > +0 /S g2dp.
It follows that

/S g2dp < lim < (Gl + (e + 8)pl) — G+ <pllv))
— ')
= lim < (Gl + <pll) — G+ (=~ 9)pl))
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and therefore
£e)= [ oz (49)
If we denote

£4(0) = Tim ~(f(e) — £(0),

e—0t €

then by a property of convex functions ([21], Thm. 24.1), for any sequence of {e,},y such that e > e, {0
and f is differentiable at €,, > 0, we have

n— oo

fL(0) = lim f'(en) = lim [ gZ dp.

By the same argument used in the proof of Theorem 4.9 (paragraphs following Lem. 4.11), i.e., by applying the
Arzela-Ascoli theorem to {g., } on each compact set K, C S, and then doing a diagonalization argument, there
exists a subsequence of {ny},~, C {n},~q, such that gz, converges pointwise to a function that we denote by

g6 € Lip(c, S). To simplify the notation, let n denote the convergent subsequence.
Since p = py — p_, where p; € L'(a) and pu +egp € P(S), u € L'(a) implies p_ € L'(a), and therefore

/ ad|p| < 0.
s

Here |p| = p+ + p—. Recall that for any € € (0,¢¢), ¢5(0) = 0. For any = € S,
9c () < g2(0) + ¢(0,2) < a(0) + a(z).

Thus by the dominated convergence theorem

f1(0) = lim / g9z, dp = / 95dp.

Lastly, to connect g; back to g7, note that by the lower semicontinuity of G(-||v),

G(pllv) <liminf G(u+ enpl|v)

= lim inf </ gz d(p+enp) — log/ e9n dy)

< lim sup/ 92 d(p+ epp) — liminf log/ e9en dv
s n— o0

n— 00 S

S/ga‘du—log/eggdu
5 s

< G(ulv).

The third inequality uses dominated convergence, (4.9), and Fatou’s lemma. The fourth inequality uses
Lemma 4.8.

Since both sides of the inequality coincide, g§ must be an optimizer for the variational expression (4.4). By
Theorem 4.9 and equation (4.6), we have g (x) < g% (x) for all x € S and g5(x) = g% () for all z € supp(p—) C
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supp (). Thus

710 = [ gsan< [ aip (4.10)

and the other direction of the inequality is proved. Combining (4.10) and (4.8) gives

i = (Gl + <pll) = Gll) = [ aa.

e—=0t

We next consider the second statement, and now use that we have
Gr(u|v) = sup{/ gdu—log/ egdu} = / gidu—log/ 9= dv.
gel UJs s s s
For the given p € M((S) and € € (0,&9) we have

Gr(pllv +¢€p) :sup{/gdu—log/egd(z/+5p)}
ger /s S

Z/gidu—log/egid(u—i—gp)
s s

[qe9=dp
=G —e28 + 0(e?),
() e Sl + O
and thus
| fsegidp
lgg(l)fjfg (Gr(pllv +ep) = Gr(pllv)) = _W.

For the reverse direction the line of argument parallels the previous case. With now f(e) = Gr(u|lv + €p),
we again have a right derivative at € = 0. Let g* € Lip(c, S) satisfy g*(«*) = 0 for some point x( in the support
of v, and

Gr(ullv +ep) =/92‘du—log/eg:d(V+€p)-
S S

Without loss we can assume f(e) is differentiable at € > 0, and for § > 0 have the bounds

Gr(ullv+ (%)) = [ g2du—log [ erd(w+ (=2 d)p).
S S

Therefore

1 1
liminf — [Gr(u|lv + (e £6)p) — Gr(p||lv + ep)] > —liminf —log | 1 £ 6
50 0 50 0

fS eg:dp >

Jse%d(v +ep)

= F—— fS eggdp
Jgesid(v +ep)’
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which implies

s ed=dp

f'e) =  [ged(v +ep)

We can assume that there is a sequence €, — 0 and g¢ such that gZ converges pointwise to g3, and so under
the assumptions of the theorem

ggdp
0) = i (&) = ,fSei*.
FO) = lim £ =~ av

Using lower semicontinuity of Gr(u||-), as in the proof of the first part

Gp(,qu/):/ga‘duflog/eggdy,
s s

and so g¢§ is an optimizer. Again we have that ¢ = ¢g* in supp(u) Usupp(v) and hence in supp(p_). Since
gy > g~ otherwise, this implies

CJse®dp _ [ge%dlpr —p) _ [sedp

1) —
1(0) = fs % du fs e% dv = fs Ay

O

Remark 4.17. When p € M(S) is taken such that there exists g9 > 0 such that for € € [—eg,e0], p+ep €
P(S), then by applying the above theorem to p and —p respectively, we can conclude Gr(u +ep||v) as a function
of ¢ is differentiable at € = 0 with derivative [ g%dp. A similar statement applies to Gr(u|v + ep).

Remark 4.18. One can consider g7} defined in (4.5) the unique potential associated with Gr(u||v). This g%
is similar to the Kantorovich potential in the optimal transport literature. However, for the optimal transport
cost We(u,v) more conditions are needed (e.g., [23], Prop. 7.18) to ensure the uniqueness of the Kantorovich
potential. Here under very mild conditions we are able to confirm the uniqueness of the potential, and prove
that it is the directional derivative of the corresponding I'-divergence, as is case of the Kantorovich potential
for optimal transport cost when its uniqueness is established.

5. LIMITS AND APPROXIMATIONS OF ['-DIVERGENCE

In this section, we consider limits that are obtained as the admissible set gets large or small, and the I'-
divergence will be approximated by relative entropy or a transport distance, respectively. We also consider in
special cases more informative expansions. Throughout the section we assume the conditions of Theorem 4.9.

Fix an admissible set of Ty of the form Lip(e, S; Cy(S)) as in (4.1). Then the conditions of Theorem 4.9 hold
for ' =blg={b-f:f €Ty} if b>0,and the following proposition holds.

Proposition 5.1. For u,v € P(S),
Tim Gar, (ulv) = Risllv).
—00

Proof. We separate the proof into two cases, R(u||v) < co and R(u||v) = co.
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1) If R(p|lv) < oo, then for any b > 0,

Gory (ullv) = _inf  {Wor, (1:7) + R(YlIv)} < Rlullv) < oo. (5.1)
From Theorem 4.9 we know there exists a unique optimizer v* for each b, which we write as 7;. Note that

R(yllv) < R(ullv) < oo,

and therefore {;}, ., is precompact in the weak topology ([9], Lem. 1.4.3(c)). Given any subsequence by, there
exists a further subsequence (again denoted by bx) and 7%, € P(S) such that 7; = 7%. On the other hand,

Wir, (11,7,) = sup {/ fd(p—v }

febly

= b sup {/Sfd(u’n’f)} = bWr, (7)),

fe€lo

and Wir, (1, 7;) < Gor, (1llv) < R(p|lv) < oo. Thus
W (1, 75) < hm 1nf Wro (1,75, ) = hmmf b kapo (1,73,) < hmmf b— R(ullv) =0

and since I'y is admissible, 7%, = pu. We thus conclude that
lim inf Gy, (ullv) = lmin (Wa, r, (1,5, ) + B3, ) > limint R(y;, [[v) > R(ulv),
k— o0 k— o0 k—o0
and since the original subsequence was arbitrary

lin nf G, (1) > R(ulv).
On the other hand, we have by (5.1) that

lim sup Gy, (4llv) < R(ullv),

b—o0

and the statement is proved.

2) R(u|lv) = oo. For this case, we want to prove that liminfy_,o. Gpr, (p]|v) = co. If not, then there exists a
subsequence {by},cy such that

lim Gy, r,(pl|v) < oo.
k— o0

For this subsequence, we can apply the argument used in part 1) to conclude there exists V5, such that

Gbkro (/J”V) = karo (Ma ,ng) + R(’Y;k ||V)

Moreover there exists a further subsequence of this sequence, which for simplicity we also denote by {bx} x>
which satisfies 7, = p. Then by the same argument as in 1), we would conclude

lim Gbkro(:u’Hy) > R(/‘””) =00
k—o0
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This contradiction proves the statement. [

On the other hand, if I' = 6I'y for small § > 0, we can approximate the I'-divergence in terms of the Wr,.
Proposition 5.2. For u,v € P(S)
1
lim = Gary (ullv) = Wr, (1,).
5§00

Proof. For any 6 > 0, Jensen’s inequality implies

1 1
L Giry (pllv) = & sup { [ oan—10x d}
0 d g€dly S S
1
< < sup {/gdu—/gdy}
é g€dly S S
= sup {/gdu—/ng}
g€l S S
= WFO (:uvy)a

and therefore

. 1
limsup = Gr, (1lv) < W, (1 ).
6—0

For the reverse inequality we consider two cases.
1) Wr,(p,v) < 00. For 0 < § < 1 the argument used above shows
Gsro (pllv) < 6Wro (p,v) < Wry (1, v) < .
By Theorem 4.9, we know there exists v} € P(S), such that
G, (ullv) = Wer, (1,75) + R(v5 V).
Since R(v;l|v) < Gsry, (nllv) < Wi, (1, v) for 6 € (0,1), for any sequence 6, C (0, 1) there a further a subsequence
(again denoted dy) such that oy, is decreasing, limg_, o dx = 0, and 75, converges weakly to a probability measure,

which we denote as 4§. Then by the lower semicontinuity of R(-||v)

R(§|lv) < liminf R(’y;‘k |lv) < liminf Gs,r, (@, v) < lim 0 Wr,(u,v) = 0.
k— o0 k—o00 k— o0
Since R(7|lv) > 0 with equality if and only if 7§ = v, we conclude R(7;||v) = 0 and 73 = v. Therefore

o ] .
liminf = Gr, (ullv) > Hmint £ Wo,r, (1.7,)
= lim inf Wi, (1,75 )
k—o0
> WFU(/’“’YE;) = WFO(M’V)’
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and since the original sequence was arbitrary

... 1
lim inf —Gsr, (p]|v) > Wr, (1, v).
5—0 0

2) Wr,(u,v) = oo. If liminfs_o $Gsr, (p]lv) < oo, then there is a subsequence {§;},cy C (0,1) that achieves
this lim inf. From essentially the same proof above applied to this subsequence, it can be shown there exists a
further subsequence (again denoted {d;}) and 75 € P(S) such that

Gorro (ullv) = Wairo (1, 75) + B(5,[Iv),

and v, = ~g. Denote M = liminfs_.o %G(;FO (u]|v) = limy— 00 %Glslr‘o (]|¥) < oco. Since for I large enough
R(vs; llv) < Goirg (pllv) < (M + 1),
we have
R(vgllv) <liminf R(v5,||v) < lim §;(M + 1) = 0,
l—o0 l—o0

and thus ~§ = v. However this leads to

L

im
l—o00 51

.1 N
M = Gélro(HHV) > lhm gWélFO(N77él)
— 00 l

= lim WFO (H’a ’Ygl) 2 WFO(M? V) = 00.
=00
This contradiction implies

el
lim inf —Gsr, (p]|v) = 00 = Wr, (i, v).
50 0

We now consider more refined approximations when b is large. Previously we described the limiting behavior
when we vary the size of I'. From Proposition 5.1, we know that when p & v, limy_,oc Gpr, (pt]|v) = 00. In some
applications one might use a large transport cost as “penalty” so that while allowing non-absolutely continuous
perturbations, control on Gr(u||v) will ensure that u is not too far away from v.

In the rest of this section, we investigate the behavior when b — oo, and in particular how Gyr, (p||v) will
behave for fixed p and v. We only consider the case that I’y = Lip(c, S; Cy(S)) for some function ¢ satisfies the
condition of Theorem 4.2, Assumption 4.4 and Assumption 4.6, and p,v € L'(a) with a in Assumption 4.6. We
separate the cases depending on whether 1 and v are discrete or continuous. The results presented here are only
for special cases, and further development of these sorts of expansions would be useful.

5.1. Finitely supported discrete measures

We will consider the case where supp(v) has finite cardinality, and p is also discrete with finite support. The
proof of the following appears in the Appendix.
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Theorem 5.3. Suppose v and p are discrete with finite support, where supp(v) = {x;},<,< 5 and supp(u) =
{yj}1<j<M. Then there exists 4 € P(S) with ¥ < v such that o

Goro (llv) = bWr, (1, 7) + R(F[|v) + €(b), (5.2)

where e(b) < 0 satisfies e(b) — 0 as b — co. Furthermore, we can characterize 5 as the measure that minimizes
R(~||v) over the collection of v € P(S) that satisfy the constraint

Wr, (s, 7) = inf Wro (4, 0)- (5.3)
If to simplify the statement below we further assume that

c(yj, i) # c(y;, 1)

for 1<j< M and1<i#1<N, then ¥ has the following form. Let S; be the indices j in {1,..., M} for
which ; is the point in {x1}, <y closest to y;. Then for 1 <i < N,

i} =D ul{y}).

JES;

Remark 5.4. In discrete case, it is easily checked that the infimum in (5.3) is achieved. Take a sequence of
0,, < v such that

WFO (/1,7 on) < 91£<fy WFO (/% 0) + 1/”'

Since ¢, is supported on the compact set supp(v) = {Zi};<,«n {0n},cn 15 compact, and hence there exist
0" < v and a subsequence {0, }, .y that converges to 0 weakly. By the lower semicontinuity of Wr,

Wr, (1, 6%) < liminf Wrq (4, 0) < inf Wr, (4, 6),

and therefore #* achieves the infimum of (5.3).

5.2. An example with v is continuous

To illustrate an interesting scaling phenomenon, here we consider the example with S =R, ¢(x,y) = |z — y/,
v = Unif([0, 1]), u = &y. Consider v*(dz) = cpe **dx and g* () = —bx for 0 < x < 1, where c; is the normalizing
constant. For this example I'g = Lip(c, S; Cy(S)) is the set of bounded functions over R with Lipschitz constant
1. It is easily checked using Theorem 4.13 that v* and ¢g* are the optimizers in

Gory(pllv) = inf  {Wyr, (1, 7) + R(Yllv)} = sup {/ gdu—log/egV}-
YEP(S) S S

gebly

Thus we have

1 1 1
b
Gor, (1l|v) = —/ bxdpy — log/ e brdy = flog/ e %%dx = log <1 — _b> ,
0 0 0 e

and in this case, Gyr, (p]|v) scales as log(b) + o(log(b)).
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For comparison we consider the optimal transport cost between p and v. We have

Whe(p,v) = sup {/ gdp — / gdu} = b sup {/ gdp — / gdl/} =bW,.(u,v)
gebTo S S g€lo S S

and one can calculate that W.(u,v) = 1/2. Thus Wye(u,v) = b/2, and so Gpr, (p]|v) gives a much smaller
divergence between non absolutely continuous measures 1 and v than the corresponding optimal transport cost
when the admissible I' = bI'( is becoming large.

6. APPLICATION TO UNCERTAINTY BOUNDS

6.1. Extension to unbounded functions

Gr(ullv) = sup{ / gdu — log / d}
gel S S

From

we get for all g € T,

/gdu < Gr(p|lv) +log/ eddv.
s S

The inequality above with relative entropy in place of Gr(p||v) is the key to uncertainty bounds in [11]. We
would like to extend this inequality to unbounded functions. Define

I, ={f: there exist g; € T with ¢ < g;(z) 1 f(z) for z € S},
and
I_ ={f: there exist g; € T with ¢ > g;(z) | f(z) for z € S}.

Proposition 6.1. For g € f+ UT_, we have
/gdu < Gr(u|lv) —|—log/ eddv. (6.1)
s s

Proof. The proof is straightforward. Take g € f‘+. Then there exist g; € I', which are bounded below, and
increase to g pointwise in S. By monotone convergence theorem,

lim [ g;dp = / gdp,
S S

71— 00

and

lim edidv = | eddv.

Since g; € T, for all ¢

/gidu < Gr(p|lv) +log/ edidv.
s s
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Taking ¢ — oo in the last display gives (6.1). For g € I'_ the reasoning is essentially the same. O

In the case when I' = Lip(e, S; Cp(.S)), where ¢ satisfies the conditions introduced in Section 4, we can get a
stronger version of the result. The proof is essentially the same as in Lemma 4.8, and is omitted.

Proposition 6.2. Assume c: S x S — RU{+oc} satisfies Conditions 4.1, 4.4, 4.6 and 4.7. Fiz u,v € L*(a).
Then for g € Lip(c, S)

/gdu < Gr(p|lv) —Hog/ e?dv.
s S

6.2. Decomposition and scaling properties

A property of great importance in applications of relative entropy is the chain rule. When probability measures
can be decomposed, such as when Markov measures on a path space are written as the repeated integration
with respect to transition kernels, the chain rule allows one to decompose the relative entropy of two such
measures on path space in terms of the simpler relative entropies of the transition kernels. This decomposition
also exhibits important scaling properties of relative entropy, e.g., that for such Markov measures on path space
the relative entropy scales proportionate to the number of time steps.

Except in special circumstances, optimal transport metrics do not possess a property like the chain rule, and
it is therefore not to be expected that I'-divergence would either. However, if one considers certain classes of
functions on path space, then one can show there are analogous decomposition and scaling properties. In this
section we will discuss a setting relevant to many applications, though the results have many analogues and
possible generalizations.

As usual, we assume that S is a Polish space, and let p: S x B(S) be a probability transition kernel:

— for every A € B(S) the map x — p(x, A) is Borel measurable, and
— for every xz € S, p(z,-) is in P(S).

The quantities of interest are large and infinite time averages, both with respect to time and the underlying
distribution, and we wish to bound in a tight fashion the error in such quantities due to model misspecification.
Thus if ¢ is some other transition kernel, then we seek useful bounds on differences of the form

L log E7P {eczle f(qu)} _ gta
cr

where E7P indicates that the chain uses transition kernel p and initial distribution -, and similarly for E%9.
Under conditions, relative entropy can provide useful bounds when ¢(z,-) < p(z,-) for a suitable set of z € S.
One question then is under what conditions will the I'-divergence allow one to weaken the absolute continuity
restriction. It is also worth noting that even when ¢(z,-) < p(z,-) the bounds obtained using the I'-divergence
(when applicable) are tighter, since it is never greater than relative entropy, and in some cases the improvement
can be dramatic. These issues will be explored in greater detail elsewhere.

It follows directly from discussion in earlier sections that even in the setting of product measures that one
must restrict the class of functions f under consideration. When considering Markov measures, the following
definition is relevant.

Definition 6.3. For a transition kernel p, let

R(T,p) = {—log/ e 9 Wp(z,dy) —g(z)+a:geT and a € R} .
S
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Then R(T, p) will determine the set of costs f such that bounds can be obtained using the I'-divergence. In
particular, we have the following.

Theorem 6.4. Suppose that f € R(T,p) for some g and a. Consider any transition kernel ¢ on S and any
stationary probability measure mq of q. Then

[ f@man) < [ Grlate. ) lpte (o) +
S S

Remark 6.5. If p is ergodic then we recognize
fla) =~ log/ e IWp(z,dy) - g(z) +a
s
as the equation that uniquely characterizes the multiplicative cost
a= lim L log EPe™ i ()
M—oo M ’

with g a type of cost potential. Note that for a given f the function g plays no role in the bound. We need to
check that f is in the range of I' (which of course imposes restrictions on f), but the bound does not depend
on knowing the specific form of g.

Proof. Since g € T

o) = —f(z) — log [3 9 p(z, dy) + a

f@)+ inf [Gp<q<x,~>||p<x, N+ [

xz,d + a.
k- i g(y)q( y)}

For the given transition kernel ¢

o@) < —f(2) + [Grm(x, Mot + [ g(y)q(x,dyﬂ ta,

and integrating both sides with respect to m4(dz) and using fs q(z, dy)my(dz) = m4(dy) gives the result. O

We next consider two examples to illustrate Definition 6.3.

Example 6.6. S =R, p(x,-) ~ N(az,0?) is normal distribution with mean ax and variance o2, where 0 <
a < 1. Let g(x) = —bx? — cx — d, for b,c,d € R.
Then direct computation gives that when 1 — 2bo? > 0

—~ log/ e 9 Wp(z,dy) — g(z) +a
S

ba’z? + cax + c2a?/2
1 — 2bo?

OZ2 «
=b(1-—2 Ja?te(1- —% .
( 1—2502)96 +c( 1—2602>$+a

+b’+er+a
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2

Letting k(b) = b(1 — =% ),

2

!
Eb)=1- ———.
() (1 —2b02)?
Since 1 — 2bo? > 0, we can conclude k reaches its maximum at 1 — 2bo? = «, i.c., b = 12;‘21, where k(b) =
(12_002‘)2 b — 2%2 then k(b) — —oo. Also notice that when b # 12?72(17 we can pick ¢ to make the coefficient of x

to be any given number. Thus with p(z,-) ~ N(az,0?) and I = {bx2 +cx+d:bede R},

1 —a)? 1—a)?
R(,p) = {ba? +cx+d:b< A= aerlu{0=2 ot g aerl.
202 202
Example 6.7. S = {x1,22,...,2,} is a finite space, and there is a cost function ¢ : S x § — R, associated

with this space. Take I" = Lip(c, S; Cy(S)). Since p is a transition matrix we denote p;; = p(z;,x;) and P =

(Pij)i<ij<n € R™X".
A question we ask here is whether there exists o > 0 such that o' € R(T', p). In other words, does there exist
o > 0 such that for any f € oI" we can find g € I" and a € R such that

f(z) = —g(z;) — logZp(mi,mj)efg(Ij) +a, i=12,...,n.
j=1

If R(I',p) includes such a neighborhood of zero, then when combined with Theorem 6.4 it would allow for
sensitivity bounds, i.e., bounds on quantities of the form

LS 5 (0,0)f(2),

zeS

where f € T, w(0,-) is the stationary distribution of P(#), P(0) = P, and P(#) depends smoothly on a vector
of parameters 6 (see [11]). In contrast with [11], we would not need that the transition matrices be mutually
absolutely continuous.

Since S is finite we write f; for f(z;) and let f = (f1,..., fn), and similarly for g. Then the relation above
defines a mapping from (g, a) to f, which we denote it by f = ¢(g,a). Note that

(0707"'50) :(p((0507"'70)70)’
The (n,n + 1) dimensional matrix of partial derivatives takes the form
J=[(P-1),1],

where [ is the n X n identity matrix and 1 is a column vector of ones. If we can show that J is of full rank
then the range of the mapping defined by J, i.e., the linearization of ¢ will be onto R™. Then by the implicit
function theorem there will be an open neighborhood U of 0 € R™ and a continuous function 7 : R — R"™ such
that for all f € U,

f=e(0,7(f))-
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Since O = {(y1,y2, -+, ¥n)| (0,41, ..., yn_1) € int(Lip(c, S)), yn € R} is open, 0 € UN~~1(0) C R" is also open.
Thus we can pick o > 0 such that 0 € o' C U N ¢~(0). So we have shown the existence of o > 0 such that
ol € R(T, p).

Whether or not J is of full rank will depend on the structure of P. We have the following lemma.

Lemma 6.8. Suppose that S = S U M, where M consists of the transient states, and that when restricted to

S, P is ergodic. Then J is of full rank.

Proof. Let m denote the stationary distribution of P. Then interpreting 7 as a column vector, it is the unique
vector in the null space of (P — I)T. According to the Fredholm alternative, the range of (P — I) is the n — 1
dimensional collection of vectors b € R™ such that (b, 7) = 0. Now (1,7) > 0, which shows that 1 is not in the
range of (P — I). Therefore the range of J is all of R™. O

To give a simple example of how the I'-divergence could be used for model simplification, consider the
situation where we are given an ergodic chain P with state space S, and would like to replace P by a chain Q
with state space S = S U M, where the new states are intended to replace a (possibly large) number of states in
S, with the goal being to maintain good approximation of certain functionals of the stationary distribution. If
mq denotes the stationary distribution of @ on S and m, that of P on S, then one could not use relative entropy
to obtain any bounds. Suppose we were to extend P to S U M (while keeping P as the transition matrix), by
making all states in M transient. Then one could use the I'-divergence as long as the functionals of interest
are in R(I',p) (with respect to the extended transition probabilities). Note that the location of the new states
would be relevant to this question, since the costs f depend on these locations. Similarly, one could do sensitivity

bounds for non-absolutely continuous transitions by using such a device.

7. CONCLUSION

In this paper, we defined a new divergence by starting with a variational representation for relative entropy
and placing additional restrictions on the collection of test functions used in the representation, so as to relax
the requirement of absolute continuity. Basic qualitative properties of the divergence were investigated, as well
as its relationship with optimal transport metrics. Future work will use the divergence to develop uncertainty
quantification bounds, sensitivity bounds and methods for model approximation and simplification for stochastic
for models without the absolute continuity requirement. Also needed is further investigation of qualitative and
computational aspects of the I'-divergence.

APPENDIX A.

In this appendix we collect proofs of some intermediate results.

Proof of Lemma 2.1. If we prove item 3, then items 1 and 2 will follow from the corresponding statements when
w is restricted to P(S) [9]. If m = u(S) # 1, then taking g(x) = ¢ a constant,

/gdu—log/egdz/:c,u(S)—CZC(m—l).
S s

Since m # 1 and ¢ € R, the right hand side of equation (1.1) is co.
Suppose next that p(S) =1 but u € M(S)\P(S). Then there exist sets A, B € B such that ANB =2, AU
B =S5 u(A) <0and u(B) > 0. For ¢ > 0, let g(x) = —c for x € A and g(x) = 0 for € B. Then

/gdu—log/egduzc|u(A)|ch,
S S
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where C. € (logv(B),0) for all ¢. Letting ¢ — oo and using (1.1) (or more precisely the analogous statement
using bounded measurable functions) shows R(u||v) = co. O

Proof of Lemma 4.11. This can be shown by contradiction. Assume there exists h € Lip(c,S) such that

fs |h|dy* = oo. By symmetry, we can just consider h to be non-negative, since max(h,0) € Lip(c,S) and
h = max(h,0) — max(—h,0). Thus we can assume there exists non-negative h € Lip(c, S) satisfying

/ hdv* = oo,
S

and by the fact that u € L'(a) together with Condition 4.6,

/ hdy < / [4(0) + e(z,0)] s(dz) = h(0) + a(0) + / a(z)u(dz) < oo.
S S S
Then

We(p,v*) = sup /gd(u—v*)
g€Llip(c,S)J S

> lim sup/ max(—h, —n)d(p — ")
s

n—00

= lim sup [/ max(—h, —n)du + / min(h,n)d’y*}
S S

n— o0
= / —hdp+ / hd~*
S S
=00

)

where the second to last equation comes from dominated and monotone convergence theorems applied to the
first and second terms respectively. However, since «v* is the optimizer, we have

W, v*) < Welp, ™) + R(Y"[v) = G(ulv) < oo.
This contradiction shows the integrability of v* with respect to any Lip(c, S) function. O

Proof of Lemma 4.14. 1) For & € supp(u), from an optimal transport plan between p and v*, 7* € I(u,v*) for
We(w,v*), we know there exists y, € supp(v) such that (z,y,) € supp(x*). Thus by Remark 1.15 in [2],

9" (%) = 9" (yz) + c(, ya).

On the other hand, by Theorem 4.9, g% |supp(v)usupp(n) € Lip(c, S). Thus, for other y € supp(v), g*(v) < e(z,y) +
g*(y), which in turn gives

g'(x) < inf  {g"(y) +c(z,y)}.
yEsupp(v)

By combining the two expressions above, we have for = € supp(u), (4.5) also holds. In other words, g* is totally
characterized by ¢*|supp(v) and (4.5).
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2) We check the Lipschitz condition for g% for pairs of points according to whether they are in supp(v).

First, since g% |supp(u)usupp(v) 18 an optimizer for (4.4), by Theorem 4.9, g7 |supp(u)usupp(v) Satisfies the Lipchitz
condition, i.e., for y1,ya € supp(v),

93 (y2) — c(y1,y2) < 95 (1) < g5 (y2) + c(y1,y2). (A1)
For = ¢ supp(v) and y € supp(v), by (4.5) we have
93(x) < g3 (y) + ez, y).
On the other hand, for any 0 < n < oo, there exists y; € supp(v) such that
91 () > g (y1) + (@, y1) — 1/n.

Notice that both y and y; are from supp(y), so from (A.1), we have g% (y1) > g% (y) — c(y,%1), thus we have

gi(x) > g (y1) +c(z,y1) — 1/n
> g1 (y) —c(y,y1) + c(z,y1) — 1/n
> g4 (y) — ey, @) — 1/n,

where the last equation uses the triangle inequality property of ¢. Now since n > 0 is arbitrary, by getting
n — oo, we have

*

91 (x) 2 g (y) — clz,y).
Combining, we have for x ¢ supp(v), y € supp(u),
95 (y) — clz,y) < g () < g1 (y) +c(z,y).

Lastly, we check for 1,29 ¢ supp(v) the Lipschitz constraint is satisfied. From the definition (4.5), we know
for any n < oo there exists y; € supp(v) such that

c(ri,y1) —1/n < g% (1) — g3 (y1)-
Also, because y; € supp(v),
g3 (x2) — g3 (1) < c(x2,y1)-
Therefore
g4 (x2) — g3 (z1) < (c(z2,91) — c(x1,91)) + 1/n < c(xy,22) + 1/n,
where the last inequality uses the triangle inequality property of c. Since n > 0 is arbitrary and we can swap
the roles of z1 and x2, we have proved the Lipschitz condition of g% for x1,z2 € supp(v). Thus the statement
that g% € Lip(c, S) is proven.

For (4.6), notice that for h € Lip(c, S), x € S and y € supp(v),

h(z) < h(y) + c(z,y).
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So if h(y) = g% (y) for y € supp(v), then for x € S\supp(v),

h(z) < inf  {h(y) +c(z,y)} = inf ){gi(y)+6(ﬂc7y)} =g} (z).

y€Esupp(v) y€Esupp(v
Since g% is also in Lip(c, S), this proves (4.6). O

Proof of Theorem 5.5. We use the representation Gr(ul|v) = inf,cps) {R(7[[v) + Wr(u,v)}. First note that

Gy (ullv) = e {ROY (V) + Wer, (1, 7)} < R(Y|v) + W, (1,7) = R(YI[v) + bWr, (1, 7).
Next, fix any € > 0, and take a near optimizer -, so that for each b

Giro (ullv) = R(wllv) + Wer, (1, 7) — €

We must have v, < v. By the characterization (5.3), we know

WbFO (:u'v ’Yb) = bWFo (,va 'Yb) > bWFo (:u'v 5/) = WbFo (ﬁba ’?)

Thus
R(A|v) + Wor, (1, 7) > inf  {R(y||lv) + Wir, (1,7)}
YEP(S)
= Gury (1, v)
> R(wllv) + War, (1, 7) — €
> R(yllv) + Wer, (1, %) — €. (A.2)

Since Wyr, (1, %) is finite we can subtract it on both sides, and get
R(ylv) < R(Y|v) + €

for any b < oo. Then by Lemma 1.4.3(c) in [9] {75}y (g,00) IS tight. Take a convergent subsequence {7, }, and

denote its limit by ve. It is easily checked that .o < v, s0 Wr, (i, Yoo) = Wr, (14,7). On the other hand, by
(A.2)

Wr, (:U'a’Yoo) - Wr, (/u'? :Y) < hknigf Wr, (ﬂ77bk) - Wr, (Na 5/)

k—o0

.1 5
= liminf E(karo (17, ) = Wro (115 7))

| -
<liminf —(R(¥[|v) — R(ye, llv) +¢€)

k—oo O

1
< lim inf b—(R(’yHl/) +¢)

k—oo O

=0.

Thus we conclude that Wr, (¢, Yoo) = Wr, (14, 7). By the definition of 4 we must have R(y|lv) > R(F||v).
Choose k¢ such that by, > 1. Then

lim inf (G, r, (V) = [BY[[v) + bk Wr, (1, 7)])
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> liminf (R(y, [[v) + 0 Wro (1, 0) — € = (R(V[|v) + buWro (11, 7))

2 likfgiof.}f(R(%k [v) = R(¥[|v)) + lim inf bk (Wro (1 1,,) = Wro (1,7)) — €
> (R(yellv) = ROG1) + Banind (W, (1. 50,) — W, (,5)) — &

> 04 (Wr (1 Yo0) — Wy (1, 7)) — €

= —5‘7

where the fourth inequality is because R(vs|lv) > R(¥|lv) and the lower semi-continuity of Wr, (i, -). Since
€ > 0 is arbitrary, this establishes (5.2) along the given subsequence. For any other sequence {by }ren along which
limg— o0 (G, (10l|v) — [R(F|lV) + b Wr, (14, 7)]) has a limit, we can also take a subsequence from it according
to the discussion above. Thus the statement is proved.

The proof of the claimed form for ¥ is as follows. Let 6 be any probability measure with § < v, and assume
that for some ¢

O({xi}) < D nl{ys))- (A.3)

JES:

Then there exists j € S; for which some of the mass is sent to a point x;, with c(xk,y;) > c(z, yx). By taking
this mass from x; and assigning it to z;, while keeping all other assignments the same, we get a strictly lower
cost. Thus (A.3) cannot hold for any ¢ at an optimizer, and therefore equality must hold for all :. O

REFERENCES

[1] S.-I. Amari, R. Karakida and M. Oizumi, Information geometry connecting Wasserstein distance and Kullback-Leibler
divergence via the entropy-relaxed transportation problem. Inf. Geometry 1 (2018) 13-37.
[2] L. Ambrosio and N. Gigli, A User’s Guide to Optimal Transport. Springer, Berlin, Heidelberg (2013).
[3] G. Bayraksan and D.K. Love, Chapter 1 of Data-Driven Stochastic Programming Using Phi-Divergences (2015) 1-19.
[4] J. Blanchet, Y. Kang and K. Murthy, Robust Wasserstein profile inference and applications to machine learning. J. Appl.
Probab. 56 (2016) 10
[5] J. Blanchet and K. Murthy, Quantifying distributional model risk via optimal transport. SSRN Electr. J. (2016).
[6] R.I. Bot, S.-M. Grad and G. Wanka, Duality in Vector Optimization. Springer-Verlag, Berlin Heidelberg (2009).
[7] T. Breuer and I. Csiszdr, Measuring distribution model risk. Math. Finance 26 (2013) 395-411.
[8] K. Chowdhary and P. Dupuis, Distinguishing and integrating aleatoric and epistemic variationi in uncertainty quantification.
ESAIM: M2AN 47 (2013) 635-662.
[9] P. Dupuis and R.S. Ellis, A Weak Convergence Approach to the Theory of Large Deviations. John Wiley & Sons, New York
(1997).
[10] P. Dupuis, M.R. James and L.R. Petersen, Robust properties of risk—sensitive control. Math. Control Signals Syst. 13 (2000)
318-332.
[11] P. Dupuis, M.A. Katsoulakis, Y. Pantazis and P. Plechac, Path-space information bounds for uncertainty quantification and
sensitivity analysis of stochastic dynamics. SIAM/ASA J. Uncert. Quantific. 4 (2016) 80-111.
[12] P. Glasserman and X. Xu, Robust risk measurement and model risk. Quantit. Finance 14 (2014) 29-58.
[13] L.P. Hansen and T.J. Sargent, Robust control and model uncertainty. Am. Econ. Rev. 91 (2001) 60-66.
[14] S. Kolouri, S. Park, M. Thorpe, D. Slepcev and G. Rohde, Optimal mass transport: Signal processing and machine-learning
applications. IEEFE Signal Process. Mag. 34 (2017) 43-59.
[15] H. Lam, Robust sensitivity analysis for stochastic systems. Math. Oper. Res. 41 (2016) 1248-1275.
[16] A.E.B. Lim, J.G. Shanthikumar and T. Watewai, Robust intensity control with multiple levels of model uncertainty and the
dual risk-sensitive problem. In 49th IEEE Conference on Decision and Control (CDC) (2010) 4305-4310.
[17] X. Nguyen, H.J. Wainwright and M.I. Jordan, Estimating divergence functionals and the likelihood ratio by convex risk
minimization. IEEE Trans. Inform. Theory 56 (2010) 5847—5861.
[18] A. Nilim and L. El Ghaoui, Robust control of Markov decision processes with uncertain transition matrices. Oper. Res. 53
(2005) 780-798.
[19] LR. Petersen, M.R. James and P. Dupuis, Minimax optimal control of stochastic uncertain systems with relative entropy
constraints. IEEE Trans. Automatic Control 45 (2000) 398-412.
[20] S.T. Rachev and L. Riischendorf, Mass Transportation Problems. Probability and Its Applications. Springer-Verlag New York
(1998).



38 P. DUPUIS AND Y. MAO

[21] R.T. Rockafellar, Convex Analysis. Princeton University Press, Princeton (1970).
[22] W. Rudin, Functional Analysis. McGraw-Hill, New York (1991).

[23] F. Santambrogio, Optimal Transport for Applied Mathematicians. Progress in Nonlinear Differential Equations and Their
Applications. Birkhauser Basel (2015).

[24] B. Schmitzer and B. Wirth, A framework for Wasserstein-1-type metrics. J. Convex Anal. 26 (2019) 353-396.
[25] C. Villani, Optimal Transport: Old and New. Springer-Verlag, Berlin Heidelberg (2009).

Subscribe to Open (S20)

A fair and sustainable open access model

This journal is currently published in open access under a Subscribe-to-Open model (S20). S20 is a transformative
model that aims to move subscription journals to open access. Open access is the free, immediate, online availability
of research articles combined with the rights to use these articles fully in the digital environment. We are thankful to
our subscribers and sponsors for making it possible to publish this journal in open access, free of charge for authors.

Please help to maintain this journal in open access!

Check that your library subscribes to the journal, or make a personal donation to the S20 programme, by contacting
subscribers@edpsciences.org

More information, including a list of sponsors and a financial transparency report, available at:
https://www.edpsciences.org/en/maths-s2o-programme



mailto:subscribers@edpsciences.org
https://www.edpsciences.org/en/maths-s2o-programme

	Formulation and properties of a divergence used to compare probability measures without absolute continuity,
	1 Introduction
	2 Definition of the -divergence
	3 Properties of the -divergence
	4 Connection with optimal transport theory
	4.1 Preliminary results from optimal transport theory
	4.2 -divergence with the choice =Lip(c,S;Cb(S))

	5 Limits and approximations of -divergence
	5.1 Finitely supported discrete measures
	5.2 An example with  is continuous

	6 Application to uncertainty bounds
	6.1 Extension to unbounded functions
	6.2 Decomposition and scaling properties

	7 Conclusion
	Appendix A 

	References

