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Abstract. We prove almost everywhere convergence of continuous-time quadratic averages
with respect to two commuting R-actions, coming from a single jointly measurable
measure-preserving R?-action on a probability space. The key ingredient of the proof
comes from recent work on multilinear singular integrals; more specifically, from the study
of a curved model for the triangular Hilbert transform.
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1. Introduction
In this article, we apply recent progress in multilinear harmonic analysis [11, 12] to a
problem on convergence almost everywhere (a.e.) in the ergodic theory.
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Continuous-time double averages 2271

Suppose there is an action of the group R? on a probability space (X, F, i),
R? x X — X, (g, x)— g-x,

which is jointly measurable and measure preserving. In the language of Varadarajan [25],
(X, F)is aBorel Rz-space and p is an invariant measure.

An alternative way of looking at this set-up is to define mutually commuting
one-parameter groups of (JF, F)-measurable measure-u-preserving transformations
(8": X - X);er and (T': X — X),cg by

Stx:=(@,0)-x, T'x:=(0,1)- x

for every t+ € R and x € X. That way, the above RZ-action can be rewritten sim-
ply as ((s, 1), x) — S*T'x, but note that we also require joint measurability of this
map. On the other hand, (¢, x) — S’x and (¢, x) — T'x are two mutually commuting
measure-preserving R-actions, that is, flows. We find the latter viewpoint and notation
more suggestive, as they emphasize analogies with the corresponding discrete set-up, that
is, Z*-actions, which are determined simply by two commuting transformations § = S'
and T = T'; for example, see (1.2) and (1.3) below.

Fix p,q €[1, oo] such that 1/p 4+ 1/g < 1. We are interested in the continuous-time
double averages

1 N
An(f1, f)(x) = N /0 Fi(S") (T %) di, (L.1)

defined for a positive real number N, functions f; € L?(X) and f> € L9(X), and a point
x € X. If f; and f» are given, then, for p-almost every x, the integrals in (1.1) exist
and continuously depend on N € (0, co). Indeed, the Tonelli-Fubini theorem, Holder’s
inequality, monotonicity of the L? (X)-norms and the fact that S*, T* ’ preserve measure [,
together, imply that

M
];( /0 |f1(S’x)f2(T’2x)| dt dpux) < M|l fillLrcoll f2llLex) < oo

for any positive number M. Most of the literature that studies multiple ergodic averages
simply takes the functions to be in L*°(X).

General single-parameter polynomial multiple ergodic averages were introduced by
Bergelson and Leibman [3, 4], albeit in a discrete setting. The averages (1.1) constitute the
simplest case of such polynomial (but not purely linear) averages with respect to several
commuting group actions. This article establishes their convergence a.e.

THEOREM 1.1. Let ((s,1),x) — S*T'x be a jointly measurable measure-preserving
action of R? on a probability space (X, F, j1). Let p, q € (1, 00] satisfy 1/p +1/q < 1.
Let fi € LP(X) and f, € LY(X). Then, for u-almost every x € X, the limit

. 1 N 2
lim — / F1(S'x) (T x) dt
0

N—oo N

exists.
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To the authors’ knowledge, this is the first result on pointwise convergence of some
single-parameter multiple ergodic averages with respect to two general commuting
R-actions, without any structural assumptions on the measure-preserving system in
question.

Generalizations of continuous-time single-parameter averages (1.1) to R”-actions,
several polynomials, and several functions were studied by Austin [2]. He showed that
these multiple averages always converge in the L?-norm when the functions are taken
from L°°(X). The paper [2] also emphasizes simplifications coming from working in the
continuous-time setting, as opposed to the discrete one. The most notable simplification
comes from the ability to change variables in integrals with respect to the time-variable.
Bergelson, Leibman, and Moreira [5] went a step further by giving general principles
for deducing continuous results on convergence of various ergodic averages from their
discrete analogues. A discrete-time analogue of Austin’s L?-convergence result was later
established (in the greater generality of nilpotent group actions) by Walsh [26].

However, pointwise results on single-parameter multiple ergodic averages are much
more difficult in either of the two settings. Without further structural assumptions, a.e.
convergence is only known for double averages with respect to a single (invertible
bi-measurable) measure-preserving transformation 7: X — X,

N-—1
% > AP fr Py,
n=0
when either Pj, P, are both linear polynomials (a result by Bourgain [6], with its
continuous-time analogue formulated explicitly in [S, Theorem 8.30]) or when P; is linear
and P, has degree greater than one (a recent result by Krause, Mirek, and Tao [22]). The
latter case naturally motivates the study of averages

N-1
% 3 A" AT ), (12)
n=0
where S,7: X — X are now two commuting (invertible bi-measurable) measure-
preserving transformations. Convergence a.e. of (1.2) is still open at the time of writing
and Theorem 1.1 solves a continuous-time analogue of this problem. As yet another source
of motivation, we mention that a.e. convergence of purely linear double averages

N—1
% > fi(S"x) f2(T"x) (13)
n=0
is also a well-known open problem for general commuting S and 7T'; see the survey
paper by Frantzikinakis [18]. On the other hand, continuous-time analogues of (1.3) are
thought to be equally as difficult as (1.3) themselves: crucial differences disappear in the
case of linear powers of transformations. We remark, in passing, that a.e. convergence is
known for various multi-parameter multiple ergodic averages, such as two types of ‘cubic’
averages (see [1, 13—15]) or ‘additionally averaged’ averages (see [15, 16, 20]). Questions
on convergence of such averages tend to be easier, but these objects appear naturally in
studies of single-parameter averages.
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It may be of interest to establish more quantitative variants of Theorem 1.1. We exploit
two non-quantitative reductions. We use a maximal function inequality combined with
convergence on a dense subset (as opposed to bounding a certain variational norm, as in
[7, 8, 22]), and we work with lacunary sequences of scales (as opposed to discussing long
and short jumps separately, as in [21]).

A minor modification of the proof presented here can establish a.e. convergence of
variants of the averages (1.1) in which ¢ is replaced by ¢* for some fixed positive
number x # 1. Indeed, for the main technical ingredient of the proof, Theorem 1.1, this
generalization is sketched in [12]. The particular choice x = 2 is also used below in
connection with (2.8) and (1.1), but, at those junctures of the proof, the restriction to x = 2
is an inessential matter of convenience.

Let us also mention a vast generalization of Theorem 1.1 announced after this article
was completed. Frantzikinakis [17, Theorem 1.9] used spectral techniques to show a.e.
convergence of continuous-time multiple ergodic averages for (not necessarily commuting)
R-actions with functions of (not necessarily polynomial) ‘different but not too different’
growth in 7 in the exponents.

The rest of the paper is dedicated to the proof of Theorem 1.1. We can assume
that p,q € (1,00) and 1/p + 1/q = 1. Indeed, the LP-spaces with respect to a finite
measure are nested, which allows raising of either of the two exponents. Otherwise,
the largest range of (p, ¢) € [1, 00]? in which the a.e. convergence result holds is not
clear and even justification of the defining formula (1.1) is not immediate. A non-trivial
L! counterexample for single-function discrete-time quadratic averages was given by
Buczolich and Mauldin [9]; also, see [23] for an extension of their result.

1.1. Notation. For two functions A, B: X — [0, 0co) and a set of parameters P we write
A(x) <p B(x) if the inequality A(x) < CpB(x) holds for each x € X with a constant Cp
depending on the parameters from P, but independent of x. Let 1 denote the indicator
function of aset § C X, where the ambient set X is understood from the context. The floor
of x € R will be denoted by |x]; it is the largest integer not exceeding x.

If (X, F, ) is a measure space and p € [1, 00), then the L?-norm of an F-measurable
function f: X — C is defined as

1/p
nfhmm:=<ALﬂdeuuQ .
We also set
Il fllLeo(x) := esssup | f(x)].
xeX

On the other hand, the weak L?-norm is defined as
» 1/p
I/l == sup aPulx e X117 @) >ah) .
a€(0,00)

Occasionally, the variable with respect to which the norm is taken will be denoted in the
subscript, so that we can write | f (x)||L)g(X) in place of || f{lLr(x). On R?, the Lebesgue
measure will always be understood.
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The Fourier transform of f € L'(R?) is defined as
F@ = / F(0e S dx
R4

for each £ € R?, where (x, y) — x -y is the standard scalar product on R¢. The map
f— fextends by continuity to the space L>(R?), where it becomes a linear isometric
isomorphism.

We write span(S) for the linear span of a set of vectors S in some linear space. If V
and W are mutually orthogonal subspaces of some inner product space, then V & W will
denote their (orthogonal) sum, that is, the linear span of their union. Finally, img(L) and
ker(L) will, respectively, denote the range and the null space of a linear operator L.

2. Ergodic theory reductions
Theorem 1.1 will be deduced from the following proposition that deals with functions on
the real line.

PROPOSITION 2.1. For each § € (0, 1], there exists a constant y € (0, 1) such that

1 N
”N f (Fi(u+148v)—Fi(u+1t,0)Fa(u,v+1%) dt
0

L{,.) (R?)
S;)/,ts Nﬁy||Fl||L2(R2)||F2”L2(R2) 2.1)
for every N € [1, 00) and all Fy, F> € L2(R?).

The proof of Proposition 2.1 will be postponed until the next section. Moreover, we will
see that the quantifiers can be reversed: we will be able to choose y that works for each 4.
Here we show how (2.1) implies the main result.

Proof of Theorem 1.1. Let p~! + g~ = 1. We begin by applying a variant of the so-called
lacunary subsequence trick; see [19, Appendix A]. It reduces Theorem 1.1 to proving that

(Agn (f1, f2)(x));2 converges in C for almost every x € X (2.2)

for every fixed o € (1, 00). Indeed, we can assume that f; and f, are non-negative
functions because, otherwise, we can split them, first into real and imaginary, and then
into positive and negative parts. Denoting by |y the largest integer not exceeding a real
number y, we can estimate

a VA tog N1 (f1, )(X) < ANCF, 8)(x) < aAyog, vi1 (f1, [2)(X)
and this implies that
o~ liminf Agi(f1, f2)(x) < liminf Ay (fi, f2)(x)
Non—oo RaN—o00

< limsup An(f1, f2)(x) < o lim sup Agn (f1, f2)(x). (2.3)

RaN—o0 Non—o0
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By (2.2) applied with & = 22", we know that, at almost every point x € X, the limit
hm AznZ”’l (fl 5 f2)(x)
n—od

exists for each positive integer m. Its value is independent of m, since the corresponding
sequences are subsequences of each other, so we can denote it by L(x) € [0, co). For any
such x, the estimate (2.3) gives

272" L(x) < lim inf Ay (fi, 2)(x) < limsup An(f1, f2)(x) < 27" L(x),
0 N—oo

so we may let m — oo and conclude that limy_, oo Ay (f1, f2)(x) exists and also equals
L(x).
We will also use the easy weak-type inequality

| swp 1av 1 Sea Wil 2l 2.4

Ne(,00) Lo (X)

for every N € (0, 00), f1 € L?(X) and f, € L9(X). It will enable us to restrict attention
to dense subspaces of functions f; € L?(X) and f, € L9(X) by the aforementioned a.e.
convergence paradigm. In order to prove (2.4), one can first apply Holder’s inequality,
followed by the change of variables s = 7> and a dyadic splitting of the integral in the
second term: that is,

1 N 1/p
An (1. f2)] s(ﬁf £ (ST P dt)
0

o0 1 2—m+1N2 l/q
X ( Z Z_m/zz—TlAﬂ /(; |f2(TSx)|q dS) .

m=1

Then one can take the supremum in N and recall Holder’s inequality in Lorentz spaces
[24] to bound the left-hand side of (2.4) by

1/p 1/q

N
sup l/ | 2(T"x)|? dt
N Jo

1 N
sup ﬁ/ | f1(S"x)|? dr
0 Ne(0,00)

Ne(0,00)

L1eo(X) LI (X)

It remains to apply the maximal ergodic weak L! inequality to the functions |f{|” and
| f2]9. If one only wants to use the well-known discrete-time maximal ergodic theorem,
one can borrow a trick from [5], that is, restrict the values of N to the grid §Z for some
8 > 0 and apply the discrete-time theory to the L' functions

1 (9 1 [
g1(x) := 5/ | f1(ST) P dt,  ga(x):= 5/ | fo(T'x)|4 dt.
0 0

This completes the proof of (2.4).

A strengthening of (2.4) with the ordinary (strong) L'-norm on the left-hand side
can be deduced by the method of transference from [12, Theorem 2], which deals with
functions on the real line. We do not need this strengthening here, since weak-type maximal
inequalities are sufficient for the intended purpose of extending a.e. convergence.

A crucial ingredient of the proof of Theorem 1.1 is the following estimate.
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LEMMA 2.2. For each § € (0, 1], there exists a constant y € (0, 1] such that

1 N
HN/(; (f1 (S™H0x) — fi (Stx))fz(Tsz) dt Sys N7VIfi ||L2(X)||f2”L2(X) (2.5)

LL(X)
for every N € [1, o0) and every fi, f> € L*(X).

Proof. We deduce (2.5) from Proposition 2.1 using the Calderon transference principle

[10]. By homogeneity, it is sufficient to prove inequality (2.5) for functions f and f>
normalized to satisfy

||fl||L2(X) = ”f2”L2(X) =1
For each x € X and N > 1, define functions Ff’N, F;’N: R2 > C by
FIN @, v) o= £5(8" T ) 110381 () L g 221 (0)

for (u, v) € R? and j = 1,2. Since the measure w is invariant under the R2-action in
question, we can rewrite the left-hand side of (2.5) as

1 N N2
vl ),

N
%/0 (FL(STHSUTVx) — f1(S'S“TVx)) fo(T" S"TVx) dr

du(x) du dv
1 1[N
<— H— /(Ff“”(u 1480 — FoNw+ v Fy N, v+ 1) dr
N X N 0 Léu,u)(Rz)
du(x).

An application of (2.1) with functions F;"", Fy" for each fixed x € X bounds the last
display by a constant multiple of

1 1
— -y _ x,N 2 x.N 12
N3 /XN 2(||F1 ”LZ(R2)+”F2 ”L2(]R2)) du(x)

1 3N 2N? 1
= N—y_/ / / (AT )P + | (S T x)[*) dp(x) du dv
N3 Jo  Jo x 2
= 6N 31 fillf2 ) + 1/2032x,) = ON 77,
where we have again used the invariance of p. This completes the proof of (2.5). O

For each ¢ € R, let U’ denote the unitary operator on L?(X) given by the formula
U'f := f o S'. Our final auxiliary claim is that

span ( U img(U°® — 1)) ® ( ﬂ ker(U® — 1)) (2.6)
§€(0,1] §€(0,1]

is a dense subspace of L%(X). Indeed, this easily follows from img(U S _ )t =ker(U® —
I) for each &, which, in turn, is a consequence of the fact that U 8 _ I is a normal operator.

We are now ready to complete the proof of Theorem 1.1. By the initial reduction and
the maximal inequality (2.4), we need only establish (2.2) for each fixed @ € (1, co0) and
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for functions fi, f» € L2(X). The reason is, of course, that L?(X) N L%(X) is dense in
LP(X), while L?(X) N L2(X) is dense in L7 (X). By yet another application of (2.4), this
time with p = g = 2, we see that it suffices to take f| from the dense subspace (2.6) of
L2(X ). In other words, we can assume that f] is of the form

m
Y (gko S —g0) +h,
k=1

wherem € N, 81, ...,8, € (0,11, g1,...,8m, h € LZ(X), and hissuchthatho S = h
for each t € (0, 1] and thus also for each ¢ € [0, o). That way, the theorem is reduced to
showing that, for any fi, f» € L*(X) and any parameters o > 1 and § € (0, 1], the two
sequential limits

tim o [ A0 A T dr @7)
n—00 o 0
and
. 1 o 2
lim — fo(T" x) dt (2.8)
n—o00 o 0

exist (in C) for almost every x € X.
Estimate (2.5), applied with N = ¢", and summation in n give

[

1
a_”/() (F1(S"P )= f1(8"0) fo(T"" ) de| ()

00
5)/,5 Z Ol_yn”fl||L2(X)||f2||L2(x) < Q.
n=0

Thus, for almost every x € X, the sequence in (2.7) converges to zero, as a general term of
a convergent series.

The limit in (2.8) exists for almost every x € X by [S, Theorem 8.31], which claims
the same for general polynomial averages of a single L? function and constitutes a
continuous-time analogue of Bourgain’s result from [7].

3. Harmonic analysis reductions
Proof of Proposition 2.1. Let ¢ be a C* function compactly supported in R x (R \ {0}).

THEOREM 1.1. [12] There exist C,o > 0 with the following property. Let Fy, F> €
LZ(RZ) and let . > 1. Suppose that, for at least one of the indices j = 1,2, F;(&1, &)
vanishes whenever |§;| < A. Then

H / Fi(x+1t,y) Fa(x,y+ t2) C(x, y,t)dt
R

=< Cr™° ||F1 ||L2(R2)”F2”L2(R2)'
Liey) ®)
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For an auxiliary function ¢ as before, any § € (0, 1] and any Fi, F> € L2 (Rz) define

Bs(F1, F2)(x,y) := A(Fl(x +1468,y) — Filx +1,y) Fa(x, y +1°) ¢(x, y, 1) di.

(L.1)

We claim that, to prove Proposition 2.1, it suffices to prove that there exists y € (0, 1) such
that

| Bs(Fi, FZ)”Ll (R2) = Cy,;sy | F1 ||L2(R2) ”F2”L2(R2) (1-2)

for every 6 € (0, 1], for all Fy, F; € L2(R?), where C, ¢ is a constant depending on y
and ¢.

This is a standard reduction, but some care needs to be taken due to the minus sign
appearing in Bs(F1, F>). By using the equality

1 A |
Nﬂ(O’N] = Z 2 mﬂ(z—kN,z—kJrlN]
k=1
and rescaling
Fi(x,y) > Q7 NY¥2F;07 Nx, 27FN)2y), 8 27FN)18,

inequality (2.1) follows if we can show existence of y € (0, 1) such that

|

for all § > 0. Since (1.3) is trivial for § > 1 by the Cauchy—Schwarz inequality, we can
again assume that § € (0, 1]. Next, let n be a smooth non-negative function supported in
[—1, 1]% and such that Y mez2 Nm = 1, where 0, (x, y) 1= n((x, y) —m) for all (x, y) €
RR2. The left-hand side of (1.3) is majorized by

5

mez

2
/ (Fi(x +t+ 68, y)—Fi(x +1, y)Fa(x, y + %) dt
1

1 2
L(x,y) (R?)

Sy IR 2 @e) P2l 2 ge (1.3)

2
/1 ((mFO)(x +1 48, y)—@im F1)(x + 1, y))

(mF2)(x, y + ) (x, y) dt

il

1 2
L(x,y) R

where 7 is a smooth non-negative function compactly supported in [—20, 20]?, equal to
1 on [—10, 10]? and 7, (x, ¥) := 7((x, y) — m). To apply (1.2), we also need to pass to
a smooth cut-off function in the ¢-variable. To this end, choose a smooth non-negative
function ¢ compactly supported in [1, 2] so that [l¢ — Lj12)llL1 gy < 8. Applying (1.2)
with ¢(x, y,t) = n(x, y)p(t) and majorizing the error term by the Minkowski and
Cauchy—Schwarz inequalities shows that the previous display is majorized by

(Cped” +8) D T Fill 2 [T Fall 2 g2

meZ?
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By the Cauchy—Schwarz inequality for the sum in m, the previous display is at most a
constant multiple of 87 || Fy [|; 2 ®2) | F2 1l 2 ®2)> which proves the claim, that is, it establishes
Proposition 2.1, modulo the proof of (1.2).

Proof of (1.2). Let R > 1 be determined later. Decompose
Fi=Fr+Gigr,
where F p is defined via its Fourier transform as
Fir@, &) = R, &) 1-rr &)
for each (&1, &) € R%. With Bjs defined by (1.1), split
Bs(F1, F2) = Bs(F1.r, F2) + Bs(G1 R, F2). (1.4)
Using Theorem 1.1 we estimate

||B<S(G1,R» FZ)”LI(RZ) 5{ R_G||G1,R||L2(R2)||F2||L2(R2) = R_U||F1||L2(R2)||F2||L2(R2)
(1.5)
with o > 0. It remains to control Bs(Fi g, F2). Applying the Cauchy—Schwarz inequality
in (x, y) for each fixed 7, we obtain

1B5(F1.ke Pl oy e IF1LRG +8.9) = FLRCr D oy 1P llageey-

The Plancherel identity gives

IF1R(x + 8, 3) = FLr@x, »I7, ®) = / |F1 (1, £2) 21251 — 112 dg déy,
(x.y) [-R,RIxR

while |£;| < R implies that [¢?7?%1 — 1| < §R. Therefore,
||B(S(F1,R, FZ)”LI(RZ) 5{ SR || F} ||L2(R2)||F2”L2(R2)' (1.6)
From (1.5), (1.6) and the splitting (1.4), we finally conclude that
||BS(F17 F2)||L1(R2) §{ (OR + R_U)”Fl ||L2(R2)||F2”L2(R2)’
so the proof is completed by choosing R = §~!/? and y = min{1/2, o/2}. O

This completes the proof of Proposition 2.1.
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