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Abstract 

In this paper, we leverage data from over 1,000 students participating in two different online 

courses to investigate whether better learning outcomes are associated with student decisions 

to practice instead of (re-)reading. Consistent with laboratory and classroom findings, we find 

that students’ decisions to practice are related to better learning outcomes. Moreover, we find 

that this benefit is particularly related to increasing the number of different practice activities 

completed and not repeating the same activity multiple times. Our findings are consistent with 

theories suggesting that practice testing improves learning by enhancing encoding promoted 

by practicing the same content with different problems and raise questions regarding the 

benefits of repeatedly practicing the same question. The work presented here also 

demonstrates one way we can leverage data from naturally occurring datasets and learning 

analytics approaches to inform theoretical developments and the understanding of cognitive 

phenomena. We argue that to fully understand the cognitive processes involved in learning we 

need to test our hypotheses in natural educational contexts, both using controlled 

experimentation and analyses of naturally occurring data.  

Keywords: active learning; self-regulated learning; practice testing; learning analytics; 

variability 
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Educational Impact and Implications Statement 

In online and blended learning environments completing more different activities was 

associated with improved student learning outcomes. Contrary to previous suggestions from 

questionnaire evidence, these findings suggest that students in real-world environments, not 

just in highly controlled laboratory settings, can effectively use practice as a self-regulated 

learning opportunity. Best learning outcomes will be achieved from learning environments that 

provide ample opportunities for practice.
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Varied Practice Testing is Associated with Better Learning Outcomes in Self-Regulated 

Online Learning 

Advancements in our understanding of the cognitive processes involved in learning 

have led to a better understanding of how educational environments can be better structured 

(e.g., Bjork et al., 2013; Koedinger et al., 2012), and how learning outcomes can be improved 

(e.g., Deans for Impact, 2015; Dunlosky et al., 2013; Pashler et al., 2007). 

Despite this progress, there are open questions about which insights garnered from 

laboratory-based and small randomized field trials generalize to other real-world educational 

problems and settings. Because real-world learning often involves the interaction of many 

variables that are often controlled for or eliminated in laboratory and single intervention 

studies (e.g., student prior knowledge, motivation, interest, preferences, learning materials, 

learning tasks, timescales), it is possible, perhaps likely (see e.g., Koedinger et al., 2012) that 

interactions between these variables lead to different results than what is found in the lab or 

single field trials. Furthermore, understanding whether findings from non-representative small 

samples generalize to real-world human activity at scale is crucial to understanding, 

interpreting, and acting upon such findings. One could, and perhaps should, ask whether a 

theory can explain human behavior if it does not encompass behaviors that happen naturally 

in the world. 

Learning analytics of large-scale real-world learning data is an important and useful 

opportunity to contribute to cognitive theory with increased ecological validity and more direct 

relevance to practice. Data science approaches using large-scale analyses allow us to 

understand the boundaries and limitations of our current understanding and the 

generalizability of laboratory findings (e.g., Kim et al., 2019; Ridgeway et al., 2017; Stafford & 

Dewar, 2014; Steyvers & Benjamin, 2019). For example, recent research using big data has 

expanded our understanding of the spacing effect found in the laboratory (e.g., Carvalho et 

al., 2020; Kim et al., 2019; Stafford & Dewar, 2014). Stafford and Dewar (2014) used a large 

https://paperpile.com/c/WO3pG9/a4pMi+sQX8F/?prefix=e.g.%2C%20,
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https://paperpile.com/c/WO3pG9/4cERh+y4ZEQ+xIzl9+xFlAb/?prefix=e.g.%2C%20,,,
https://paperpile.com/c/WO3pG9/4NDjo+4cERh+xIzl9/?prefix=e.g.%2C%20,,
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sample of people playing an online game to demonstrate that spaced practice is related to 

better performance at scale. Similarly, Kim and collaborators (Kim et al., 2019) used data from 

workplace training materials to demonstrate that, as suggested by laboratory studies, the 

optimal interval between repetitions increased as the retention interval increased. Recently, 

Carvalho et al. (2020) used data from a Massive Online Course to demonstrate a self-

regulated spacing effect: when students spaced their activities across time they performed 

better in the exams compared to when the same students spaced their activity less. These 

examples highlight how using large datasets that come from multiple real-world settings 

increases the external validity of our theories, models, and conclusions in combination with 

laboratory evidence. 

Practice Testing 

When students practice by completing tests as opposed to reading (or generally any 

other “studying” behavior using other approaches such as concept mapping, reading, re-

reading, see e.g., Karpicke and Blunt, 2011), they show better learning outcomes, particularly 

in a delayed test, a phenomenon known as the testing effect, retrieval practice, or practice 

testing. There are multiple theoretical explanations of the testing effect. Extant theories are 

described in abstract terms and often focus on only a subset of phenomena specific to the 

experimental manipulation at hand. Therefore, existing theories are not necessarily mutually 

exclusive or complete. A subset of theories that has received some support from meta-

analyses of existing laboratory data (Rowland, 2014) can be referred to as retrieval effort 

theories (e.g., Pyc & Rawson, 2009). The general proposal of these theories is that the effect 

arises from increased effort or depth of processing during practice (e.g., Bjork & Bjork, 1992; 

Pyc & Rawson, 2009), although the exact mechanism whereby this takes place varies. Thus, 

one of the main predictions of this group of theories is that increasing the number of practice 

tests should yield larger practice benefits (Glover, 1989). Other theories suggest that the 

benefits of retrieval practice relate to the retrieval of the same information that takes place with 

https://paperpile.com/c/WO3pG9/4cERh
https://paperpile.com/c/WO3pG9/4NDjo/?noauthor=1
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additional testing (Benjamin & Tullis, 2010; Carpenter, 2009). According to these theories, 

each repeated attempt to retrieve the same information changes the memory trace by, for 

example, increasing the routes to retrieval or adding additional context. 

Current evidence of the benefits of practice testing comes in large part from small 

scale laboratory studies. In fact, only 15% of the studies reviewed in a recent meta-analysis 

were conducted in a classroom setting (Adesope et al., 2017; see also Pan & Rickard, 2018). 

Furthermore, a recent classroom study found a reverse effect—better performance for 

students who completed fewer practice tests (Gurung & Burns, 2019)—consistent with prior 

theoretical analyses in the context of problem-solving activities instead of retrieval of 

information (Koedinger & Aleven, 2007). The absence of a practice testing effect has also 

been reported when using self-explanation as a control condition instead of the typical 

reading/re-reading control condition in laboratory studies of the testing effect (Aleven & 

Koedinger, 2002). Moreover, laboratory experiments question the effectiveness of practice 

testing when the question practiced is not repeated in the final test (Nguyen & McDaniel, 

2015; Wooldridge et al., 2014). 

Thus, real-world evidence for the benefits of practice testing is, at best, mixed, 

potentially lacking. Moreover, although there has been some initial investigation of how 

students in natural contexts self-regulate practice between study and testing (Andergassen et 

al., 2014; Kizilcec et al., 2017), these inquiries have been limited in scope both in terms of 

duration of practice (e.g., only 14 days) and type of materials (e.g., only multiple-choice testing 

questions). Given past results and theoretical analyses suggesting such variables are 

important to whether practice testing improves learning or not (e.g., Rowland, 2014), it is an 

open question how far practice testing extends to real-world situations where students’ 

previous knowledge and characteristics, types of materials, and perceived importance vary 

substantially, unlike in the lab. 

https://paperpile.com/c/WO3pG9/r9PuY+9dLs9/?prefix=,see%20also
https://paperpile.com/c/WO3pG9/vHsve
https://paperpile.com/c/WO3pG9/0JZtI
https://paperpile.com/c/WO3pG9/rnYT3
https://paperpile.com/c/WO3pG9/rnYT3
https://paperpile.com/c/WO3pG9/TMjdf+ylme7
https://paperpile.com/c/WO3pG9/TMjdf+ylme7
https://paperpile.com/c/WO3pG9/lk45k+AW2aR
https://paperpile.com/c/WO3pG9/lk45k+AW2aR
https://paperpile.com/c/WO3pG9/PBNU0/?prefix=e.g.%2C%20
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Moreover, evidence that practice testing—in the laboratory or outside of it—improves 

learning when students decide to engage in it through self-directed practice is even scarcer. 

Most studies investigating the benefits of practice testing do so in the context of directed 

instruction, that is, situations where demand characteristics produce essentially full 

compliance in testing or reading/studying, and often without accounting for instructional time 

(for reviews see Roediger & Butler, 2011; Roediger & Karpicke, 2006a). Although there is 

evidence that telling students about the benefits of retrieval practice can improve self-

regulated decisions of when to read, practice or stop altogether (Ariel & Karpicke, 2018; Yang 

et al., 2017) and some evidence that students might not realize the benefits of practice testing 

when self-regulating their study (Janes et al., 2018; Son & Kornell, 2009; Toppino et al., 2018; 

Wissman et al., 2012), there is currently no clear evidence that students benefit from practice 

testing when they spontaneously can choose to take such opportunities for themselves. This 

gap is critical to our understanding of the phenomenon because self-regulated learning often 

changes more than just who is in control. From the perspective of the learner, unlike directed 

learning, self-regulated learning is not based on randomly sampling information from a 

distribution (Castro et al., 2009; Gureckis & Markant, 2012). When learners regulate their 

learning well, they can target their practice to areas of uncertainty, which allows for capture of 

optimal novelty and prediction error reduction (that is, better connecting what they know with 

what they do not yet know, so as to improve ability to make correct predictions/responses in 

the future; Gureckis & Markant, 2012). In fact, students' decisions to re-read/study instead of 

practice testing can yield better learning than forcing them to practice (Carvalho et al., 2018; 

Tullis et al., 2018). Furthermore, it has been highlighted before that best-practices identified in 

directed learning do not always match best-practices for self-regulated learning (Carvalho et 

al., 2016; Ciccone & Brelsford, 1976). Thus, there is a need to better understand whether self-

regulated testing practice influences learning outcomes in the same ways as directed testing 

practice does. It is important to note here that although self-regulated learning is  multifaceted 

https://paperpile.com/c/WO3pG9/afqT9+ZrNfg/?prefix=for%20reviews%20see,
https://paperpile.com/c/WO3pG9/5Gark+Zf5tV
https://paperpile.com/c/WO3pG9/5Gark+Zf5tV
https://paperpile.com/c/WO3pG9/9RaFW+W7GI4+l18bG+lKOsh
https://paperpile.com/c/WO3pG9/9RaFW+W7GI4+l18bG+lKOsh
https://paperpile.com/c/WO3pG9/iK3pg+zZYtt
https://paperpile.com/c/WO3pG9/zZYtt
https://paperpile.com/c/WO3pG9/zZYtt
https://paperpile.com/c/WO3pG9/zZYtt
https://paperpile.com/c/WO3pG9/yWKVt
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and at times hard to define (e.g., Chi, 2009), here we focus only on one dimension of self-

regulated learning: the learning consequences of allowing students to decide whether to 

practice or not. 

Variability of activities in practice testing 

 The effect of practice testing on learning outcomes has classically been studied by 

comparing practicing the same activity multiple times with rereading/studying the same 

information the same number of times (see e.g., Roediger & Karpicke, 2006b; Rowland, 

2014). Thus, it is currently an open question whether practice testing benefits learning by 

improving memory for specific questions and responses or whether practice testing can 

benefit learning by improving memory for common knowledge across different questions. 

Although, there is some evidence from laboratory work suggesting that, compared to 

re-studying, practice testing without repetition can lead to improved learning (Agarwal, 2019; 

Jensen et al., 2014), and that practice testing with repeated questions can improve not only 

memory but also generalization across test formats (Butler, 2010; Kang et al., 2007), to date 

there have been no direct evaluations of the effectiveness of practice testing when the 

repeated practice tests vary. This question is particularly important in applied contexts. 

Educators, students, and educational technology developers might wonder whether to 

promote learning and retention with practice testing, repeated practice with the same question 

is needed, or varied practice is sufficient or even preferable. 

As mentioned above, some theories suggest that the benefits of retrieval practice are 

connected with the retrieval of the same information that takes place with additional testing 

(Benjamin & Tullis, 2010; Carpenter, 2009), whereas others suggest that the benefits are 

more connected with how information is initially encoded during practice testing (especially 

after receiving feedback) compared to reading situations (Pavlik & Anderson, 2008; Pyc & 

Rawson, 2009). If the benefits of practice testing are connected with retrieval of the same 

information, we would expect that repeating the same practice test multiple times would result 

https://paperpile.com/c/WO3pG9/BhMhk+PBNU0/?prefix=see%20e.g.%2C%20,
https://paperpile.com/c/WO3pG9/BhMhk+PBNU0/?prefix=see%20e.g.%2C%20,
https://paperpile.com/c/WO3pG9/guZAS+tTOM7
https://paperpile.com/c/WO3pG9/guZAS+tTOM7
https://paperpile.com/c/WO3pG9/r1GhL+gtu6E
https://paperpile.com/c/WO3pG9/ECIvs+VFAPB
https://paperpile.com/c/WO3pG9/M5ycP+Js8ZZ
https://paperpile.com/c/WO3pG9/M5ycP+Js8ZZ
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in particularly high posttest performance because it emphasizes repeated retrieval, which 

would lead to better future recall and generalization (Wissman et al., 2018). In contrast, if the 

benefit of practice testing relates to differential encoding of the information compared to 

reading, we would expect better posttest performance to relate to variety in testing 

opportunities that target the same content in different ways allowing for elaboration and 

encoding of the critical information and inhibition of the non-critical information. There is a 

wealth of research on generalization and extrapolation suggesting that variability during study 

improves learning (e.g., Lively et al., 1993; Posner & Keele, 1968). One possible explanation 

is that studying multiple examples with varying surface characteristics, but similar underlying 

structure, promotes transfer because it allows learners to identify relevant properties (the 

underlying structure) and ignore irrelevant surface variation. That is, the underlying solution 

can be abstracted as a generalized solution or schema (e.g., Catrambone & Holyoak, 1989; 

Gick & Holyoak, 1980, 1983; Holyoak & Koh, 1987). For example, Paas and VanMerrienboer 

(1994) found that when learning geometry problems through worked-out examples, learners’ 

transfer of their learning to novel problems at test was better following study of many varied 

examples compared to less varied examples. Interestingly, in that study, more variable 

examples were associated with learners devoting more time studying the problems and 

potentially encoding the common solution better. It is unclear whether such benefits 

generalize to self-regulated practice testing situations or whether the testing effect is tied to 

repeatedly working on the same activity. 

The Open Learning Initiative environment 

  The datasets we used in the current studies come from courses using materials 

developed by the Open Learning Initiative (OLI) at Carnegie Mellon University. OLI is 

designed to support better learning and instruction by offering open and free courses that 

contribute to research efforts for improving course development and design through an 

iterative process using real student data. Through backward design approaches, OLI courses 

https://paperpile.com/c/WO3pG9/All1b
https://paperpile.com/c/WO3pG9/J0tCB+9u8Nk/?prefix=e.g.%2C%20,
https://paperpile.com/c/WO3pG9/HGhOJ+GOlKp+Hwp0E+sTOop/?prefix=e.g.%2C%20,,,
https://paperpile.com/c/WO3pG9/HGhOJ+GOlKp+Hwp0E+sTOop/?prefix=e.g.%2C%20,,,
https://paperpile.com/c/WO3pG9/GT24h/?noauthor=1
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are developed such that each activity, page, and assessment presented to students is aligned 

with a learning objective. This process results in highly integrated materials and the system 

tracks students’ progress on each learning objective (Bier et al., 2011). This approach has 

been shown to result in highly effective courses that promote learning (Lovett et al., 2008). 

The structure of OLI courses, like a textbook hierarchy, modules, learning objectives, 

and practice activities. Each webpage of an OLI course might include explanatory text and/or 

practice activities. In fact, multiple resources are usually shown on the same page. The 

fundamental and important difference between OLI and textbook learning is that OLI provides 

(1) an interactive environment with immediate explanatory feedback during practice activities 

and (2) formative assessments embedded in the course as students are learning. OLI 

modules include a variety of expository content (text, examples, images, and video clips) and 

many interactive activities, all addressing common learning objectives. Broadly, these 

activities serve two purposes. “Learn By Doing” activities, intended to support student 

outcome achievement, provide feedback and detailed hints. Another type of activity, “Did I Get 

This,” provides a self-comprehension check for students with feedback but no hints. The 

interactive activities were created in conjunction with the OLI text materials and complement it 

by providing testing (“Did I Get This”) or active learning (“Learn by Doing”) activities that cover 

the same concepts described in the text. Figure 1 presents an example of each of these types 

of activities and their properties, including hints and feedback. 
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informs a student learning model that tracks progress towards mastery of each learning 

objective. Instructors have access to this information through the teacher dashboard. 

Furthermore, this tight integration and focus on alignable learning objectives allows us 

to compare students’ outcomes from engaging with activities and reading/studying the same 

content. Because pages and activities are tagged with the same learning objectives, we have 

information about the content covered and whether students engaged with reading or activity 

materials for the same content, which is not always possible with naturalistic data, hindering 

investigations of self-regulated practice testing effects in natural contexts. 

 

The DataShop repository 

 The datasets used are available through DataShop, an open learning repository for 

educational data (Koedinger et al., 2010). DataShop is a central repository for educational 

datasets specializing in data from the interaction between students and educational software, 

including data from online courses, intelligent tutoring systems, virtual labs, online assessment 

systems, collaborative learning environments, and simulations. The data available through 

DataShop are fine-grained (click by click), longitudinal (entire semesters or years), and 

extensive (multiple datasets for the same software or online course provider), allowing the 

type of detailed student behavior analysis presented here. 

The current study 

 In this paper, we investigated the existence and characteristics of self-regulated 

practice testing. We did so by analyzing data available in a repository of educational data 

(DataShop). We defined practice testing as completing optional activities in a course. First, we 

established whether completing more activities relates to best learning outcomes. Then, we 

analyzed the characteristics of this relationship. We analyzed two dimensions of variability: (1) 

whether best learning outcomes were associated with practicing more learning objectives 

(increased coverage) or repeatedly practicing the same learning objective (drill practice); and 

https://paperpile.com/c/WO3pG9/mzCSw
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(2) best learning outcomes were associated with practice with different questions or 

repeatedly completing the same question. As mentioned above, taken together, these 

analyses allow us to identify whether the benefits of self-directed practice are related to 

increased effort or retrieval 

 

Study 1: Psychology Course 

Data and Methods 

Transparency and Openness 

We report how we determined our sample size, all data exclusions, and all measures 

in the study, and we follow JARS (Kazak, 2018). All data is available at Datashop.org 

(https://pslcdatashop.web.cmu.edu/DatasetInfo?datasetId=863) and all analysis code is 

available at GitHub ([removed to comply with masked review policy]). Data were analyzed 

using R, version 4.1.1 (R Core Team, 2021) and the following packages: lme4, version v1.1-

14 (Bates et al., 2014), ggplot2, version 3.3.2 (Wickham, 2016), and EMAtools, version 0.1.3 

(Kleiman, 2021).  This study’s design and its analysis were not pre-registered. 

Ethics 

Data collection for this Study and Study 2 was approved under Carnegie Mellon 

University Institutional Review board (CMU IRB) protocol #HS11-351. The DataShop 

repository and its use is approved under CMU IRB protocol #IRBSTUDY2015_00000236. As 

the data are archival and anonymous, there was no written informed consent required. Written 

consent was waived because participation in the course was part of normal educational 

practices. As per DataShop requirements, all available data were verified for appropriate 

student participation agreement and IRB oversight, and students provided consent to have 

their data analyzed. 

https://pslcdatashop.web.cmu.edu/DatasetInfo?datasetId=863
https://paperpile.com/c/WO3pG9/0btp
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Course and participants 

In this study, we analyzed data from an online course “Introduction to Psychology as a 

Science” taught through Coursera. The course was open to the public. It was a 12-week 

course, taking place in 2013. Students received credit for completion if they completed 

quizzes and the final exam. A total of 5,615 students enrolled in the course and agreed to 

participate. Of these, 851 completed the final exam, 3,914 completed the pretest, and 829 

completed both exam and pretest data. Completing the exam and most of the quizzes was a 

requirement to complete the course, thus, we considered data from only students who 

completed the final exam and the pretest (N = 829, a 15% conclusion rate, in line with other 

MOOCs, see e.g., Liyanagunawardena et al., 2014). Of these 829 students, 74 did not have 

any interaction data in the system and were thus excluded from analyses. No other inclusion 

criteria were used. The final sample included in analyses included 755 students who 

completed the course. Of note, students who did not complete the exam were also unlikely to 

complete the pretest, often only completed only one of the quizzes and did not interact with 

the materials (so measures of reading and activity completion could not be derived). All 

students included in the analyses completed at least one of the quizzes, and most students in 

our sample completed all 11 quizzes (N = 640). We focused on students’ use of the OLI 

textbook materials and how it relates to performance in the quizzes. Data for this course were 

retrieved from DataShop (Dataset 863). For details on the number of students in the full 

sample and those included see Table S1 in Supplementary materials). 

Students were expected to watch video lectures and complete the related textbook 

materials developed by OLI. OLI’s Introduction to Psychology course helps students learn key 

issues and theories that underlie the domain (e.g., personality, perception, research methods, 

development). The course is equivalent to a one semester college introductory course 

structured to cover learning objectives across 11 modules. 
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Assessments 

Students were evaluated using two written assignments (40% of their grade), 11 

quizzes (30% of their grade), and a final examination (30% of their grade). Students were able 

to take each quiz only once. An overall grade of 70% or above was considered a passing 

grade.  

Each week, on Friday morning a multiple-choice quiz was made available. This quiz 

tested students on the content of that weeks’ materials (thus, a quiz per module except the 

last module, which was covered only in the final exam). Quizzes were not timed, and students 

had a week to complete the quiz (but only one try). Multiple students were granted extensions 

to complete the quizzes. A pretest was given at the beginning of the course and a quiz was 

taken at the end of each module. The pretest included a series of true/false questions about 

the students’ general knowledge of psychology and each quiz included a series of multiple-

choice questions about the modules’ content. 

The final exam covered material from the entire course and took place in the last week 

of the course. The final exam was available for 5 days and students were able to take it only 

once. 

Measures of student resource use 

From the logs available we extracted, for each student and module, a series of 

measures related to their resource use (i.e., activity completion and page viewing). In addition, 

we extracted other contextual variables (activity performance, repeated vs. unique activities), 

information on the learning objective each activity targeted, as well as pretest and outcome 

measures (quizzes). 

The OLI platform provides a unique identifier for each activity and page in a course 

and course transaction logs indicate when an activity is started and when a page is clicked on. 

Thus, every time a student clicked a page a log was created and every time a student 

interacted with an activity a log was created. The count of each of these logs is a 
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straightforward way to operationalize page and activity use, thus we computed frequency 

counts for each activity completed and each page accessed. However, because activities 

were embedded in the pages, it is possible that some of the page accesses do not involve any 

reading and the student accesses it only to complete the activities. To minimize this 

possibility, we eliminated from page view counts any page accessed for a short period of time 

(bottom 5% of the distribution of the difference between page view start and activity start for 

all students), to reduce the possibility of counting as page viewing an event in which students 

did not view the text but instead moved directly to the activity. This threshold was defined 

based on initial inspection of the distributions of total time on each page to identify typical 

reading time. Moreover, if the timestamps for activity completion and page change matched, 

we did not count that page as a reading activity, but if they did not match (that is, if time 

elapsed between completing the activity and moving pages or logging off) then we assume 

that some reading took place and count that page as reading as well. Of course, it is possible 

that a student opened a page, stayed there for a while, and then completed an activity without 

reading the text. Although we do not have a way to account or control for this possibility, it is 

an equally likely possibility in most studies involving reading, even in the laboratory (e.g., 

Rothkopth,1968): the presentation of text presupposes reading, even if reading does not take 

place. It is important to note that doing activities was not a requirement in either of the courses 

and students were allowed to repeat the same activity as many times as desired. 

Using the unique identifiers of course content, we calculated the total number of pages 

and activities available in each module. The total number of available pages and activities for 

each module was then used to calculate the percentage of activities/pages each student 

accessed (see Table 1 for the number of available resources per module). Because a student 

might complete all activities/pages and repeat an activity/page multiple times, this percentage 

might be larger than 100%. Although repetition is also possible even if the percentage is lower 

than 100%, when a student repeats only a few activities and does not complete all available 
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activities. For this reason, when comparing activities to pages across modules we use 

percentage accessed from the total available. However, when investigating the amount of 

repeated completion of the same activity we use raw count values instead of percentages, as 

repetition is unlikely to be affected by the total number of available activities. 

For each module, we also calculated how many activities and pages students 

accessed in other modules by summing up activities and page accesses on previous and 

subsequent modules. For example, for module three, we added up all activities accessed by 

that student for modules 1-2 and 4-11 and divided by the sum of activities available across 

modules 1-2 and 4-11. This percentage of activities/pages completed outside of the target 

module (module three in the example) will be used to predict performance in the target 

module (see below for details).  

Learning Objective tagging 

Learning objectives were mapped by the OLI developers to each activity and page 

available to the students. Logs indicated which learning objectives the activities were tagged 

with. 

Data Analyses 

Analytic approach. We used linear mixed-effects regression models to analyze the 

data. Unless otherwise stated, all models included pretest and performance in the activities as 

predictors, as well as crossed random effects for student and module. These random effects 

specify student and module specific intercepts, under the assumption that different modules 

vary in difficulty and different students differ in overall ability and resource use. These random 

effects are included because they create nonindependence in the data, as we will analyze the 

relation between resource use and quiz performance for each student (repeated across 

modules) and module (repeated across students). For all models, we checked the 

assumptions of linear regression (Linear relationship, Independence, Homoscedasticity, and 

Normality) and no corrections were necessary. 
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To determine the best-fitting models, we used chi-square tests comparing models with 

and without the factor of interest. For interactions, we compare equivalent models with and 

without the interaction. For all analyses, we report standardized coefficients and confidence 

intervals from the full model (the model with all predictors analyzed) and model comparison 

chi-square tests comparing models with and without the factor of interest. All models are listed 

in Supplementary Materials and referenced by number in the main text. Model numbers are 

sequential, with later letters representing models that include all predictors in previous models 

plus the critical predictor added in that model (for example, model m1c includes all predictors 

that m1b included plus a critical predictor of interest stated in the text). To standardize 

measures across students and modules, we transformed all variables into z-scores. Z-scores 

were calculated using the mean and standard deviation for each measure for all students 

included in the sample. This approach also allows us to interpret regression estimates as 

effect sizes and compare the relative effect of different predictors. Moreover, percentages 

were used for activities and pages completed instead of raw numbers of activities/pages 

completed to account for variation in available resources across modules. 

Outcome measures. Our outcome measure in this Study was performance on each of 

the module quizzes. Because the quizzes took place through Coursera and not OLI, we did 

not have access to question-by-question performance on the quizzes or learning objective 

tagging for the quizzes; therefore, we used average performance in each quiz as the outcome 

measure in this study. 

We used pretest scores as an overall measure of student readiness in the course and 

to control for potential general ability factors. We used performance in the activities as a 

measure of the difficulty of the module to control for the possibility that students’ behavior 
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varied systematically with module difficulty under the assumption that harder modules involve 

lower performance in the activities.1 

Results and discussion 

Overall resource use 

 Table 1 includes descriptive statistics for resource use. Although a smaller number of 

students completed repeated activities, there were students repeating activities across all 

modules.

                                                
1 Some students, for some modules, did not complete any course activities. For those students, activity 
performance was marked as 0 for the purpose of these analyses. Removing the student from the 
analyses did not change any of the results presented or the conclusions. 
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Table 1 

Descriptive Counts of Available Resources, Number of Students Who Completed At least One Resource, Average Number of 

Resources Completed, and Percentage of Resources Completed for Study 1. 

Module 

Available Resources 
% Students who completed 

at least one 
Average number completed Average % Completed 

Activities Pages 
Learning  

Objectives  
Activities 

Repeated 
Activities 

Pages Activities 
Repeated 
Activities 

Pages Activities Pages 
Learning  

Objectives 

1 89 24 17 92% 46% 88% 41.94 0.85 12.40 47% 52% 83% 

2 74 17 30 94% 35% 75% 46.96 0.54 10.60 63% 62% 84% 

3 76 33 27 92% 27% 92% 33.80 0.40 19.65 44% 60% 81% 

4 63 12 13 94% 30% 68% 45.19 0.43 6.05 72% 50% 87% 

5 29 15 21 90% 15% 88% 14.09 0.20 10.59 49% 71% 80% 

6 75 21 20 89% 27% 81% 44.24 0.40 10.29 59% 49% 76% 

7 74 31 30 89% 24% 88% 36.03 0.32 15.53 49% 50% 75% 

8 39 17 20 87% 14% 78% 18.82 0.17 9.13 48% 54% 76% 

9 35 11 8 83% 15% 83% 20.70 0.17 7.72 59% 70% 75% 

10 56 13 14 85% 25% 77% 31.66 0.35 7.03 57% 54% 75% 

11 9 5 5 78% 4% 63% 5.17 0.04 2.04 57% 41% 78% 

Note. N = 755. Available resources: counts of each type of resource available in the course. % students who completed at least one: percent of 

students (out of the total number of students available) who completed at least one of the resources available for that module.  Average number 

completed: average number of resources completed for each module across all students; Average % completed: average (across students) 

percentage of available resources that were completed by students.
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Initial inspection of the data (see Table 1 for summary) indicated that students 

completed on average 55% (SEM = 0.37%, range = [0%,111%]) of the activities and 56% 

(SEM = 0.79%, range = [0,680%]) of the pages available across all modules. Students 

completed on average 31 activities per module only once (SEM = 0.27, range = [0, 74]), with 

an average of 0.36repeated activities per module (SEM = 0.01, range = [0, 20]). Conversely, 

students studied an average of six pages only once (SEM = 0.07, range = [0, 28]), with an 

average of four repeated pages (SEM = 0.11, range = [0, 127]). Mean performance was 44% 

on the pretest quiz (SE = 0.2%, range = [2%, 87%]) and 85% on module quizzes (SE = 0.1%, 

range = [6%, 100%]). On average, students waited one hour and 12 minutes between 

finishing working on the textbook and taking the quiz (SEM = 2 minutes, range = [0, 110 

hours]). Visual inspection of these measures, as indicated in Figure 2, shows good distribution 

and variability, allowing for the type of individual differences analyses we planned 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



SELF REGULATED PRACTICE TESTING 21 

Figure 2 

Histograms showing distribution and variation of the different measures for the psychology 

course (Study 1)  

 

Note. Counts of student-module pairs (i.e., number of data points) are presented for each 

predictor measure used in the regressions (activities completed, pages viewed, repeated 

activities, repeated pages, pretest score), and outcome measure used in the regression 

models (quiz grades). Number of quizzes completed by students is presented in panel e and 

retention interval (log transformed) is presented in panel h. 
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Moreover, the number of activities completed, and the number of pages viewed are not 

representative of stable student characteristics, rather they varied across modules for the 

same student. Besides visually inspecting distributions for all students, we calculated a 

standard deviation for the number of activities completed and pages viewed for each student. 

The standard deviation of the number of activities completed across modules for the same 

student ranges between zero and 43, with a mean of 17.39. In other words, on average, there 

is a wide variation in the number of activities completed across modules for the same student. 

This variation is higher than what is observed across students for the same module; the 

standard deviation of number of activities completed per module across participants ranges 

between three and 25, with a mean of 16. The pattern is similar for the number of pages 

viewed: ranging between zero and 54, with mean of 8 across modules for the same student 

but ranging between four and 27 across students for each module. Moreover, variation was 

similar for activity and read behaviors; the average coefficient of variation (a common 

measure of dispersion of data points, obtained by dividing the standard deviation by the 

mean) for pages read was 100% and for activities completed it was 78%. Given this variability, 

all our analyses compare performance of the same student across modules. 

By considering repeated measures of different use for the same student instead of a 

single use-outcome score per student through the inclusion of random effects for student and 

module, we hope to reduce the potential impact of individual students’ stable characteristics 

such as overall student ability or motivation. To further address this issue, we include an 

analysis of the percentage of resources used in other modules to predict the targeted 

module’s accuracy. If activity/page completion is a stable student characteristic, then both the 

percentage of resources accessed in a target module (e.g., module three) and the percentage 

of resources accessed in all other modules (modules 1-2, and 4-11) will be equally good 

predictors of performance in the target module (e.g., module three). If, on the other hand, 
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outcomes of a target module are related with student decisions in the target module, then the 

percentage of resources accessed in a target module will be a better predictor of performance 

in the target module than the percentage of resources accessed in other modules. 

Comparing how many activities students completed in a module with how many 

activities students completed in all other modules, further confirms variability in student activity 

usage. As shown in Table 2, it is not the case that activity completion was a stable 

characteristic of students (the diagonal line), and many students who completed a lot of 

activities in other modules completed few in a particular module and vice-versa. 

 

Table 2 

Frequency of student-module pairs by activity quartile for activities completed within a module 

or for all other modules (outside module) in the Psychology Dataset (Study 1). 

Module 
Usage 

Quartile 

Outside of Module Usage Quartile  

25-50 50-75 Bottom 25% Top 25% 
Module 
Totals 

25-50 334 640 448 274 1,696 

50-75 79 422 634 559 1,694 

Bottom 25% 1,248 332 77 44 1,701 

Top 25% 40 302 535 816 1,693 

Outside 
Module 
Totals 

1,701 1,696 1,694 1,693 6,784 

Note. N = 755. Number of students-modules pairs (data points) in each quartile of activity usage for 

module activities (rows) and activity usage on other modules (columns). Data points in the diagonal line 

suggest consistent activity usage, that is, similar activity usage in the target module and other modules. 

Most students vary in how many activities they complete from module to module, as suggested by the 

variation in frequency away from the diagonal line. 
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Dosage of practice and learning outcomes  

We investigated the relationship between the number of practice opportunities a student 

engages with and their learning outcomes. Better performance in the module quizzes was 

positively related to better performance in the activities (m1b), 𝛽 = 0.07, 𝐶𝐼: [0.039,0.093], 𝜒2 =137.95, 𝑝 <  .0001, 𝑑 =  0.12. Controlling for pretest scores and performance in the activities, 

better module quiz grades were positively related to completing more activities (m1c), 𝛽 =0.16, 𝐶𝐼: [0.131,0.195], 𝜒2 = 132.46, 𝑝 <  .0001, 𝑑 = 0.25 (see Fig 3). Comparatively, generally 

completing more activities on other modules in the course had a weak relation to performance 

in the target module’s quiz (m1d), 𝛽 = 0.06, 𝐶𝐼: [0.019,0.100], 𝜒2 = 5.56, 𝑝 =  .010, 𝑑 = 0.15. 

Conversely, completing more pages was not related to quiz performance (m1e), 𝛽 =0.03, 𝐶𝐼: [0.002,0.052], 𝜒2 = 2.84, 𝑝 = .091, 𝑑 = 0.05 (see Fig 3), whereas completing more 

pages on other modules was negatively related to performance in the target quiz (m1f) 𝛽 =−0.04, 𝐶𝐼: [−0.087, −0.003], 𝜒2 = 5.09, 𝑝 = .024, 𝑑 = −0.13. The interaction between 

completing more activities and more pages on module quiz grades was not statistically 

detectable (m1e) 𝛽 = −0.02, 𝐶𝐼: [−0.043,0.002], 𝜒2 = 3.25, 𝑝 = .071, 𝑑 = −0.04 (see Fig 3). 

Thus, completing more activities is related to better learning outcomes whereas 

completing more pages is not. Moreover, the relation between completing more activities on 

the other modules was weaker or not present, suggesting that these results are not because 

of an overall preference of higher performing students to complete more activities on all 

modules. 
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Figure 3 

(a) Number of students-module pairs with different amounts of doing and reading and (b) quiz 

performance as a function of amount of doing and reading for the psychology course (Study 1) 

 

 

Note. The number of cases in each group in panel (a) along with the raw data for quiz grade 

are presented in panel (b) so the amount of data for each group can be considered. In 

addition, although the raw quiz grades are presented, other factors not represented in the 

plots (i.e., pretest scores) were considered in the regression analyses (see text for details). 

 

Relation between learning objective coverage and quiz scores 

Completing more practice activities might improve learning outcomes by either 

increasing practice coverage (how many learning objectives were practiced), or by increasing 

practice drilling (how many practice opportunities there were for each learning objective). To 

investigate these two possibilities, we used the learning objective tagging for each OLI activity 

to determine what content it focused on. We calculated for each student the percentage of 

learning objectives they practiced (out of all the learning objectives available in each module). 
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We then repeated the same regression models as in the previous analyses but added the 

number of learning objectives practiced as a predictor. 

We found that the proportion of learning objectives covered by the activities completed 

did not have a statistically detectable relation to quiz grades (m2b), 𝛽 =0.124, 𝐶𝐼: [0.039,0.209], 𝜒2 = 0.360, 𝑝 = .549, 𝑑 =  0.12, suggesting that coverage of learning 

objectives that would be assessed in the quiz by itself does not seem particularly related to 

quiz scores. There was a statistically detectable interaction such that completing more 

activities was more strongly associated with better quiz grades when the activities covered 

more learning objectives (m2c; see Figure 4), 𝛽 = 0.075, 𝐶𝐼: [0.026,0.124], 𝜒2 = 8.96, 𝑝 =.003, 𝑑 =  0.07. Thus, completing more activities from as many learning objectives as possible 

was particularly related to better quiz outcomes.  

 

Figure 4 

(a) Number of students-module pairs with different amounts of doing and coverage and (b) 

quiz performance as a function of amount of doing and coverage for the psychology course 

(Study 1). 
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Note. The number of cases in each group in panel (a) along with the raw data for quiz grade 

are presented in panel (b) so the amount of data for each group can be considered. In 

addition, although the raw quiz grades are presented, other factors not represented in the 

plots (i.e., pretest scores) were considered in the regression analyses (see text for details). 

 

Relation between completing more different or the same activity more times and quiz 

outcomes 

To further explore the dosage finding identified in the previous analyses, we focused 

on the types of practice students engaged. One possible mechanism by which practice might 

improve learning outcomes is by increasing effortful learning opportunities. Thus, if increased 

learning difficulty is the mechanism, then not only would practice be associated with better 

learning outcomes than more passive and less effortful approaches such as reading (as seen 

in the analyses above), but the effects of practice should be particularly pronounced when 

more effortful activities are completed compared to less-effortful opportunities. To investigate 

this possibility, we compared the relation between repeated practice with the same activity, 

increased practice with different activities, and quiz outcomes. Our reasoning is that 

completing the same activity and a different activity differ in the effort required. Feedback is 

presented after every activity and thus completing the same activity a second time would be 

easier/less effortful than a new activity because students already were given the correct 

response in a previous attempt. 

For this purpose, we separated the counts of activities a student completed into two 

counts: number of activities the student completed only once (unique activities) and the 

number of activities the student completed more than once (repeated activities). We then 

repeated the same regression analyses as in the previous analyses (see Supplementary 

Materials for details) with activity completion separated by unique and repeated attempts. 

Note that although repeating activities was a low incidence event, it varied across modules 
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(see Table 1), allowing for these analyses. The results of this analysis show that completing 

more unique activities was positively related to better quiz grades (m3b; see Figure 5) 𝛽 =0.150, 𝐶𝐼: [0.026,0.271], 𝜒2 = 5.69, 𝑝 = .017, 𝑑 =  0.06, whereas completing more repeated 

activities had no statistically detectable relation to quiz grades (m3c) 𝛽 =−0.020, 𝐶𝐼: [−0.044,0.007], 𝜒2 = 3.51, 𝑝 = .061, 𝑑 =  −0.04. There was not a statistically 

detectable interaction between unique and repeated activities on quiz grades (m3d) 𝛽 =−0.006, 𝐶𝐼: [−0.034,0.022], 𝜒2 = 0.195, 𝑝 = .659, 𝑑 =  −0.01. 

 

Figure 5 

(a) Number of students-module pairs with different amounts of repeated and unique activities 

and (b) quiz performance as a function of repeated and unique activities for the psychology 

course (Study 1). 

 

Note. The number of cases in each group in panel (a) along with the raw data for quiz grade 

are presented in panel (b) so the amount of data for each group can be considered. In 

addition, although the raw quiz grades are presented, other factors not represented in the 

plots (i.e., pretest scores) were considered in the regression analyses (see text for details). 
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In sum, the results of the analyses of student self-regulated study behavior in a 

psychology MOOC suggest that completing more activities is related to better learning 

outcomes. Moreover, students preferred the variability of completing different activities instead 

of repeating a previously completed activity. Completing more varied activities that cover a 

greater proportion of the module’s learning objectives was particularly related with best 

learning outcomes. However, because exams were not tagged with learning objectives, we 

used whole exam grades as the outcome measure, making this analysis too coarse. The 

following study addresses this limitation and extends the findings to a different domain and 

population. 

 

Study 2: Computing course 

Overall, the results of the analyses of the Psychology course suggest that a practice 

testing effect is observed in natural contexts: completing more activities was associated with 

better learning outcomes. Follow up analyses suggested that this effect was not related to the 

repeated completion of the same activity but instead to the completion of more varied 

activities that cover more of the module’s learning objectives.  

In this second study, we evaluated the generalizability of these findings. We conducted 

the same set of analyses using a substantially different type of course. This course focused on 

a different domain (computation), had a different instructional format (blended learning), had 

different types of assessments (including pre and post quiz assessments before and after 

each module), a different population (included only students enrolled in a private higher 

education institution), was a requirement for students enrolled in a degree, and had a shorter 

duration (fewer weeks than the Psychology course).  

This dataset also allows us to address two potential drawbacks of the Psychology 

dataset; namely, in the computing course we had access to question-by-question quiz results 
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each tagged by learning objective, which allowed us to analyze the relation between practice, 

pretest, and quiz performance at the topic, or learning objective, level (instead of the module 

level as in Study 1).2 Moreover, in this study we include per module pretest as a measure of 

module difficulty to account for variation in students’ prior knowledge from module to module 

(instead of a single overall ability pretest as in Study 1). 

Data and Methods 

Transparency and Openness 

We report how we determined our sample size, all data exclusions (if any), all 

manipulations, and all measures in the study, and we follow JARS (Kazak, 2018). All data is 

available at Datashop.org (https://pslcdatashop.web.cmu.edu/DatasetInfo?datasetId=2033 

and https://pslcdatashop.web.cmu.edu/DatasetInfo?datasetId=490) and all analysis code is 

available at GitHub ([removed to comply with masked review policy]). Data were analyzed 

using R, version 4.1.1 (R Core Team, 2021) and the following packages: lme4, version v1.1-

14 (Bates et al., 2014), ggplot2, version 3.3.2 (Wickham, 2016), and EMAtools, version 0.1.3 

(Kleiman, 2021).  This study’s design and its analysis were not pre-registered. 

Course and Participants 

In this study, we analyzed data from two sections of the course Computing at Carnegie 

Mellon (C@CM) from Fall 2010. C@CM is a three-unit, pass/fail mini-course. The goal of the 

course is to help students develop foundational computing and information literacy skills, 

focusing on the tools and technologies that are specific to Carnegie Mellon so students can be 

successful in other academic courses. The course comprises four primary modules: 

responsible computing, effective computing, safe computing, and information literacy. This 

course used a flipped-classroom approach where lectures, readings, and practice activities 

                                                
2 It was not possible to ascertain which parts of the text were associated with each learning objective 

and which parts of the text the student was reading. Thus, for all analyses comparing activity use with 
page access, comparisons were done at the module level and results for pre- and post-     quizzes 
averaged across all questions. 

https://pslcdatashop.web.cmu.edu/DatasetInfo?datasetId=2033
https://pslcdatashop.web.cmu.edu/DatasetInfo?datasetId=490
https://paperpile.com/c/WO3pG9/0btp
https://paperpile.com/c/WO3pG9/0btp
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were online, and weekly recitations were held with a teaching assistant for reviewing their 

work and getting clarifications. 

A total of 1,512 students enrolled in the course and agreed to have their data analyzed 

and1,467 completed the course, that is, completed the final exam. Of these, we included in 

the analyses 703 students who completed the course (have final exam data) and for whom 

interaction data with the course was available. For detailed breakdown of the available data 

see table S2 in Supplementary information. Of note, students who did not complete the exam 

were unlikely to complete the quizzes and pretest quizzes, and some students who did 

complete both did not interact with the course, making it impossible to extract measures of 

reading and activity completion and were therefore excluded. No other exclusion criteria were 

used. As done in Study 1, we focused on students’ use of the OLI textbook materials and how 

it relates to performance in the quizzes.  

Assessments 

Students were required to complete a pre-quiz before each module, a quiz after each 

module, and a final exam. Thus, there was a pretest and posttest for each course module. 

The pre-quizzes and quizzes were self-paced, and each student could take them when 

they decided. Students could take pre-quizzes as many times as they wished but were only 

allowed to take each quiz once. The final exam was taken by all students during the same 

period. The content of the course was available during the exam time, but students must have 

completed all pre-quizzes and quizzes before being allowed to complete the exam. 

Students completed all the assessments through OLI, and thus we had access to 

question-by-question results and each question was labeled with the target learning objective 

allowing for a more granular level of analyses. 

Measures of student resource use 

 We extracted the same measures of student resource use that we did for the 

Psychology course. Although the content was different, the structure of the OLI textbook was 
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like that of the Psychology course (see Table 2 for details of available resources in the 

Computing course). 

 Because the computing course included a pretest for each module, we could have 

used completion of the pretest as our measure student self-regulated testing. However, we 

opted to not do that for four main reasons. First, completing activities with feedback is 

potentially a very different instructional event than completing activities without feedback (e.g., 

Kang et al., 2007). Second, most students completed the pretest for most modules (less than 

5% of the student-module pairs in the data did not include pretest). This lack of variability 

poses serious issues to our analyses. Third, if pretest completion is a measure of self-

regulated testing, then it cannot also be a measure of prior knowledge, which is important to 

include for the reasons mentioned above. Fourth, maintaining the same measure as in Study 

1 allows us to compare the two studies more directly. 

Learning Objective tagging 

Each activity, pretest question, and quiz question were mapped to learning objectives. 

Data Analyses 

 We used the same approach as in Study 1 except for the following change. As noted 

above, in this course pretest/quiz questions were tagged with learning objectives. 

Consequently, the initial analyses of page vs. activity completion as well as coverage were 

done at the module level, whereas all other analyses were done at the learning objective level. 

The different analyses are because pages were not tagged with learning objectives and our 

inspection indicated that each page included more than one learning objective and it was not 

possible to ascertain which part of the page the student was spending their time on. 
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Results and discussion 

Overall resource use 

Table 3 includes the number of available resources, the percent of students who 

completed at least one of each resource available, and the average number of resources 

completed for each module. Most students completed at least one activity and one page 

across most modules. Although a smaller number of students completed repeated activities, 

there were students repeating activities across all modules. 
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Table 3 

Descriptive Counts of Available Resources, Number of Students Who Completed At least One Resource, Average Number of 

Resources Completed, and Percentage of Resources Completed for Study 2. 

Module 

Available Resources 
% Students who completed at 

least one 
Average number completed Average % Completed 

Activities Pages 
Learning 

Objectives 
Activities 

Repeated 
Activities 

Pages Activities 
Repeated 
Activities 

Pages Activities Pages 
Learning 

Objectives 

1 37 29 56 77% 4% 98% 7.75 0.06 17.57 21% 61% 20% 

2 34 46 50 69% 6% 95% 6.47 0.08 24.34 19% 53% 26% 

3 7 10 54 64% 0% 95% 1.41 0.00 9.68 20% 97% 12% 

4 31 29 59 66% 2% 95% 4.26 0.04 16.69 14% 58% 25% 

Note. N =  703. Available resources: counts of each type of resource available in the course. % students who completed at least one: percent of 

students (out of the total number of students available) who completed at least one of the resources available for that module.  Average number 

completed: average number of resources completed for each module across all students; Average % completed: average (across students) 

percentage of available resources that were completed by student. 

 



SELF REGULATED PRACTICE TESTING 35 

Initial inspection of the data indicated that students completed on average 18% of the 

available activities (SEM = 0.49, range = [0%,414%]) and 65% of the pages available (SEM = 

1.79%, range = [0%,175%]. Students completed on average 5.34 (SEM = 0.13, range = [0, 

41]) activities per module only once, with an average of 0.05 (SEM = 0.01, range = [0, 5]) 

repeated activities per module. Conversely, students studied an average of 12.62 (SEM = 

0.26, range = [0, 120]) pages only once, with an average of 5.04 repeated pages (SEM = 

0.22, range = [0, 196]). Mean performance was, on average, 87% on the pretest quizzes 

(SEM = 0.001%, range = [0%, 100%]) and 77% on quizzes (SEM = 0.01%, range = [0%, 

100%]). Note that although the average grade on pretest quizzes is higher than on the 

quizzes, this reflects the fact that students were allowed to take the pretest as many times as 

they wished to achieve the score they wished. The posttest quiz could only be taken once. On 

average, students waited 46 minutes between finishing working on the textbook and taking the 

quiz (SEM = 3 minutes, range = [0, 1.63 days]).  Visual inspection of these measures, as 

indicated in Figure 6, shows good distribution and variability. 
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Figure 6 

Histograms showing distribution and variation of the different measures used for analysis for 

the computing course (Study 2)  

 

Note. Counts of student-module pairs (i.e., number of data points) are presented for each 

predictor measure used in the regressions (activities completed, pages viewed, repeated 

activities, repeated pages, pretest score), and outcome measure used in the regression 

models (quiz grades). Number of quizzes completed by students is presented in panel e and 

retention interval (log transformed) is presented in panel h. 
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Like what we saw in the Psychology dataset, variability was higher across modules in 

the same student than across students in the same module for both activities and pages. 

Comparing how many activities students completed in a module with how many activities 

students completed in all other modules also shows results like the Psychology dataset (see 

Table 4). 

 

Table 4 

Frequency of student-module pairs by activity quartile for activities completed within a module 

or for all other modules (outside module) in the Computing Dataset (Study 2). 

 Outside of Module Usage Quartile  

Module Usage Quartile 25-50 50-75 Bottom 
25% 

Top 25% Module Totals 

25-50 168 162 102 58 490 

50-75 61 110 191 126 488 

Bottom 25% 231 163 60 36 490 

Top 25% 30 55 135 267 487 

Outside Module Totals 490 490 488 487 1,955 

Note. N = 703. Number of students-modules pairs (data points) in each quartile of activity usage for 

module activities (rows) and activity usage on other modules (columns). Data points in the diagonal line 

suggest consistent activity usage, that is, similar activity usage in the target module and other modules. 

Most students vary in how many activities they complete from module to module, as suggested by the 

variation in frequency away from the diagonal line. 
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Although the Computing course included fewer pages and activities and shorter 

temporal duration, we still see the same overall pattern as in the Psychology course: higher 

use of pages than activities and higher variability across modules than across students. 

 

Dosage of practice and learning outcomes 

Similarly, to what we saw for the psychology course, higher correctness in solving 

activities was related to higher quiz scores (m4b), 𝛽 = 0.06, 𝐶𝐼: [−0.003,0.093], 𝜒2 = 35.16, 𝑝 < .0001, 𝑑 =  0.08. Additionally, completing a larger percentage of activities was related to 

higher quiz scores, 𝛽 = 0.22, 𝐶𝐼: [0.155,0.279], 𝜒2 = 24.39, 𝑝 <  .0001, 𝑑 = 0.31 (m4c), whereas 

completing more activities on the other modules was not (m4d), 𝛽 =0.03, 𝐶𝐼: [−0.026,0.081], 𝜒2 = 1.34, 𝑝 = .247, 𝑑 = 0.05. Moreover, studying a larger percentage 

of pages was not related to changes in quiz scores, 𝛽 = −0.02, 𝐶𝐼: [−0.061,0.026], 𝜒2 =0.32, 𝑝 = .571, 𝑑 =  −0.04 (m4e) and neither was studying a larger percentage of pages on the 

other modules, 𝛽 = −0.04, 𝐶𝐼: [−0.089,0.002], 𝜒2 = 1.88, 𝑝 = .171, 𝑑 =  −0.07. The interaction 

between completing more pages and completing more activities was also statistically 

detectable (m4g), 𝛽 = −0.04, 𝐶𝐼: [−0.059, −0.024], 𝜒2 = 22.89, 𝑝 <  .0001, 𝑑 =  −0.21 (m4e; 

see Figure 7), suggesting that students benefited from completing more activities particularly 

when reading fewer pages and benefited from reading more pages particularly when 

completing fewer activities. That is, to perform well in the quizzes students must learn the 

content and if it is not done by completing activities (more efficient) it must be done by reading 

the text. A student cannot get a high quiz score without engaging with the material in some 

way. 

These results replicate the findings of Study 1 suggesting that choosing to complete 

more activities is related to better quiz performance whereas choosing to complete more 

pages is not. And, as in Study 1, these results do not seem to be due to overall preferences to 
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complete more pages. However, it also suggests that students learn from reading pages; 

when not completing activities, better quiz grades are associated with accessing more pages 

(and vice versa). 

 

Figure 7 

(a) Number of students-module pairs with different amounts of doing and reading and (b) quiz 

performance as a function of amount of doing and reading for the computing course (Study 2) 

 

Note. The number of cases in each group in panel (a) along with the raw data for quiz grade 

are presented in panel (b) so the amount of data for each group can be considered. In 

addition, although the raw quiz grades are presented, other factors not represented in the 

plots (i.e., pretest scores) were considered in the regression analyses (see text for details). 

 

 

Relation between learning objective coverage and quiz scores 

We repeated the same analyses as for study 1 to investigate if completing more 

activities that cover more learning objectives was particularly related to best learning 

outcomes, as in Study 1. Completing activities related to more learning objectives was indeed 
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related to better learning outcomes, 𝛽 = 0.02, 𝐶𝐼: [−0.03,0.08], 𝜒2 = 3.91, 𝑝 = .047, 𝑑 = 0.04 

(m5b), though the effect size is small. Like what we saw for the psychology course, there was 

a statistically detectable interaction between coverage (number of learning objectives 

covered) and number of activities completed, 𝛽 = −0.05, 𝐶𝐼: [−0.06, −0.03], 𝜒2 = 21.25, 𝑝 < .001, 𝑑 = −0.21 (m5c). Completing more activities was particularly related to better learning 

outcomes if the activities covered more learning objectives (see Figure 8). 

 

 

Figure 8 

(a) Number of students-module pairs with different amounts of doing and coverage and (b) 

quiz performance as a function of amount of doing and coverage for the computing course 

(Study 2). 

 

Note. The number of cases in each group in panel (a) along with the raw data for quiz grade 

are presented in panel (b) so the amount of data for each group can be considered. In 

addition, although the raw quiz grades are presented, other factors not represented in the 

plots (i.e., pretest scores) were considered in the regression analyses (see text for details). 
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Relation between completing more different or the same activity more times and quiz 

outcomes 

To further analyze the effect of coverage reported in the previous section, we 

investigated whether completing more unique or repeated activities for each learning objective 

influenced quiz performance on questions related to that same learning objective. To do that, 

we used the tagging of quiz, pretest, and activity questions for each learning objective and 

counted for each learning objective how many unique or repeated problems the student 

completed and their performance in the outcome measure.3 Because these analyses include 

multiple measures for the same student at the learning objective level, we included student 

and learning objective as crossed random effects, unlike in previous analyses (which included 

student and module as random effects). Note that although repeating activities was a low 

incidence event, it varied across modules (see Table 3), allowing for these analyses. 

Completing more unique activities for a learning objective was related to better performance 

on quiz questions regarding that learning objective, 𝛽 = 0.06, 𝐶𝐼: [0.03,0.10], 𝜒2 =  11.25, 𝑝 < .001, 𝑑 = 0.13 (m7b), whereas completing more repeated activities was not, 𝛽 =−0.01, 𝐶𝐼: [−0.03,0.02], 𝜒2 = 0.01, 𝑝 =  .913, 𝑑 = −0.02 (m7c). There was no statistically 

detectable interaction between the two variables, 𝛽 = −0.03, 𝐶𝐼: [−0.07,0.01], 𝜒2 = 2.34, 𝑝 = .126, 𝑑 = −0.06 (m7d; see Figure 9). Overall, the results of Study 2 replicate and extend the 

findings of Study 1. 

 

 

 

                                                
3 For completeness, we also analyzed data at the module level as in Study 1. We found the same 
pattern of results (see Supplementary Material). 
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Figure 9 

(a) Number of students-module pairs with different amounts of repeated and unique activities 

and (b) quiz performance as a function of repeated and unique activities for the computing 

course (Study 2). 

 

 

Note. The number of cases in each group in panel (a) along with the raw data for quiz grade 

are presented in panel (b) so the amount of data for each group can be considered. In 

addition, although the raw quiz grades are presented, other factors not represented in the 

plots (i.e., pretest scores) were considered in the regression analyses (see text for details). 

 

General Discussion 

The present work had two main goals: (1) an ecological valid assessment of the effect 

of self-regulated practice testing on learning outcomes and (2) evaluate whether exact 

repetition of practice problems is necessary for the effect.  

By analyzing data from two courses, over 1,000 students, and multiple modules per 

student (for a total of more than 10,000 data points), across different semesters, student 

populations, academic years, and domains (computing and psychology), we showed—to the 
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best of our knowledge for the first time—that self-regulated practice testing in a natural 

learning environment is associated with improved learning outcomes compared to viewing 

more pages. 

Importantly, the association between the number of activities completed with quiz 

outcomes had medium effect sizes (Cohen ds between 0.25 and 0.31). Put another way, an 

increase of one activity completed was associated with improvements of 0.16 and 0.22 

standard deviations on quiz scores, across the two studies. This result is equivalent to one 

percentage point increase in quiz grade per activity completed. Comparatively, viewing more 

pages was not associated with improvements in quiz scores, albeit as noted below, our 

measure of reading is potentially noisier than that of completing activities, which might 

contribute to this weak relation. Regardless, the relation between completing more activities 

and quiz grades was five times larger than the relation between viewing more pages and 

learning outcomes in Study1, and 11 times larger in Study 2; even accounting for some noise 

in the measure, this are staggering differences. 

Our results offer new insights into the theoretical underpinnings of why practice testing 

is related to better learning outcomes. Across both courses, we found a clear dosage effect: 

increased practice testing was related to increased assessment grades, when comparing 

outcomes for the same student across multiple modules of the same course. These results 

are consistent with retrieval-effort theories of practice testing (Glover, 1989), positing that 

more opportunities to retrieve information with an appropriate level of effort should result in 

better learning than equivalent opportunities to read the information. Although previous 

laboratory research has found similar results (e.g., Karpicke & Roediger, 2008; McDermott, 

2006; Roediger & Karpicke, 2006b; Vaughn & Rawson, 2012), results from classroom studies 

have been mixed (e.g., Foss & Pirozzolo, 2017), and a comprehensive meta-analysis 

(Rowland, 2014) and a meta-analysis focused specifically on transfer (Pan & Rickard, 2018) 

did not show evidence for this type of effect. Thus, our analysis is the first to show large-scale 

https://paperpile.com/c/WO3pG9/X6Fba
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https://paperpile.com/c/WO3pG9/exdRW+T7EBF+bw46H+BhMhk/?prefix=e.g.%2C,,,
https://paperpile.com/c/WO3pG9/aIvk4/?prefix=e.g.%2C%20
https://paperpile.com/c/WO3pG9/PBNU0
https://paperpile.com/c/WO3pG9/9dLs9
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naturalistic evidence of this dosage effect, providing some support for retrieval-effort theories 

of learning.  

One possibility for why our results differ from those of the meta-analyses mentioned 

lies with the characteristics of the practice testing associated with best learning outcomes in 

our data. First, students overwhelmingly preferred to complete varied activities instead of 

repeating the same activity, which is not the traditional laboratory setup where repeating the 

same activity is common for practice testing. Moreover, we found that increasing varied 

activities—as opposed to exact repetition of the same activity—was particularly associated 

with better learning outcomes. These results are consistent with retrieval-effort theories of 

practice testing (Glover, 1989) under the assumption that repeating the same activity multiple 

times is inherently easier because the correct answer is part of the feedback than completing 

multiple different activities on the same content.  

It is possible that the effect of repeating the same activity depends on the nature of the 

repetition and the outcome measure such that repeated tests with the same problem improve 

memory whereas repeated tests with different problems improves generalization. Thus, 

repeated varied tests (as most students completed in the current studies) could be particularly 

beneficial for transfer situations such as what is common in classroom contexts (and in the 

datasets analyzed here) where the student is asked to answer different questions about the 

same topic. Consistent with this explanation, Pan & Rickard’s (2018) meta-analysis found that 

elaboration during testing practice—which included variation in the questions as well detailed 

feedback as present in the current study—was a statistically significant moderator of the 

effect. Unfortunately, the authors did not investigate relations between moderators, thus not 

being able to identify the interaction we propose. However, additional congruent evidence for 

such interaction comes from studies testing participant’s memory for trained materials. For 

example, in a study using exact repetition of the same practice during training and memory 

tests as the learning outcome, Pyc and Rawson (2009) did find a dosage effect but with 

https://paperpile.com/c/WO3pG9/X6Fba
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diminished returns. Thus, it is possible that even for memory tasks increasing repeated testing 

practice of the same materials could improve learning but to a point, which would help explain 

why some previous studies found such evidence, but the meta-analysis did not.  

In sum, we see a dosage effect of testing that seems connected to increased varied 

tests and differs from findings from previous laboratory studies and meta-analyses. Our 

hypothesis, congruent with previous evidence, is that this finding is related to the nature of the 

outcome tests (transfer rather than memory) and the repetition during practice tests (varied 

tests as opposed to the same test). This novel hypothesis generated from analyses of 

educational big data can be further tested using laboratory and classroom studies. 

More broadly, not finding a positive relation between repeatedly practicing the same 

activity and outcome measures raises the question of whether the benefit of practice testing is 

connected to retrieving previously encoded information during study as some theories 

propose (Benjamin & Tullis, 2010; Carpenter, 2009), or changing how information is encoded 

the first time it is presented (Pavlik & Anderson, 2008; Pyc & Rawson, 2009). If the benefits of 

practice testing were primarily associated with repeated retrieval of the same information, a 

benefit of exact repetition should be seen–as it increases the number of exact retrievals. Yet, 

we saw a decreasing association between repeated tests and performance. Thus, our findings 

weigh against a need for repetition of identical testing questions and support for the 

hypothesis that the effect of testing is due to changes in how information is encoded. 

Compared to reading a text where all the information is provided, completing an activity 

requires students to generate a response and compare it with the feedback, if provided. One 

possibility is that more effortful retrievals that do not come from repeating the same question 

lead to better encoding and slower forgetting (Pavlik & Anderson, 2008; Pyc & Rawson, 2009) 

in addition to increasing the routes to successful retrieval compared to reading or repeating 

the same activity multiple times (McDaniel and Masson, 1985). Importantly, although retention 

interval has been shown to influence the impact of retrieval practice (Roediger & Karpicke 

https://paperpile.com/c/WO3pG9/ECIvs+VFAPB
https://paperpile.com/c/WO3pG9/M5ycP+Js8ZZ/?noauthor=0,0
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2006b; but see Runquist, 1983), we did not analyze such an interaction. On average students 

waited around an hour after finishing working on the materials to start the quiz, but the true 

retention interval between finishing working on an activity and completing a related question in 

the quiz is a complex measure to derive from the present data. Regardless, it is possible that 

the findings presented are in part due to the retention interval students chose. 

Our results seem to indicate that inducing skills/concepts that function across a variety 

of task activities is harmed by lack of variability in tests (Koedinger et al., 2012) and are 

consistent with theories of concept acquisition suggesting that best transfer and generalization 

is achieved by studying varied examples to promote extraction of common features or 

schemas (e.g., Catrambone & Holyoak, 1989; Gick & Holyoak, 1980; Paas et al., 1994). Our 

results are consistent with the hypothesis that the benefit of practice testing is the result of 

changes at encoding (by elaborating the same concept/skills across multiple, slightly different 

activities), rather than differences in how information is retrieved during study itself. That is, 

different tests on the same concept promote learning, compared to retrieving the same 

information with the same test multiple times. For example, learning to find the area of an 

irregular shape benefits more from completing multiple different problems with different 

shapes and values, than repeating the same problem multiple times. Similarly, learning that 

the plural of words ending in “-y” in English is often obtained by replacing “-y” with “-ies,” is 

better learned by practicing with multiple words than repeating practice of the same word. 

More broadly, the current results speak to some limitations of students’ self-regulated 

learning. Although previous research has shown that self-paced (Tullis & Benjamin, 2011), 

self-ordered (Carvalho et al., 2016), and self-spaced (Ciccone & Brelsford, 1976) practice can 

yield better learning outcomes than when the practice is chosen for the students, it is clear 

that not all students make the right decision, and a self-regulated decision not to practice 

might yield worse results. 
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An important question not addressed by the current studies is why and when students 

decide to complete more activities or read more pages and repeat the same activity multiple 

times. One possibility is that students complete more activities/repeat the same activity more 

often when the content is more difficult. Although we found no effect of performance in the 

activities on the number of activities or pages completed, it is still possible that our measure of 

perceived difficulty is not capturing the critical aspects. It is also possible that students 

complete more activities for modules they are more interested in (although the same could be 

said for reading more pages). Even though the approach used here lacks the counterfactual to 

rule out any of these possibilities, previous research showing that students benefit more from 

completing more activities for the same content, even when they state preferring fewer 

activities, suggests that it is the fact that students completed more activities and not why they 

completed them that matters (Schnackenberg et al., 1998; Schnackenberg & Sullivan, 2000). 

Big data, internal validity, and external validity 

Although we took care in our analytical approach to reduce the potential alternative 

explanations of the findings, including using a within-subject analytic approach and explicitly 

ruling out potential overall ability/interest variables, it is possible that some other variable 

accounts for the results. Because we used a measure of pretest and compared student 

behavior across modules, it is unlikely that the effect is the result of different general 

characteristics of the students. However, it is still possible that differential variations in level of 

interest or motivation in particular topics can be the basis for the results observed. Thus, care 

is necessary to interpret the results as correlational evidence, but not causal prediction. 

Learning by completing practice tests as described here involved effortful (Roediger & 

Karpicke, 2006a), active engagement and knowledge manipulation by the student (Wieman, 

2014), with timely (Roediger & Karpicke, 2006a) and explanatory (Clark & Mayer, 2008) 

feedback. All these properties have been associated with better learning outcomes compared 

to passive learning situations such as reading. Any of these factors might have contributed to 

https://paperpile.com/c/WO3pG9/nhgI+IBxo
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the benefits of completing more practice activities. Thus, although the research presented 

here does not provide ideal internal validity for causal links, it does enhance the external 

validity of evidence for the claims towards the benefits of study practice. Currently, evidence 

for a benefit of practice testing relies much more on internal validity than external validity, so 

our studies are an important addition. 

This type of research might be particularly powerful for studying self-regulated 

learning. It might be impossible to randomly-assign students to do what is required from a 

condition, therefore self-regulated learning might always have to be studied observationally 

like what we have done here. However, self-regulated learning is one of the critical aspects of 

current education and its study–even if observational in nature–can inform theory and 

practice. If students’ learning decisions are appropriately calibrated, and the decision itself 

changes the learning process (Gureckis & Markant, 2012), then forcing students to adopt a 

particular approach might have detrimental consequences instead of positive outcomes 

because the approach selected might not match how students approach the task (Carvalho et 

al., 2018). For example, Carvalho and collaborators (2016) showed in a yoked design that 

when students were allowed to self-regulate their learning by selecting how to sequence their 

study, the sequence of study that resulted in improved learning was not equally successful 

when yoked students were required to follow it. Similarly, using secondary analyses of existing 

data, Carvalho, Sana, and Yan (2020) showed that students who benefited the most from 

spacing their study were not the ones doing it as much. 

Limitations 

Secondary data analyses of existing detailed educational data offer excellent (and low-

cost) opportunities to study well-established phenomena “in the wild.” The purpose of this 

research was not to establish a causal relationship between practice and learning–many 

laboratory studies have done so before. Rather, its purpose was to explore whether such 

relations are observed in naturalistic settings where many variables in addition to the 
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independent variable of interest vary randomly. In addition to the absence of direct causal 

links, the type of data available, the processing decisions, and how operationalized the 

variables of interest might have had an impact on the results. For instance, although care was 

taken not to double-count activity counts and page views, because activities were embedded 

in pages it is possible that some of the page views are in fact activity completions (but not the 

opposite as each interaction with an activity yielded a clear timestamp). However, this 

drawback is likely similar to what is the case in experimental situations where participants are 

asked to read but might just glance at a page instead. Similarly, at the other extreme, it is 

possible that students glanced at the text while completing an activity on the same page, and 

such reading was not counted.  

Importantly, our analytic approach and careful consideration of alternative hypotheses 

provides strength even in the case of this potentially unaccounted for variability. First, we 

included “control” measures such as percentage of activities completed on other modules and 

percentage of reading on other modules and interaction terms between completing activities 

and reading. If our measures were too noisy or invalid, then there would be no reason to 

expect that percentage of activities completed or pages read in the module would vary inside 

and outside each module or be predictive of quiz outcomes; yet we found critical differences. 

Second, with limitations on measuring reading in mind, we focused our follow up analyses on 

the reasons why deciding to complete more activities might be related to better learning 

outcomes and not on the comparison with reading (though, as we noted above, the limitations 

with our measure of reading are likely similar to limitations of other measures of reading even 

in experimental work). Third, we considered alternative measures of the same construct, such 

as using pretest completion as a measure of self-regulated testing. Although the variability 

was very low — most students completed the pretest and did so a small number of times — 

not allowing for a full analysis, completing the pretest, and completing more activities were 

correlated, r2 = .10 p <.0001. 
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Finally, one of the powers of analyses of existing data, in addition to its external validity 

mentioned above, is the ability to identify and generate novel hypothesis. The critical insight 

from the current work is that best learning is associated with varied practice with feedback, not 

with reading text. Indeed, recent classroom (Carvalho, Manke, & Koedinger, 2018) and 

laboratory studies (Carvalho, Sana, & Koedinger, 2021), both with random assignment and 

tight controls, further confirm that best learning outcomes are achieved when learners 

complete more activities, even when they do not read any relevant text. 

Conclusion 

There has been great interest and progress in techniques that improve learning and 

the underlying cognitive processes (Bjork et al., 2013; Dunlosky et al., 2013). However, much 

of this progress is based on small scale, tightly controlled, laboratory studies with limited 

scope of learning content. Although these studies allow us to carefully test hypotheses and 

establish causal relationships, one can well wonder how much external validity should be 

sacrificed for tight control and internal validity. Results of recent randomized controlled trials 

mentioned in the introduction heighten such concerns (Gurung & Burns, 2019). This question 

is particularly important when we try to predict learning where it matters: in natural contexts 

such as the classroom. In these contexts, many variables such as students’ decisions, 

variations in control conditions (e.g., use of worked examples and self-explanation instead of 

passive reading), student background knowledge, differences in learning rate, etc., are likely 

to interact. We argue that to fully understand the cognitive processes involved in learning we 

need to advance  the literature by investigating our hypotheses in natural educational 

contexts, both using controlled experimentation that emphasizes internal validity (Koedinger et 

al., 2010, 2012) and data science approaches with naturalistic data that emphasize external 

validity (Koedinger et al., 2015). The work presented here demonstrates one way to leverage 

data from naturally occurring datasets to inform theoretical developments and the 

understanding of cognitive phenomena. It contributes to practice and theoretical development 
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by suggesting that self-regulated practice can improve long-term learning, particularly when it 

is effortful and accurate, providing evidence for some learning theories in natural 

environments.  
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Details of Sample 

 
Table S1 
Number of students who agreed to have their data analyzed in the Psychology Course of Study 1 divided by exam, pretest, and 
interaction data available.  
 

Number of 
Quizzes 

Completed 

Did Not Complete Exam Completed Exam 

Grand 
Total 

Did Not 
Complete 
Pretest 

Completed 
Pretest 

Did Not 
Complete 
Pretest 

Completed Pretest 

Interaction Data Missing Interaction Data 

0 1,565     1,565 

1 61 1,345 1 2  1,409 

2 21 533  3 3 560 

3 14 362  2 1 379 

4 7 262 1 5  275 

5 4 219  2  225 

6 4 123  3 1 131 

7  71 1 9  81 

8  56  8  64 

9 1 60 1 27 1 90 

10 1 29 4 54 6 94 

11 1 25 14 640 62 742 

Grand Total 1,679 3,085 22 755 74 5,615 
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Table S2 
Number of students who agreed to have their data analyzed in the Psychology Course of Study 
1 divided by exam, pretest, and interaction data available. 
 

% Pretests 
Completed 

% Exams 
Completed 

Did Not 
Complete Exam 

Completed Exam 

Grand Total Interaction 
Data 

Missing 
Interaction 

Data 

0% 

0%     

25%   1 1 

50%   2 2 

75%   1 1 

100% 2  7 9 

25% 

0% 8   8 

25% 8 1  9 

50% 3  1 4 

75%  3 4 7 

100% 2 15 16 33 

50% 

0%   1 1 

25% 3  2 5 

50% 5  2 7 

75%  3 3 6 

100% 3 25 29 57 

75% 

0%     

25% 1   1 

50% 1 1 2 4 

75%  3 4 7 

100% 1 40 46 87 

100% 

0%     

25%   3 3 

50%  1  1 

75% 2 11 18 31 

100% 6 600 622 1,228 

Grand Total 45 703 764 1,512 



9 

  

Measures 

 
Table S3 
Description of the measures, operationalization and how they were derived from student data. 
 

Type Measure Measure Operationalization Features extracted 

Outcomes 

Learning outcomes 

Quiz grades for each 
module (Study 1 and 
Study 2) and for each 

learning objective (Study 
2) 

Average quiz grade 
for each module and 
student (Study 1 and 
Study 2) and across 
questions for each 
learning objectives 

(Study 2) 

Initial knowledge 

Initial pretest for the 
entire course (Study 1) or 
for each module and/or 

learning objective (Study 
2) 

Average pretest 
grade (Study 1), 

average pretest quiz 
grade (Study 2), and 

average across 
questions in the 

pretest quiz for each 
learning objective 

(Study 2) 

Module difficulty 
Average performance on 

the module activities 

Average performance 
in all activities 

completed for student 
and module (Study 1 

and Study 2) 

Resource use 

Doing 

Percentage of activities 
completed in the module 

out of all available 
activities 

For each student and 
module, count the 

number of activities 
the student interacted 
with and divide by the 

total number of 
activities in that 

module. 

Reading 
Percentage of pages 

accessed in the module 
out of all available pages 

For each student and 
module, count the 

number of pages the 
student opened and 
spent more than a 

quick amount of time 
on before completing 

an activity in the 
same page and 
divide by total 
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number of pages in 
that module. 

Coverage 

Percentage of learning 
objectives for which 
student completed 
activities out of all 

learning objectives with 
activities available. 

Count the number of 
learning objectives 
with one or more 

activities completed 
for each module and 
student and divide by 

total number of 
available learning 
objectives in that 

module. 

Repetition 

Number of activities the 
student completed only 
once (unique activities) 

or more than once 
(repeated activities) 

Count the number of 
activities completed 

only once, and 
number of activities 

completed more than 
once. 
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Regression Results 

 
Analyses of dosage effect (Study 1) 

 
R code: 
 
m1a <- lmer(zquizGrade ~ zpretestGrade+(1|ds_anon_user_id)+(1|module),data = 
dbs[dbs$dataset=="ds863",]) 
 
m1b <- lmer(zquizGrade ~ 
zpretestGrade+zcorrectness_alltries+(1|ds_anon_user_id)+(1|module),data = 
dbs[dbs$dataset=="ds863",]) 
 
m1c <- lmer(zquizGrade ~ 
zpretestGrade+zcorrectness_alltries+zpercentActivities+(1|ds_anon_user_id)+(1|module),data 
= dbs[dbs$dataset=="ds863",]) 
 
m1d <- lmer(zquizGrade ~ 
zpretestGrade+zcorrectness_alltries+zpercentActivities+zpercOutsideDo+(1|ds_anon_user_id)+
(1|module),data = dbs[dbs$dataset=="ds863",]) 
 
m1e <- lmer(zquizGrade ~ 
zpretestGrade+zcorrectness_alltries+zpercentActivities+zpercOutsideDo+zpercentPages+(1|ds
_anon_user_id)+(1|module),data = dbs[dbs$dataset=="ds863",]) 
 
m1f <- lmer(zquizGrade ~ 
zpretestGrade+zcorrectness_alltries+zpercentActivities+zpercOutsideDo+zpercentPages+zperc
OutsideRead+(1|ds_anon_user_id)+(1|module),data = dbs[dbs$dataset=="ds863",]) 
 
m1g <- lmer(zquizGrade ~ 
zpretestGrade+zcorrectness_alltries+zpercOutsideDo+zpercentActivities*zpercentPages+zperc
OutsideRead+(1|ds_anon_user_id)+(1|module),data = dbs[dbs$dataset=="ds863",]) 
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Table S4 
Model comparison results for the analyses of dosage in Study 1 
 

Model Predictors 
Comparison 

model 
AIC BIC DF !2 p 

m1a Pretest - 16812 16846    

m1b 
Pretest, 
Correctness 

m1a 16676 16717 1 137.95 < .0001 

m1c 
Prestest, 
Correctness, 
%Activity 

m1b 16545 16593 1 132.46 < .0001 

m1d 

Prestest, 
Correctness, 
%Activity, 
%Activity_out 

m1c 16541 16595 1 6.56 0.010 

m1e 

Prestest, 
Correctness, 
%Activity, 
%Activity_out, 
%Read 

m1d 16540 16601 1 2.84 0.091 

m1f 

Prestest, 
Correctness, 
%Activity, 
%Activity_out, 
%Read, 
%Read_out 

m1e 16537 16605 1 5.09 0.024 

m1g 

Prestest, 
Correctness, 
%Activity, 
%Activity_out, 
%Read, 
%Read_out 
%Activity x 
%Read 

m1f 16535 16610 1 3.25 0.071 

Note. Bolded predictor is the added predictor in that given model. 
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Table S5 
Regression results for the full model (m1g) for the dosage analyses Study 1 
 

Effect Estimate SE 

95% CI 

d 

LL UL 

Intercept -0.014 0.114 -0.247 -0.079  

Pretest -0.119 0.021 -0.160 0.093 -0.440 

Correctness 0.067 0.013 0.039 0.100 0.119 

% Activities completed outside the 
module 

0.060 0.021 0.019 0.195 0.148 

% Activities completed 0.163 0.016 0.131 0.052 0.248 

% Pages read 0.027 0.013 0.002  0.053 

% Pages read outside the module -0.045 0.021 -0.087 -0.003 -0.132 

% Activities completed * % Pages 
read 

-0.020 0.011 -0.043 0.002 -0.043 

Note. CI = confidence interval; LL = lower limit; UL = upper limit. All variables were z-scored. 
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Analyses of coverage (Study 1) 

 
R code: 
m2a <- 
lmer(zquizGrade~zpretestGrade+zcorrectness_alltries+zpercentActivities+zpercentPages+(1|ds
_anon_user_id)+(1|module),data=dbs_psych_with_kc) 
 
m2b <- 
lmer(zquizGrade~zpretestGrade+zcorrectness_alltries+zpercentActivities+zpercentKCs+zperce
ntPages+(1|ds_anon_user_id)+(1|module),data=dbs_psych_with_kc) 
 
m2c <- 
lmer(zquizGrade~zpretestGrade+zcorrectness_alltries+zpercentActivities*zpercentKCs+zperce
ntPages+(1|ds_anon_user_id)+(1|module),data=dbs_psych_with_kc) 
 
Table S6 
Model comparison results for the analyses of coverage in Study 1 

Model Predictors Comparison 
model 

AIC BIC DF !2 p 

m2a Prestest, 
Correctness,  
%Activity,  
%Read 

- 16544 16599    

m2b Prestest, 
Correctness,  
%Activity, %Read, 
%LOs 

m2a 16546 16608 1 0.36 .549 

m2c Prestest, 
Correctness,  
% Activity, %Read, 
%LOs, 
%Activity x %LOs 

m2b 16539 16607 1 8.96 .003 

Note. Bolded predictor is the added predictor in that given model. 
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Table S7 
Regression results for the full model (m2c) for the analyses of coverage Study 1. 
 

Effect Estimate SE 

95% CI 

d 

LL UL 

Intercept -0.083 0.116 -0.318 0.153  

Pretest -0.122 0.021 -0.162 -0.081 -0.452 

Correctness 0.082 0.015 0.053 0.111 0.137 

% Activities completed 0.128 0.026 0.076 0.180 0.118 

% LOs completed 0.124 0.043 0.039 0.209 0.069 

% Pages read 0.020 0.012 -0.004 0.045 0.041 

% Activities * % LOs 0.075 0.025 0.026 0.124 0.073 

Note. CI = confidence interval; LL = lower limit; UL = upper limit. All variables were z-scored. 
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Analyses of repetition (Study 1) 

 
R code: 
m3a  <- 
lmer(zquizGrade~zpretestGrade+zcorrectness_alltries+zpercentKCs+zpercentPages+(1|ds_an
on_user_id)+(1|module),data=dbs_psych_with_kc[!is.na(dbs_psych_with_kc$znActivities_repea
ted),]) 
 
m3b  <- 
lmer(zquizGrade~zpretestGrade+zcorrectness_alltries+zpercentKCs+zpercentPages+znActiviti
es_unique+(1|ds_anon_user_id)+(1|module),data=dbs_psych_with_kc[!is.na(dbs_psych_with_k
c$znActivities_repeated),]) 
 
m3c  <- 
lmer(zquizGrade~zpretestGrade+zcorrectness_alltries+zpercentKCs+zpercentPages+znActiviti
es_unique+znActivities_repeated+(1|ds_anon_user_id)+(1|module),data=dbs_psych_with_kc[!i
s.na(dbs_psych_with_kc$znActivities_repeated),]) 
 
m3d  <- 
lmer(zquizGrade~zpretestGrade+zcorrectness_alltries+zpercentKCs+zpercentPages+znActiviti
es_unique*znActivities_repeated+(1|ds_anon_user_id)+(1|module),data=dbs_psych_with_kc[!is
.na(dbs_psych_with_kc$znActivities_repeated),]) 
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Table S8 
Model comparison results for the analyses of repetition in Study 1 
 

Model Predictors 
Comparison 

model 
AIC BIC DF !2 p 

m3a 

Pretest, 
Correctness, 
%LO, 
%Read 

- 15458 15512    

m3b 

Pretest, 
Correctness, 
%LO, 
%Read, 
#Unique Activities 

m3a 15454 15515 1 5.69 0.017 

m3c 

Pretest, 
Correctness, 
%LO, 
%Read, 
#Unique Activities, 
#Repeat Activities 

m3b 15453 15520 1 3.51 0.061 

m3d 

Pretest, 
Correctness, 
%LO, 
%Activities, 
%Read, 
#Unique Activities, 
#Repeat Activities, 
#Unique x 
#Repeated 

m3c 15454 15529 1 0.19 0.659 

Note. Bolded predictor is the added predictor in that given model. 
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Table S9 
Regression results for the full model (m3d) for the analyses of repetition for Study 1. 
 

Effect Estimate SE 

95% CI 

d 

LL UL 

Intercept -0.079 0.114 -0.313 0.155  

Pretest -0.122 0.021 -0.164 -0.080 -0.44 

Correctness 0.092 0.015 0.063 0.122 0.16 

% LOs Completed 0.000 0.061 -0.121 0.120 0.00 

% Pages Completed 0.025 0.013 -0.001 0.051 0.05 

# Unique Activities Completed 0.150 0.062 0.029 0.271 0.06 

# Repeated Activities Completed -0.019 0.013 -0.045 0.007 -0.04 

# Unique Activities Completed * # Repeated 
Activities Completed 

-0.006 0.014 -0.035 0.022 -0.01 

Note. CI = confidence interval; LL = lower limit; UL = upper limit. All variables were z-scored. 
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Analyses of dosage effect (Study 2) 

 
R code: 
m4a <- lmer(zquizGrade ~ zpretestGrade+(1|ds_anon_user_id)+(1|module),data = 
dbs[!dbs$dataset=="ds863",]) 
 
m4b <- lmer(zquizGrade ~ 
zpretestGrade+zcorrectness_alltries+(1|ds_anon_user_id)+(1|module),data = 
dbs[!dbs$dataset=="ds863",]) 
 
m4c <- lmer(zquizGrade ~ 
zpretestGrade+zcorrectness_alltries+zpercentActivities+(1|ds_anon_user_id)+(1|module),data 
= dbs[!dbs$dataset=="ds863",]) 
 
m4d <- lmer(zquizGrade ~ 
zpretestGrade+zcorrectness_alltries+zpercentActivities+zpercOutsideDo+(1|ds_anon_user_id)+
(1|module),data = dbs[!dbs$dataset=="ds863",]) 
 
m4e <- lmer(zquizGrade ~ 
zpretestGrade+zcorrectness_alltries+zpercentActivities+zpercOutsideDo+zpercentPages+(1|ds
_anon_user_id)+(1|module),data = dbs[!dbs$dataset=="ds863",]) 
 
m4f <- lmer(zquizGrade ~ 
zpretestGrade+zcorrectness_alltries+zpercentActivities+zpercOutsideDo+zpercentPages+zperc
OutsideRead+(1|ds_anon_user_id)+(1|module),data = dbs[!dbs$dataset=="ds863",]) 
 
m4g <- lmer(zquizGrade ~ 
zpretestGrade+zcorrectness_alltries+zpercOutsideDo+zpercentActivities*zpercentPages+zperc
OutsideRead+(1|ds_anon_user_id)+(1|module),data = dbs[!dbs$dataset=="ds863",]) 
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Table S10 
Model comparison results for the analyses of dosage in Study 2. 
 

Model Predictors 
Comparison 

model 
AIC BIC DF !2 p 

m4a Pretest  5209 5236    

m4b 
Pretest, 
Correctness 

M4a 5175 5209 1 35.16 <.0001 

m4c 
Prestest, 
Correctness, 
%Activity 

M4b 5153 5192 1 24.39 <.0001 

m4d 

Prestest, 
Correctness, 
%Activity, 
%Activity_out 

M4c 5154 5198 1 1.34 .247 

m4e 

Prestest, 
Correctness, 
%Activity, 
%Activity_out, 
%Read 

M4d 5155 5206 1 0.32 .571 

m4f 

Prestest, 
Correctness, 
%Activity, 
%Activity_out, 
%Read, 
%Read_out 

M4e 5155 5211 1 1.88 .171 

m4g 

Prestest, 
Correctness, 
%Activity, 
%Activity_out, 
%Read, 
%Read_out, 
%Activity x 
%Read 

M4g 5137 5198 1 20.89 <.0001 

Note. Bolded predictor is the added predictor in that given model. 
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Table S11 
Regression Results for the full model (m4g) for the analyses of dosage in Study 2 
 

Effect Estimate SE 

95% CI 

d 

LL UL 

Intercept 0.022 0.209 -0.438 0.482  

Pretest 0.061 0.022 0.018 0.103 0.131 

Correctness 0.045 0.025 -0.003 0.093 0.084 

% Activities completed outside the 
module 

0.027 0.027 -0.026 0.081 0.051 

% Activities completed 0.217 0.032 0.155 0.279 0.311 

% Pages read -0.018 0.022 -0.061 0.026 -0.036 

% Pages read outside the module -0.036 0.027 -0.089 0.016 -0.074 

% Activities completed * % Pages read -0.042 0.009 -0.059 -0.024 -0.208 

Note. CI = confidence interval; LL = lower limit; UL = upper limit. All variables were z-scored. 
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Analyses of coverage (Study 2) 

R code: 
m5a <- 
lmer(zquizGrade~zpretestGrade+zcorrectness_alltries+zpercentActivities+zpercentPages+(1|ds
_anon_user_id)+(1|module),data=dbs_computing_with_kc) 
 
m5b <- 
lmer(zquizGrade~zpretestGrade+zcorrectness_alltries+zpercentActivities+zpercentKCs+zperce
ntPages+(1|ds_anon_user_id)+(1|module),data=dbs_computing_with_kc) 
 
m5c <- 
lmer(zquizGrade~zpretestGrade+zcorrectness_alltries+zpercentActivities*zpercentKCs+zperce
ntPages+(1|ds_anon_user_id)+(1|module),data=dbs_computing_with_kc) 
 
Table S12 
Model comparison results for the analyses of coverage in Study 2. 
 

Model Predictors Comparison 
model 

AIC BIC DF !2 p 

m5a Prestest, 
Correctness,  
%Activity,  
%Read 

- 5154.6 5199.2    

m5b Prestest, 
Correctness,  
%Activity,  
%Read,  
%LOs 

m5a 5152.6 5202.8 1 3.91 .048 

m5c Prestest, 
Correctness,  
%Activity,  
%Read,  
%LOs,  
% Activity x 
%LOs 

m5b 5133.4 5189.2 1 21.25 <.001 

Note. Bolded predictor is the added predictor in that given model. 
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Table S13 
Regression results for the full model (m5c) for the analyses of coverage Study 2. 
 

Effect Estimate SE 

95% CI 

d 

LL UL 

Intercept 0.036 0.212 -0.429 0.502  

Pretest 0.064 0.022 0.021 0.106 0.138 

Correctness 0.037 0.025 -0.012 0.086 0.067 

% Activities completed 0.224 0.039 0.146 0.300 0.258 

% LOs completed 0.025 0.028 -0.030 0.080 0.041 

% Pages read -0.015 0.024 -0.062 0.031 -0.029 

% Activities * % LOs -0.046 0.010 -0.065 -0.026 -0.210 

Note. CI = confidence interval; LL = lower limit; UL = upper limit. All variables were z-scored. 
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Analyses of repetition (Study 2; module level) 

 
R code: 
m6a  <- 
lmer(zquizGrade~zpretestGrade+zcorrectness_alltries+zpercentKCs+zpercentPages+(1|ds_an
on_user_id)+(1|module),data=dbs_computing_with_kc[!is.na(dbs_computing_with_kc$znActiviti
es_repeated),]) 
 
m6b  <- 
lmer(zquizGrade~zpretestGrade+zcorrectness_alltries+zpercentKCs+zpercentPages+znActiviti
es_unique+(1|ds_anon_user_id)+(1|module),data=dbs_computing_with_kc[!is.na(dbs_computin
g_with_kc$znActivities_repeated),]) 
 
m6c  <- 
lmer(zquizGrade~zpretestGrade+zcorrectness_alltries+zpercentKCs+zpercentPages+znActiviti
es_unique+znActivities_repeated+(1|ds_anon_user_id)+(1|module),data=dbs_computing_with_
kc[!is.na(dbs_computing_with_kc$znActivities_repeated),]) 
 
m6d  <- 
lmer(zquizGrade~zpretestGrade+zcorrectness_alltries+zpercentKCs+zpercentPages+znActiviti
es_unique*znActivities_repeated+(1|ds_anon_user_id)+(1|module),data=dbs_computing_with_
kc[!is.na(dbs_computing_with_kc$znActivities_repeated),]) 
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Table S14 
Model comparison results for the analyses of repetition using module-level data in Study 2. 
 

Model Predictors Comparison 
model 

AIC BIC DF !2 p 

m6a Pretest,  
Correctness,  
%LO,  
%Read 

- 5162.0 5206.7    

m6b Pretest,  
Correctness,   
%LO, 
%Read,  
#Unique 
Activities  

m6a 5138.0 
 

5188.2 
 

1 26.03 <.001 

m6c Pretest,  
Correctness,  
%LO, 
%Read,  
#Unique Activities,  
# Repeat 
Activities 

m6b 5136.6 5192.4 
 

1 3.41 
 

.065 

m6d Pretest,  
Correctness,  
%Activities,  
%Read,  
#Unique Activities,  
#Repeat Activities, 
#Unique x 
#Repeat 

m6c 5133.0 
 

5194.3 
 

1 5.63 .018 

Note. Bolded predictor is the added predictor in that given model. 
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Table S15 
Regression results for the full model (m6d) for the analyses of repetition using module-level data 
for Study 2. 
 

Effect Estimate SE 

95% CI 

d 

LL UL 

Intercept 0.011 0.204 -0.436 0.459  

Pretest 0.065 0.022 0.022 0.107 0.140 

Correctness 0.047 0.024 0.000 0.094 0.090 

% LOs completed -0.078 0.043 -0.163 0.007 -0.083 

% Pages read -0.030 0.023 -0.076 0.016 -0.059 

# Unique activities completed 0.256 0.047 0.165 0.348 0.250 

# Repeated activities completed 0.030 0.037 -0.041 0.102 0.038 

# Unique activities* # Repeated activities -0.027 0.011 -0.049 -0.005 -0.108 

Note. CI = confidence interval; LL = lower limit; UL = upper limit. All variables were z-scored. 
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Analyses of repetition (Study 2; Learning Objective level) 

 
Table S16 
Model comparison results for the analyses of repetition using objective level data in Study 2. 
 

Model Predictors Comparison 
model 

AIC BIC DF !2 p 

m7a Pretest,  
Correctness, 

- 7204.3 7240.6    

m7b Pretest,  
Correctness,  
#Unique Activities  

m7a 7195.1 7237.4 1 11.25 <.001 

m7c Pretest,  
Correctness,  
#Unique Activities,  
#Repeat Activities 

m7b 7197.1 7245.5 1 0.01 0.913 

m7d Pretest,  
Correctness,  
#Unique Activities,  
#Repeat Activities, 
#Unique x #Repeat 

m7c 7196.7 7251.2 1 2.34 0.126 

Note. Bolded predictor is the added predictor in that given model. 
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Table S17 
Regression results for the full model (m7d) for the analyses of repetition using objective-level 
data for Study 2 
 

Effect Estimate SE 

95% CI 

d 

LL UL 

Intercept -0.028 0.201 -0.438 0.381  

Pretest 0.056 0.015 0.027 0.086 0.134 

Correctness 0.048 0.016 0.016 0.079 0.108 

# Unique activities completed 0.063 0.019 0.026 0.100 0.127 

# Repeated activities completed -0.008 0.015 -0.037 0.021 -0.020 

# Unique activities* # Repeated activities -0.029 0.019 -0.065 0.008 -0.055 

Note. CI = confidence interval; LL = lower limit; UL = upper limit. All variables were z-scored. 


