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ABSTRACT

The quantum simulation kernel is an important subroutine appear-
ing as a very long gate sequence in many quantum programs. In this
paper, we propose Paulihedral, a block-wise compiler framework
that can deeply optimize this subroutine by exploiting high-level
program structure and optimization opportunities. Paulihedral first
employs a new Pauli intermediate representation that can maintain
the high-level semantics and constraints in quantum simulation
kernels. This naturally enables new large-scale optimizations that
are hard to implement at the low gate-level. In particular, we pro-
pose two technology-independent instruction scheduling passes,
and two technology-dependent code optimization passes which
reconcile the circuit synthesis, gate cancellation, and qubit mapping
stages of the compiler. Experimental results show that Paulihedral
can outperform state-of-the-art compiler infrastructures in a wide-
range of applications on both near-term superconducting quantum
processors and future fault-tolerant quantum computers.
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1 INTRODUCTION

One of the most important quantum algorithm design principles
is quantum simulation (or Hamiltonian simulation). Simulating a
quantum physical system, which motivated Feynman’s proposal
to build a quantum computer [19], is by itself an important appli-
cation of quantum computing [2, 33]. Later, the idea of quantum
simulation was extended to quantum algorithms for other appli-
cations, e.g., linear systems [24], quantum principal component
analysis [35], and quantum support vector machine [46]. These
algorithms involve simulating an artificial quantum system crafted
based on the target problem. In recently developed variational quan-
tum algorithms for near-term quantum computers (e.g., VQE for
chemistry [45] and QAOA for combinatorial optimization [18]), the
program structures are also inspired by the simulation principle.

Because the quantum simulation principle is shared amongmany
algorithms, one subroutine, which we term the quantum simulation

kernel in this paper, appears frequently in quantum programs. This
kernel is to implement the operator (controlled-)exp(i𝐻𝑡) where 𝐻
is the Hamiltonian of the simulated system and 𝑡 ∈ R is system evo-
lution time. Since it is hard in general to directly compile exp(i𝐻𝑡)
into executable single- and two-qubit gates, a compiler usually de-
composes 𝐻 into the sum of local Hamiltonians [33] (simulation of
which can be easily compiled to basic gates) and then synthesize
them one-by-one. Consequently, the quantum simulation kernel
will be compiled to a very long gate sequence and constitute the
vast majority of cost in post-compilation quantum programs.

Optimizing the compilation of this kernel can immediately ben-
efit a wide range of quantum applications. However, three key
challenges have so far hindered deeper compiler optimizations for
quantum simulation kernels.

First, existing quantum compilers (e.g., Qiskit [1], Quilc [52],
t|ket⟩ [50]) lack a good formal high-level intermediate represen-
tation (IR). Once programs are converted to low-level gate se-
quences, the high-level semantics of quantum simulation kernels
are lost and hard to reconstruct from assembly-style gate sequences.
Moreover, simulation kernels face different constraints in differ-
ent algorithms. Previous ad-hoc optimizations of quantum simula-
tion [3, 13, 14, 17, 23, 25, 29, 31, 48, 56, 61, 62] are mostly algorithm-
specific and do not generalize due to the lack of a formal IR that
can uniformly represent simulations kernels as well as varying
constraints that are attached to them in different algorithms.
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Second, most optimizations (e.g., circuit rewriting [53], gate can-
cellation [42], template matching [37], qubit mapping [39]) in to-
day’s quantum compilers [1, 52] are local program transformations
at small scale. However, these passes are designed for generic input
program and fail to leverage the deeper optimization opportunities
present in quantum simulation kernels. These opportunities are
mainly from the properties of Pauli strings which naturally appear
in the (Suzuki-)Trotter Hamiltonian approximation [33, 55], Jordan-
Wigner [26] or Bravyi-Kitaev [9] fermion-to-qubit transformation,
etc.

Third, quantum simulation kernels appear in a wide range of
algorithms. Some algorithms [2, 24, 33, 35, 46] are designed for fault-
tolerant quantum computers with quantum error correction while
others [18, 45] target near-term noisy quantum computers. The
hardware models of these backends can be very different and one
single optimization pass may not be suitable for all of them. Adapt-
ing the high-level algorithmic optimizations to the various (and
ever-evolving) hardware platforms with different constraints and
optimization objectives naturally invokes a reconfigurable compiler
infrastructure.

To overcome these challenges, we propose Paulihedral, a com-
piler framework backed by a formal IR to deeply optimize quantum
simulation kernels. A brief comparison between Paulihedral and
conventional quantum compilers is shown in Figure 1. First, Pauli-
hedral comes with a new IR, namely Pauli IR, to represent the
quantum simulation kernels at the Pauli string level rather than
the gate level. The syntax of Pauli IR has a novel block structure
which can uniformly represent the simulation kernels of differ-
ent forms and constraints. The semantics of Pauli IR is defined
on the commutative matrix addition operation. Such semantics
guarantees that the follow-up high-level algorithmic optimizations
are always semantics-preserving and can be safely applied. Sec-
ond, we propose several novel optimization passes to reconcile
instruction scheduling, circuit synthesis, gate cancellation, and
qubit layout/routing at the Pauli IR level. All these passes are much
more effective than their counterparts in conventional gate-based
compilers because they are operating in a large scope where the
algorithmic properties of Pauli strings (quantum simulation kernel)
are fully exploited. The optimization algorithms in these passes are
also highly scalable since analyzing and processing Pauli strings are
much easier than handling the gate matrices on a classical computer.
Third, we decouple the technology-independent and technology-
dependent optimizations at different stages and Paulihedral can be
extended to different backends by adding/modifying the technology-
dependent passes. To showcase, we develop technology-dependent
optimizations for two different backends, the fault-tolerant quan-
tum computer and the noisy near-term superconducting quantum
processor.

Our comprehensive evaluations show that Paulihedral outper-
forms state-of-the-art baseline compilers (Qiskit [1], t|ket⟩ [50] and
algorithm-specific compilers [3ś5]) with significant gate count and
circuit depth reduction on both fault-tolerant and superconducting
backends, and only introduces very small additional compilation
time. We also perform real-system experiments to show that Pauli-
hedral can significantly increase the end-to-end success rate of
QAOA programs on IBM’s superconducting quantum devices.

Our major contributions can be summarized as follows:

Quantum Simulation Kernels

Conventional compiler, e.g., Qiskit, t|ket⟩ Paulihedral compiler

Gate Sequence Pauli IR

e.g., Qiskit level 3 passes:

unroll to 1- & 2-qubit gates,

qubit layout & routing,

unroll to basis gates,

2-qubit block optimization,

commutative cancellation,

……

inter-block:

instruction scheduling

Gate Sequence Gate Sequence

Pauli IR

(Section 4)

(Section 5)

(Section 3)

block-wise optimization:

circuit synthesis, gate 

cancellation, layout & routing,

…… 

compiler frontend:

Figure 1: Paulihedral vs conventional compilers

(1) We propose Paulihedral, an extensible algorithmic compiler
framework that can deeply optimize quantum simulation
kernels and thus benefit the compilation of a wide range of
quantum programs, with passes that make it retargetable to
various backends and optimization objectives.

(2) We define a new Pauli IR with formal syntax and semantics
which can uniformly represent quantum simulation kernels
and encode algorithmic constraints of seemingly very differ-
ent algorithms, and safely expose high-level information to
the compiler for optimizations.

(3) We propose several compiler passes for different optimiza-
tion objectives and backends. They can outperform previous
works by systematically leveraging the algorithmic informa-
tion and they are scalable to efficiently handle larger-size
programs.

(4) Our experiments on 31 different benchmarks show that Pauli-
hedral can outperform state-of-the-art baseline compilers
with significant gate count and circuit depth reduction. For
example, compared with t|ket⟩ [50], Paulihedral achieves
53.1% gate count reduction and 53.3% circuit depth reduc-
tion on average on the superconducting backend, as well as
33.6% gate count and 65.0% circuit depth reduction on the
fault-tolerant backend, using only ∼ 5% additional compila-
tion time. For QAOA on a real quantum device, Paulihedral
achieves end-to-end 1.24× success probability improvement
on average (up to 1.87×) against the baseline Qiskit com-
piler [1].

2 BACKGROUND

In the section we introduce the necessary background about quan-
tum simulation kernels. We do not cover basic quantum computing
concepts (e.g., qubit, gate, linear operator, circuit) and we recom-
mend [43] for more details.

2.1 Pauli String and Compilation

We start with the Pauli string, the basic concept in quantum sim-
ulation. For an 𝑛-qubit system, a Pauli string is defined as 𝑃 =

𝜎𝑛−1𝜎𝑛−2 · · ·𝜎0 where 𝜎𝑖 ∈ {𝐼 , 𝑋,𝑌 , 𝑍 }, 0 ≤ 𝑖 ≤ 𝑛 − 1. 𝑋 , 𝑌 , 𝑍 are
the three Pauli operators, and 𝐼 is the identity. 𝜎𝑖 corresponds to
the 𝑖-th qubit. The operators in a Pauli string 𝑃 can represent a
Hermitian operator ⊗𝑛−1

𝑖=0 𝜎𝑖 (⊗ is the Kronecker product), which
can be denoted by 𝑃 without ambiguity. In the rest of this paper,
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we do not distinguish a Pauli string 𝑃 and the Hermitian operator
generated by 𝑃 .

One important property of a Pauli string is that the operator

exp(i𝑃 𝜃
2 ) can be easily synthesized into basic gates. Figure 2 shows

an example of synthesizing exp(i𝑌4𝑍3𝐼2𝑋1𝑍0
𝜃
2 ). There are two iden-

tical layers of single-qubit gates at the beginning and the end of
the synthesized circuit. In this single-qubit gate layer, there are
H or Y gates on those qubits whose operators are 𝑋 (i.e., 𝑞1) or
𝑌 (i.e., 𝑞4) in the Pauli string, respectively. In the middle is a left
CNOT tree, a central Rz(𝜃 ) gate, and a right CNOT tree. The left
tree can be generated in different ways and the only requirement
is to connect all the qubits whose operators are not the identity in
𝑃 (e.g., 𝑞0, 𝑞1, 𝑞3, 𝑞4 in Figure 2). The lower half of Figure 2 shows
three different but valid ways to generate the CNOT tree circuits
and their corresponding tree graphs. In these trees, the CNOT gates
should connect the qubits from the leaf nodes to the root node. Any
qubit in the tree can become the root (e.g., 𝑞4 in Figure 2 (1) (2), 𝑞1
in Figure 2 (3)). The central Rz(𝜃 ) gate is applied on the root qubit
and the right CNOT tree has the same CNOT gates in the left tree
but in a reversed order. Paulihedral uses this algorithmic flexibility
in synthesis to increase gate cancellation and reduce the mapping
overhead.

2.2 Quantum Simulation Kernels

The quantum simulation kernel is to (approximately) implement
the operator exp(i𝐻𝑡) where 𝐻 is the Hamiltonian of the simu-
lated system and 𝑡 ∈ R. Since directly compiling exp(i𝐻𝑡) into
single- and two-qubit gates is hard, a compiler usually expands
𝐻 in the Pauli basis, i.e., 𝐻 =

∑𝑁
𝑗=1𝑤 𝑗𝑃 𝑗 where 𝑤 𝑗 ∈ R and 𝑃 𝑗 is

a Pauli string. Then exp(i𝐻𝑡) is approximated using the Trotter

formula [60]: exp(i𝐻𝑡) =
[

∏𝑁
𝑗=1 exp(i𝑃 𝑗𝑤 𝑗Δ𝑡)

]
𝑡

Δ𝑡

+𝑂 (𝑡Δ𝑡). Δ𝑡 is

a parameter determined by the simulation accuracy. Figure 3 (a)
shows the expansion process. exp(i𝐻𝑡) is first converted to 𝑡

Δ𝑡
terms of exp(i𝐻Δ𝑡). Each exp(i𝐻Δ𝑡) is then expanded to an array
of exp(i𝑃 𝑗𝑤 𝑗Δ𝑡) and converted to basic gates.

Quantum simulation kernels also appear in recently developed
variational quantum algorithms, in which the vast majority of the
program is an ansatz (parameterized quantum circuit). One popular
type of ansatz with good trainability is the application-inspired
ansatz [10] which can be considered as a simulation kernel. Com-
pared with implementing exp(i𝐻Δ𝑡), the only difference is that the
Δ𝑡 is changed to some tunable parameters associated with different
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Rz(𝜃) Rz(𝜃)

Rz(𝜃)

q0 q1 q3 q4
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q0 q4 q1 q3
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CNOT 
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Figure 2: Synthesis example of exp(i𝑌4𝑍3𝐼2𝑋1𝑍0
𝜃
2 )

exp(𝑖𝑤!𝑃!Δ𝑡)

…

1

𝑤"

𝑤#
𝑤!

𝑤$

𝑤%

𝑞& 𝑞"

𝑞$𝑞%

exp(𝑖𝑤!𝐼"𝐼#𝑍!𝑍$𝛾)
exp(𝑖𝑤#𝑍"𝐼#𝑍!𝐼$𝛾)
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(b) Ansatz in OAOA graph Max-Cut(a) Expansion of Hamiltonian simulation 

exp(𝑖𝑤"𝑃"Δ𝑡)

exp(𝑖𝐻Δ𝑡) exp(𝑖𝐻Δ𝑡)exp(𝑖𝐻Δ𝑡)

exp(𝑖𝐻𝑡)

…

Figure 3: Example of quantum simulation kernels

no gate cancellation 

in naïve synthesis

gate cancellation in 

alternative synthesis
(a)

Y

R

Y

R

ZZY ZZI
Y

R

Y

R

ZZY ZZIq0

q2
q1

R R

ZXI ZZI

HH

Y

R

Y
ZZY

gate cancellation is blocked by non-commutative circuit(c)

q0

q2
q1

R

ZZZq0

q2

q1

q1 q0 q2(b)

R

ZZZ

no swap required in 

alternative synthesis
swap required in 

naïve  synthesis

R

ZZZ

Figure 4: Optimization opportunities and challenges

Pauli strings and the overall program structure remains the same. For
example, Figure 3 (b) shows the ansatz of QAOA algorithm [18] on
a 4-node graph Max-Cut problem. The graph of the problem has
5 edges of different weights, and the Hamiltonian of this problem
is the weighted sum of the 5 Pauli strings associated with the 5
edges. The majority of the QAOA ansatz [18] is to implement the 5
operators on the right (𝛾 is the parameter).

3 FOUNDATIONS OF PAULIHEDRAL

In this section, we first introduce the opportunities and challenges of
compiler optimizations for the simulation kernel. Then we formally
introduce a new IR that maintains the high-level information and
the algorithm constraints in Paulihedral.

3.1 Opportunities and Challenges

The optimization opportunities used in this paper come from the
properties of Pauli strings mentioned above. We introduce them
by the examples in Figure 4. 1) Gate cancellation: It is possible
to have more gate cancellation by selecting a different synthesis
plan for the exp(i𝑃𝜃 ). Suppose the naive synthesis is the one in
Figure 2 (1) and we have two Pauli strings, 𝑍𝑍𝑌 and 𝑍𝑍𝐼 . Under
the naive synthesis (on the left of Figure 4 (a)) there is no gate
cancellation. However, in an alternative synthesis of 𝑍𝑍𝑌 , we can
have two CNOT gates cancelled (on the right of Figure 4 (a)). 2)
Mapping: The mapping overhead onto connectivity-constrained
architectures can also be reduced. For example, we wish to map the
𝑍𝑍𝑍 simulation circuit onto a linear architecture with the current
mapping shown in Figure 4 (b). Under the naive synthesis we need
to insert one SWAP between 𝑞0 and 𝑞1. While a better synthesis
plan on the right of Figure 4 (b) does not require any SWAPs.

Although there is much optimization space for quantum simu-
lation kernels, such optimizations are not yet widely deployed in

556



ASPLOS ’22, February 28 ś March 4, 2022, Lausanne, Switzerland Gushu Li, Anbang Wu, Yunong Shi, Ali Javadi-Abhari, Yufei Ding, Yuan Xie

⟨𝑝𝑟𝑜𝑔𝑟𝑎𝑚⟩ ::= ⟨𝑝𝑎𝑢𝑙𝑖_𝑏𝑙𝑜𝑐𝑘 ⟩

| ⟨𝑝𝑟𝑜𝑔𝑟𝑎𝑚⟩ ; ⟨𝑝𝑎𝑢𝑙𝑖_𝑏𝑙𝑜𝑐𝑘 ⟩

⟨𝑝𝑎𝑢𝑙𝑖_𝑏𝑙𝑜𝑐𝑘 ⟩ ::= { ⟨𝑝𝑎𝑢𝑙𝑖_𝑠𝑡𝑟_𝑙𝑖𝑠𝑡 ⟩, 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 }

⟨𝑝𝑎𝑢𝑙𝑖_𝑠𝑡𝑟_𝑙𝑖𝑠𝑡 ⟩ ::= ⟨𝑝𝑎𝑢𝑙𝑖_𝑠𝑡𝑟, 𝑤𝑒𝑖𝑔ℎ𝑡 ⟩

| ⟨𝑝𝑎𝑢𝑙𝑖_𝑠𝑡𝑟_𝑙𝑖𝑠𝑡 ⟩ ; ⟨𝑝𝑎𝑢𝑙𝑖_𝑠𝑡𝑟, 𝑤𝑒𝑖𝑔ℎ𝑡 ⟩

⟨𝑝𝑎𝑢𝑙𝑖_𝑠𝑡𝑟 ⟩ ::= 𝜎𝑛−1𝜎𝑛−2 · · · 𝜎0

𝜎𝑖 ::= 𝐼 | 𝑋 | 𝑌 | 𝑍, (0 ≤ 𝑖 ≤ 𝑛 − 1)

𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟, 𝑤𝑒𝑖𝑔ℎ𝑡 ∈ R

Figure 5: Formal syntax of an 𝑛-qubit Pauli IR program

today’s quantum compiler infrastructures due to the following chal-
lenges. 1) Missing high-level information: Once the program
is converted to basic gates, where today’s compilers perform most
optimizations, it is hard to identify and reconstruct the high-level
semantics of Pauli string simulation circuit blocks from an assembly-
style gate sequence. 2) Non-semantics-preserving optimization:

To leverage some optimization opportunities would require non-
semantics-preserving operations that are usually not allowed in a
compiler. For example, consider the program in Figure 4 (c). It is
known from Figure 4 (a) that gates can be cancelled between 𝑍𝑍𝑌

and 𝑍𝑍𝐼 but now there is an 𝑍𝑋𝐼 simulation circuit between them.
We observe that the order of the simulation terms with respect to
different Pauli strings is not specified in the Trotter formula or the
variational form requirement. So, from an algorithmic perspective,
the compiler may exchange the order of𝑍𝑍𝐼 and𝑍𝑋𝐼 , making𝑍𝑍𝑌
and 𝑍𝑍𝐼 adjacent for gate cancellation. However, such operation
is not semantics preserving from a gate-level perspective because,
in general, exp(i𝑍𝑍𝐼𝜃1)exp(i𝑍𝑋𝐼𝜃2) ≠ exp(i𝑍𝑋𝐼𝜃2)exp(i𝑍𝑍𝐼𝜃1).
This would be impossible to leverage without an IR that is able to
encode such algorithmic knowledge.

3.2 Pauli IR: Syntax and Semantics

To overcome the challenges above, the objective of the new IR
is to maintain high-level algorithmic information and make all
transformations semantics-preserving. Our new IR, namely Pauli
IR, realizes them with its syntax and semantics.

Syntax: The syntax is shown in Figure 5 and explained as fol-
lows. A 𝑝𝑟𝑜𝑔𝑟𝑎𝑚 is recursively defined as a list of 𝑝𝑎𝑢𝑙𝑖_𝑏𝑙𝑜𝑐𝑘s.
Each 𝑝𝑎𝑢𝑙𝑖_𝑏𝑙𝑜𝑐𝑘 is a tuple with two elements. The first element is
a list of weighted Pauli strings (𝑝𝑎𝑢𝑙𝑖_𝑠𝑡𝑟_𝑙𝑖𝑠𝑡s) and the second ele-
ment is a real-valued 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 shared by all Pauli strings in this
𝑝𝑎𝑢𝑙𝑖_𝑏𝑙𝑜𝑐𝑘 . One element in the 𝑝𝑎𝑢𝑙𝑖_𝑠𝑡𝑟_𝑙𝑖𝑠𝑡 is an 𝑛-qubit Pauli
string and a real-value𝑤𝑒𝑖𝑔ℎ𝑡 . Figure 6 shows the Pauli IR code of
three example programs. Figure 6 (a) simulates the Hamiltonian of
H2 and each 𝑝𝑎𝑢𝑙𝑖_𝑏𝑙𝑜𝑐𝑘 has one 𝑝𝑎𝑢𝑙𝑖_𝑠𝑡𝑟 . Figure 6 (b)(c) are vari-
ational quantum algorithms so that parameters are labeled by 𝜃 and
𝛾 . In the UCCSD program (Figure 6 (b)), each 𝑝𝑎𝑢𝑙𝑖_𝑏𝑙𝑜𝑐𝑘 has mul-
tiple 𝑝𝑎𝑢𝑙𝑖_𝑠𝑡𝑟s which share the same 𝜃 in the 𝑝𝑎𝑢𝑙𝑖_𝑏𝑙𝑜𝑐𝑘 . In the
QAOA program (Figure 6 (c)), all 𝑝𝑎𝑢𝑙𝑖_𝑠𝑡𝑟s are in one 𝑝𝑎𝑢𝑙𝑖_𝑏𝑙𝑜𝑐𝑘 ,
sharing the parameter 𝛾 .

Encoding constraints: One key advantage of the IR syntax is
that the algorithmic constraints in all simulation kernels, as far as
we know, can be naturally encoded. In some simulation kernels
(e.g., UCCSD [45], QAOA for constrained optimization [47]), the

{(IIIZ, 0.214), Δ𝑡};

{(IIZI, -0.37), Δ𝑡};

......

{(XXXX, 0.042), Δ𝑡};

{(YYXX, 0.042), Δ𝑡};

{(ZIZI, 0.186), Δ𝑡};

{(ZZII, 0.134), Δ𝑡};

{(IIXY, 0.5), (IIYX, -0.5), θ1};

{(XYII, -0.5), (YXII, 0.5), θ2};

{(XYYY, -0.125), ......, (YXXX, 0.125), θ3};

{(IIIIZZ, w1),  (IIIZIZ, w2),

......

(ZIZIII), wN-1), (ZZIIII, wN), 𝛾};(a) H2 simulation

(b) 4-qubit 

UCCSD 

(c) 6-qubit 

QAOA

Figure 6: Example Puali IR programs

J∅K = 0

J⟨𝑝𝑟𝑜𝑔𝑟𝑎𝑚⟩; ⟨𝑝𝑎𝑢𝑙𝑖_𝑏𝑙𝑜𝑐𝑘 ⟩K = J⟨𝑝𝑟𝑜𝑔𝑟𝑎𝑚⟩K + J⟨𝑝𝑎𝑢𝑙𝑖_𝑏𝑙𝑜𝑐𝑘 ⟩K

J{ ⟨𝑝𝑎𝑢𝑙𝑖_𝑠𝑡𝑟_𝑙𝑖𝑠𝑡 ⟩, 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 }K = 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 × J⟨𝑝𝑎𝑢𝑙𝑖_𝑠𝑡𝑟_𝑙𝑖𝑠𝑡 ⟩K
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J⟨𝑝𝑎𝑢𝑙𝑖_𝑠𝑡𝑟, 𝑤𝑒𝑖𝑔ℎ𝑡 ⟩K = 𝑤𝑒𝑖𝑔ℎ𝑡 × J𝑝𝑎𝑢𝑙𝑖_𝑠𝑡𝑟K

J𝜎𝑛−1𝜎𝑛−2 · · · 𝜎0K = 𝜎𝑛−1 ⊗ 𝜎𝑛−2 ⊗ · · · ⊗ 𝜎0

Figure 7: Formal semantics of an 𝑛-qubit Pauli IR program

algorithm requires that some Pauli strings should always appear
together for some algorithmic purposes like symmetry preserv-
ing [21], parameter sharing [18, 45], error suppression [23], etc.
Pauli IR employs a 𝑝𝑎𝑢𝑙𝑖_𝑏𝑙𝑜𝑐𝑘 structure to represent such con-
straints. The compiler can extract such information and all the
𝑝𝑎𝑢𝑙𝑖_𝑠𝑡𝑟s inside one 𝑝𝑎𝑢𝑙𝑖_𝑏𝑙𝑜𝑐𝑘 are always scheduled together in
follow-up optimization passes. In the rest of this paper, 𝑝𝑎𝑢𝑙𝑖_𝑏𝑙𝑜𝑐𝑘
is denoted by block for simplicity.

Semantics: The IR’s semantics function, which is denoted by
J⟨𝑝𝑟𝑜𝑔𝑟𝑎𝑚⟩K, can be formally defined by the rules in Figure 7. This
function is a mapping from the IR syntax to the set of all Hermitian
operators in a 2𝑛-dimensional Hilbert space as our IR is to represent
the Hamiltonian to be simulated. Note that the rules in the second
and the fourth rows are defined based on matrix addition which
is always commutative. As a result, exchanging the order of the
𝑝𝑎𝑢𝑙𝑖_𝑏𝑙𝑜𝑐𝑘s in a 𝑝𝑟𝑜𝑔𝑟𝑎𝑚 or the order of ⟨𝑝𝑎𝑢𝑙𝑖_𝑠𝑡𝑟,𝑤𝑒𝑖𝑔ℎ𝑡⟩s in
a 𝑝𝑎𝑢𝑙𝑖_𝑏𝑙𝑜𝑐𝑘 will not change the semantics.

4 BLOCK-WISE INSTRUCTION SCHEDULING
PASSES

The first step in Paulihedral is to schedule the blocks and the instruc-
tions within each block. Intuitively for two adjacent Pauli strings,
more gates can be cancelled if they share the same non-identity
operators on more qubits. Trying to maximize the number of shared
operators between consecutive strings would be desirable. Also, it
is possible to execute multiple blocks which have non-identity oper-
ators on disjoint sets of qubits in parallel and reduce the final circuit
depth. In this paper, we present two block scheduling algorithms
for two optimization objectives, reducing the total gate count or
the circuit depth. We explain our block scheduling optimizations
using the example in Figure 8. Suppose we will schedule 10 blocks
on 8 qubits (Figure 8 (a)). In these blocks, each column is a Pauli
string. The identity operators are omitted since they do not result
in any circuit.
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Figure 8: Example of block scheduling optimizations

4.1 Gate-Count-Oriented Scheduling

Lexicographic ordering of Pauli strings has been shown to be effec-
tive at enabling gate cancellation between them [23, 59]. Here we
adapt this principle to the multi-string-per-block case for our gate-
count-oriented scheduling algorithm. In the lexicographic order,
the Pauli strings are scheduled in the alphabetical order. In Figure 8,
we assume 𝑋 < 𝑌 < 𝑍 < 𝐼 and use little-endian to lexicographi-
cally order from 𝑞7 down to 𝑞0. When a block has multiple strings,
we first apply the lexicographic order on all strings in this block
and then use the first string to represent this block when compared
with other blocks. The first Pauli string can be representative be-
cause the strings in one block are usually mutually commutative
in practical algorithmic constraints [18, 23, 45]. Two strings in a
mutually commutative set can share the same operators on many
qubits and all strings in one block are similar. Figure 8 (b) shows
the result of gate-count-oriented scheduling.

4.2 Depth-Oriented Scheduling

The blocks can also be scheduled for reducing circuit depth. For
example, in Figure 8, 𝑞0 to 𝑞5 are idle when executing block 9, 7, and
6. We may execute block 1 with them in parallel so that the overall
circuit depth can be reduced. We propose a new depth-oriented
block scheduling algorithm, whose pseudocode is in Algorithm 1.
For the example in Figure 8, we first sort all blocks by the active
length of the Pauli strings of the blocks in a decreasing order. The
active length of a block is defined by the number of qubits which
have a non-identity operator in at least one Pauli string of this
block. This is an over-approximated estimation on how a block will
occupy the qubits. The blocks of the same active length are ordered
by the lexicographic order above. Figure 8 (c) shows the sorting
result. Block 3, 1, 8, 2 have the largest active length of 4 so they are
at the beginning. Block 9, 7, 6, 5 have the smallest active length of
2 and they are at the end.

Then we begin to schedule all blocks and put the blocks in dif-
ferent layers to increase the parallelism. For each layer, we first
schedule a large active length block. Then we search for small ac-
tive length blocks that can be executed in parallel with the large
block. For the example in Figure 8 (d), we initialize the first layer
by selecting the first block after the sorting. We place the block

Algorithm 1: Depth-oriented scheduling

Input: List of Pauli blocks.
Output: Pauli Layers 𝐿.

1 Sort Pauli blocks by active-length-decreasing order, then
sort blocks of the same active length by lexicographic
order;

2 𝑅 = the set of all Pauli blocks remaining; 𝐿 = ∅;

3 Initialize the first layer;

4 while 𝑅 is not empty do

5 𝑛𝑒𝑥𝑡_𝑏𝑙𝑜𝑐𝑘 =

argmax𝑏𝑙𝑜𝑐𝑘∈𝑅 Overlap(block, last Pauli layer);

6 𝑝𝑎𝑢𝑙𝑖_𝑙𝑎𝑦𝑒𝑟 = [𝑛𝑒𝑥𝑡_𝑏𝑙𝑜𝑐𝑘]; 𝑅.𝑟𝑒𝑚𝑜𝑣𝑒 (𝑛𝑒𝑥𝑡_𝑏𝑙𝑜𝑐𝑘);

7 while total depth of the small padding blocks < the depth

of 𝑛𝑒𝑥𝑡_𝑏𝑙𝑜𝑐𝑘 do

8 find small Pauli block not overlapped with

𝑛𝑒𝑥𝑡_𝑏𝑙𝑜𝑐𝑘 ;

9 Append these blocks to 𝑝𝑎𝑢𝑙𝑖_𝑙𝑎𝑦𝑒𝑟 ;

10 Remove these blocks from 𝑅;

11 end

12 𝐿.𝑎𝑝𝑝𝑒𝑛𝑑 (𝑝𝑎𝑢𝑙𝑖_𝑙𝑎𝑦𝑒𝑟 );

13 end

3 at the beginning. Then we search for small blocks that have no
overlapped active qubits with the large block and can be executed in
parallel. There are no such small blocks for block 3 so we continue
by start another layer with block 1. In this layer, block 4, 9, 7, 6
can be placed in parallel with block 1. We iterate over the sorted
block and find the first few blocks that can padded in this layer. In
this example, we select block 4 and 9. We also estimate the depth
of these small blocks so that total depth of these blocks will not
exceed the depth of the original large block in this layer. We repeat
this padding process until we cannot find any new blocks that can
be added in this layer. We then continue to the next layer and start
with block 2 because its first Pauli string has the most overlapped
Pauli operators with the Pauli strings at the end of the previous
layer. We iterate until all blocks are scheduled. Figure 8 (d) shows
the final result of our depth-oriented scheduling and we can expect
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that the circuit depth can be reduced even if we do not convert the
program to the gates. This is another benefit of Pauli IR because
the compiler can operate on a fairly compact description of the
program. Once the program is lowered to gates, then the size blows
up and parallelizing gates becomes much more expensive.

5 BLOCK-WISE OPTIMIZATION PASSES

In this section, we introduce two optimization passes that can
exploit the gate cancellation potential created by our scheduling
passes in the last section, and convert the Pauli IR programs to gate
sequences with different optimization objectives onto the fault-
tolerant quantum computer (FT) backend and the near-term super-
conducting quantum computer (SC) backend.

5.1 On the Fault-Tolerant Backend

Our strategy for the FT backend is to adaptively find the synthe-
sis plan that can maximize gate cancellation since the mapping
overhead can usually be neglected after applying quantum error
correction [20]. The pseudocode is shown in Algorithm 2, and we
explain it with Figure 9. To capture the major gate cancellation
opportunities, we scan over all layered blocks and try to select
consecutive layer pairs that share the most Pauli operators. There
should be significant operator overlap between consecutive layers
since this was considered in our scheduling. The blocks on the left
of Figure 9 are in five layers. Layer 1, 2, 3, 5 have one block in each
and layer 4 has two blocks. We will pair the layer 3 and 4 together
first since they share the same Pauli operators on 6 qubits. Then
the first two layers are paired since they share Pauli operators on
only 2 qubits. The last layer is left alone.

We first realize gate cancellation between the paired layers. For
all layer pairs, we synthesize the Pauli strings at the end of the first
layer and the Pauli strings at the beginning the second layer in the
pair. For the layer 3 (block 3) and the layer 4 (block 4 and 5), we need
to handle the 𝐼𝑌𝑋𝑋𝑌𝑋𝑋𝐼 in the layer 3 and (𝐼 𝐼 𝐼 𝐼𝑌𝑋𝑋𝑋 ,𝑌𝑌𝑋𝑋𝐼𝐼𝐼 𝐼 )
in the layer 4. There are two sets of overlapped operators, 𝑌𝑋𝑋
on qubit 3-1 and 𝑌𝑋𝑋 on qubit 6-4. For each set, most gates can
be directly cancelled, and we can select one qubit from each set
and connect them with CNOT gates. The synthesis result for these
two layers with gates cancelled is shown on the right of Figure 9.
We repeat this process to optimize the synthesis of Pauli strings at
the junction of two paired layers. Here we will synthesize the last
string in layer 1 and the first string in layer 2.

We then realize the gate cancellation between strings inside a
block. For those Pauli strings in the paired layer but not synthesized
(one block with multiple strings), we employ a similar strategy at
the string level for all Pauli strings inside one block. For each block,
we search for string pairs that share the same Pauli operators on
the most qubits and then synthesize these pairs first. In the block 1
in Figure 9, the first three Pauli strings are not yet synthesized. We
will pair and synthesize the first two Pauli strings since they share 5
Pauli operators and a lot of gates can be cancelled. For the individual
Pauli strings left, they are not paired with other strings (e.g., the
third string in block 1). We check if it shares more Pauli operators
with its left neighbor string or right neighbor string. Then we select
the one with more gate cancellation and synthesize the Pauli string
accordingly. For the blocks that are not paired with other blocks

Algorithm 2: Optimization for FT backend

Input: List of Pauli layers 𝑝𝑙𝑠
Output: A quantum circuit of basic gates

1 𝑝𝑙_𝑝𝑎𝑖𝑟𝑒𝑑 = []; // paired Pauli layer list

2 while neighboring layers exist in 𝑝𝑙𝑠 do

3 𝑖 = argmax𝑖∈𝐼𝑛𝑑𝑒𝑥𝑆𝑒𝑡 (𝑝𝑙𝑠)𝑂𝑣𝑒𝑟𝑙𝑎𝑝 (𝑝𝑙𝑖 , 𝑝𝑙𝑖+1) ;

4 𝑝𝑙𝑠.𝑟𝑒𝑚𝑜𝑣𝑒 (𝑝𝑙𝑖 ); 𝑝𝑙𝑠.𝑟𝑒𝑚𝑜𝑣𝑒 (𝑝𝑙𝑖+1);

5 𝑝𝑙_𝑝𝑎𝑖𝑟𝑒𝑑.𝑎𝑝𝑝𝑒𝑛𝑑 ((𝑝𝑙𝑖 , 𝑝𝑙𝑖+1));

6 end

7 for (𝑝𝑙1, 𝑝𝑙2) in 𝑝𝑙_𝑝𝑎𝑖𝑟𝑒𝑑 do

8 𝑝𝑠_𝑙𝑖𝑠𝑡1 = last Pauli string of 𝑝𝑙1;

9 𝑝𝑠_𝑙𝑖𝑠𝑡2 = first Pauli string of 𝑝𝑙2;

10 analyze string overlap then do synthesis on

(𝑝𝑠_𝑙𝑖𝑠𝑡1, 𝑝𝑠_𝑙𝑖𝑠𝑡2);

11 𝑝𝑙1 .𝑟𝑒𝑚𝑜𝑣𝑒 (𝑝𝑠_𝑙𝑖𝑠𝑡1); 𝑝𝑙2 .𝑟𝑒𝑚𝑜𝑣𝑒 (𝑝𝑠_𝑙𝑖𝑠𝑡2);

12 for 𝑝𝑏 in (𝑝𝑙1 + 𝑝𝑙2) do

13 most_overlap_sort(𝑝𝑏); // find overlap at

Pauli-string-level

14 analyze string overlap then do synthesis on the

sorted strings in 𝑝𝑏;

15 end

16 end

17 for 𝑝𝑏 in 𝑝𝑙𝑠 do

18 most_overlap_sort(𝑝𝑏); analyze string overlap then do

synthesis on the sorted strings in 𝑝𝑏;

19 end
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Figure 9: Example of compilation onto FT backend

at the beginning of this algorithm (e.g., block 6), we treat them as
unsynthesized Pauli strings and apply the same strategy, pairing
and synthesizing the strings with high gate cancellation potential
first then dealing with individual strings. Finally, all Pauli strings
are compiled and we obtain a gate sequence of the input Pauli IR
program. The final gate count is substantially reduced because the
gate cancellation potential created by our block scheduling passes
is maximally exploited through the adaptive synthesis plan in our
block-wise optimization pass.

5.2 On the Near-Term Superconducting Backend

The compilation is more complicated for the SC backend because
the SWAP gates are necessary to change the qubit mapping due
to the qubit connectivity constraints. The gates are not uniform
as they have different error rates on different qubits. We assume
that the device calibration information (qubit coupling graph and
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Figure 10: Example of compilation onto SC backend

the gate error rates on each qubit and qubit pair) is provided by
the vendor. The major objective on the SC backend is to reduce the
mapping overhead.

Our key idea is to find a tree embedding in the coupling map
that can support the Pauli strings in the current layer and also
minimize the mapping transition overhead between layers. Algo-
rithm 3 shows the pseudocode, and we explain it using the example
in Figure 10. For the initial qubit layout, we map all qubits to the
most connected subgraph in the device coupling map. Suppose the
coupling map and the current mapping of Figure 10 (b). We then
begin to generate the simulation circuits and insert SWAPs for the
blocks that appear in the critical path. In our block scheduling, we
have already placed the blocks in different layers. In each layer,
the largest block (involving the most qubits) is most likely on the
critical path. Our optimization pass will first process the largest
block in each layer, followed by the small blocks remaining. The
program in Figure 10 (a) has two layers in which block 3 and 4 are
the largest blocks.

For each block, we first select a root qubit. We define that the core
qubit list of a block contains the qubits which have a non-identity
operator on all Pauli strings in the block (e.g., 𝑞2-5 for block 3,
𝑞(2,4,6) for block 4). For block 3, since it is the first layer, we only
need to consider itself. For 𝑞2-5 in its core list, they are already in a
connected subgraph (Figure 10 (b)). We select any one of them (e.g.,
𝑞2) as the root. And we only need to attach 𝑞6 to this subgraph by
connecting it to any node of this graph. Suppose we swap𝑞6 with𝑞0
and now all active qubits in this block are connected in a subgraph.
Active qubits are those qubits that have a non-identity operator
in at least one string in this block. We can naturally generate an
embedded tree from the coupling map (Figure 10 (c)).

Next we can synthesize the strings in block 3. The key idea
is to naturally implement the CNOT tree in the Pauli circuits on
the embedded tree so that we do not need to insert SWAPs for all
individual CNOTs. We generate CNOT gates and single-qubit gates
from the outermost qubits to the root for all the Pauli strings in the
current block. If a qubit is active in the current Pauli string, we will
check if its parent node is also active in the current Pauli string. If
so, we insert a CNOT between the qubit and its parent. Otherwise,
we swap it with its parent so that the qubit can get closer to the root
and will be connected by CNOT later. In Figure 10 (c), the generated
CNOTs are labeled by red arrows. After we determine the left CNOT

Algorithm 3: Optimization for SC backend

Input: List of Pauli layers 𝑝𝑙𝑠 , device information
Output: Hardware compatible circuit Q

1 Map logical qubits to the most connected subgraph of the

device coupling map; // Initial mapping

2 for 𝑝𝑎𝑢𝑙𝑖_𝑙𝑎𝑦𝑒𝑟 in 𝑝𝑙𝑠 do

3 𝑝𝑏 = the largest Pauli block in 𝑝𝑎𝑢𝑙𝑖_𝑙𝑎𝑦𝑒𝑟 ;

4 𝑠 = core qubit list of 𝑝𝑏;

5 𝑇1 = node in 𝑠 with largest connected component;

6 connect active qubits in 𝑝𝑏 to tree 𝑇1 through shortest

path (lowest error rate);

7 𝑤𝑙 =leaves of 𝑇1 sorted by depth;

8 for ps in pb do

9 while𝑤𝑙 ≠ ∅ do

10 𝑛 = 𝑤𝑙 .𝑑𝑒𝑞𝑢𝑒 (); 𝑛𝑝 = 𝑛.𝑝𝑎𝑟𝑒𝑛𝑡 ;

11 if 𝑛 is the root of 𝑇1 then continue;

12 if 𝑝𝑠 [𝑛] ≠ 𝐼 and 𝑝𝑠 [𝑛𝑝] ≠ 𝐼 then

13 add single-qubit gates based on 𝑝𝑠 [𝑛] and

𝑝𝑠 [𝑛𝑝]; 𝑄.𝑎𝑝𝑝𝑒𝑛𝑑 (𝐶𝑁𝑂𝑇 (𝑛, 𝑛𝑝));

14 else if 𝑝𝑠 [𝑛] ≠ 𝐼 and 𝑝𝑠 [𝑛𝑝] == 𝐼 then

15 𝑄.𝑎𝑝𝑝𝑒𝑛𝑑 (𝑆𝑊𝐴𝑃 (𝑛, 𝑛𝑝));

16 end

17 𝑤𝑙 .𝑎𝑝𝑝𝑒𝑛𝑑 (𝑛𝑝);

18 end

19 generate the right half circuit of 𝑝𝑠 reversely;

20 end

21 for 𝑠𝑝𝑏 in remaining blocks of 𝑝𝑎𝑢𝑙𝑖_𝑙𝑎𝑦𝑒𝑟 do

22 𝑇2 = try_construct_tree(𝑠𝑝𝑏); // Return NULL if

changes 𝑇1

23 synthesize 𝑠𝑝𝑏 with 𝑇2 if 𝑇1 not changed; otherwise

add 𝑠𝑝𝑏 to 𝑟𝑒𝑚𝑎𝑖𝑛_𝑙𝑎𝑦𝑒𝑟𝑠;

24 end

25 end

26 while 𝑟𝑒𝑚𝑎𝑖𝑛_𝑙𝑎𝑦𝑒𝑟𝑠 is not empty do

27 Sort 𝑟𝑒𝑚𝑎𝑖𝑛_𝑙𝑎𝑦𝑒𝑟𝑠 by cumulative distance between

active qubits;

28 Synthesize first layer of 𝑟𝑒𝑚𝑎𝑖𝑛_𝑙𝑎𝑦𝑒𝑟𝑠 with the same

strategy and remove it from 𝑟𝑒𝑚𝑎𝑖𝑛_𝑙𝑎𝑦𝑒𝑟𝑠;

29 end

tree, the right CNOT tree can be generated by reversing the order
of CNOTs in the left tree.

After we process block 3, we will compile block 4, the next block
in the critical path. As our block scheduling passes tend to maximize
the overlap between two consecutive layers, the core lists of two
consecutive layers are similar. For example, 𝑞(2,4,6) are in the core
list of block 4 and they all appear in the core list of block 3. We
evaluate all these qubits to select the root qubit with the largest
connected component (within the core list) in the current mapping
(Figure 10 (c)) to minimize the transition overhead. For 𝑞(2,4,6), we
will select 𝑞2 or 𝑞4 since they are in a size-2 connected component
while 𝑞6 is in a size-1 connected component. Similarly, we then
move all other active qubits to the tree through the path with the
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smallest error rate estimated by the device information. Here we
select 𝑞2 as the root and then swap 𝑞6 and 𝑞5 to transit from block
3 to 4 with only 1 SWAP (Figure 10 (d)). After that the core qubits
in block 4 are connected and we can begin synthesizing all strings
in block 4.

The procedure above is to process the largest blocks in each
layer. For other small blocks in the same layer, we follow a similar
strategy and attempt to construct the trees for active qubits in
those small blocks. If the trees of the small blocks do not affect
the tree construction of the large block, we just process the small
blocks in parallel with the large block since they will not affect
each other. This will create parallelism and reduce the depth of the
generated circuit. For example, block 2 and 3 can be processed in
parallel because 𝑞0 and 𝑞1 are connected after swapping 𝑞6 with
𝑞0. However, if the trees of the small blocks affect the processing of
the large block, we will put it in 𝑟𝑒𝑚𝑎𝑖𝑛_𝑙𝑎𝑦𝑒𝑟 and process them at
the end. For example, block 1 will be in the 𝑟𝑒𝑚𝑎𝑖𝑛_𝑙𝑎𝑦𝑒𝑟 because
connecting 𝑞0 and 𝑞7 will affect block 3.

After we process all the large blocks in the critical path and
those small blocks that can executed in parallel, we will compile the
blocks in the 𝑟𝑒𝑚𝑎𝑖𝑛_𝑙𝑎𝑦𝑒𝑟 . The order of processing these blocks
is determined by whether the active qubits are close in the current
mapping. We compute the cumulative distance between active
qubits in a block and then compile the block with the smallest
cumulative distance and update the qubit mapping. This process is
repeated until all the blocks are processed.

6 EVALUATION

In this section, we evaluate Paulihedral by comparing with state-
of-the-art baselines, analyze the effects of individual passes, and
perform real system study.

6.1 Experiment Setup

Backend: The optimizations in this paper target two different back-
ends, the fault-tolerant backend (FT) and near-term superconduct-
ing backend (SC). We will cover both of them.We select IBM’s latest
65-qubit Manhattan architecture [11] as the SC backend. For real
system study, we use IBM’s 16-qubit Melbourne chip, the largest
publicly available one.

Metric:We use the CNOT/single-qubit gate count, and the cir-
cuit depth in the post-compilation program to evaluate Paulihedral.
For the SC backend, the CNOT gate count is more important due to
its higher error rate and latency. The depth is also important due to
short qubit coherence times. For the FT backend, T gate is usually
more expensive but for the simulation kernels, the ratio between
the H, Y, CNOT gate count and the T gate count grows linearly as
the number of qubits increases. Because a Pauli string of length 𝑛

will have 𝑂 (𝑛) H, Y, and CNOT gates but the number of Rz gates
(the only source of T gates) is always one. It has also been shown
that CNOT count is a significant cost in fault-tolerant algorithms
and should not be neglected compared to T gates [36]. Hence, we
estimate the performance with total gate count and circuit depth,
following convention in previous work [13, 14, 25, 61].

Benchmark: We select 31 benchmarks of different sizes and
various applications. For the SC backend, we select VQE UCCSD
ansatzes [45] of six sizes, and the QAOA programs [18] for graph

Table 1: Benchmark information

Backend Type Name Qubit # Pauli # CNOT # Single #

SC

UCCSD

UCCSD-8 8 144 1134 1240
UCCSD-12 12 1476 16192 15588
UCCSD-16 16 4200 56558 47044
UCCSD-20 20 8316 132326 109248
UCCSD-24 24 9300 146312 115584
UCCSD-28 28 20724 353984 270196

QAOA

REG-20-4 20 40 80 40
REG-20-8 20 80 160 80
REG-20-12 20 120 240 120
Rand-20-0.1 20 18 37 18
Rand-20-0.3 20 56 113 56
Rand-20-0.5 20 93 187 93

TSP-4 16 112 192 112
TSP-5 25 225 400 225

FT

Ising
Ising-1D 30 29 58 29
Ising-2D 30 49 98 29
Ising-3D 30 59 118 59

Heisenberg
Heisen-1D 30 87 174 319
Heisen-2D 30 147 294 539
Heisen-3D 30 177 354 649

Molecule

N2 20 2951 39594 32151
H2S 22 4582 66026 52686
MgO 28 24239 388258 310519
CO2 30 16154 252402 202282
NaCl 36 67667 1249768 945935

Random

Rand-30 30 4500 132939 99123
Rand-40 40 8000 316039 229240
Rand-50 50 12500 618763 441532
Rand-60 60 18000 1068153 754071
Rand-70 70 24500 1699771 1190101
Rand-80 80 32000 2540640 1768117

max-cut on regular (REG) graphs of degrees 4, 8, 12, and random
(Rand) graphs of edge probability 0.1, 0.3, 0.5, as well as traveling
salesman problem (TSP) of different sizes. These benchmarks are
generated by Qiskit [1]. For the FT backend, we first generate
the Hamiltonians of five molecules using PySCF [54] (N2, H2S,
MgO, CO2, NaCl). We also prepare the Hamiltonians of three Ising
models and three Heisenberg models, both of which are widely used
in condensed matter physics, of different dimensions. We finally
generate random Hamiltonians (Rand) of various sizes (30 to 80
qubits) for a more comprehensive evaluation. For a Hamiltonian of
𝑛 qubits, we prepare 5𝑛2 Pauli strings. In each Pauli string, we first
randomly select one integer𝑚 between 1 and 𝑛. Then we randomly
select𝑚 qubits and assign random Pauli operators to them. The
rest 𝑛 −𝑚 qubits will be assigned with the identity. Table 1 shows
the details of these benchmarks. Note that ‘Pauli #’ represents the
number of Pauli strings. We include the CNOT and single-qubit
gate counts when naively converting these benchmarks into gates
without any optimization/transformations, and neglecting mapping
overhead.

Implementation: We prototype Paulihedral in Python 3.8 (de-
noted by ‘PH’). The entire compilation flow has two stages. The
first stage is the quantum simulation program optimizations. The
baselines include the CQC t|ket⟩ compiler [50] which employs the
simultaneous diagonalization [13, 14, 17], a popular technique for
optimizing quantum simulation programs (‘TK’), and the QAOA
compiler [3ś5], an algorithm-specific compiler for unconstrained
optimization QAOA on graphs (‘QAOA compiler’). The second
stage is the generic compilation and we have two industry generic
compilers, the IBM’s Qiskit [1] at the highest optimization level 3
(‘Qiskit_L3’) and the CQC t|ket⟩ generic compiler [50] at the high-
est optimization level 2 (‘tket_O2’), The experiments are performed
on a server with a 28-core Intel Xeon Platinum 8280 CPU and 1TB
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Table 2: Compilation time and results compared with t|ket⟩ [50]

Time(s) PH+Qiskit_L3 Time(s) PH+tket_O2 Time(s) TK+Qiksit_L3 Time(s) TK+tket_O2
PH Qiskit CNOT Single Total Depth tket CNOT Single Total Depth TK Qiskit CNOT Single Total Depth tket CNOT Single Total Depth

UCCSD-8 0 9 1165 667 1832 1404 16 1282 538 1820 1415 0 17 2247 1188 3435 1975 1 1775 346 2121 1527
UCCSD-12 1 120 17322 8607 25929 17808 485 20794 6816 27610 19439 0 331 35130 16113 51243 28910 31 26713 4007 30720 21747
UCCSD-16 3 471 58441 27607 86048 55566 7300 77274 19157 96431 65749 2 1525 140932 55678 196610 107177 179 106868 11837 118705 87064
UCCSD-20 8 827 106464 54951 161415 97168 11033 128195 37972 166167 107750 4 3171 315911 123823 439734 235862 655 223106 23736 246842 179618
UCCSD-24 9 1235 126013 68258 194271 113293 33155 187653 40357 228010 156431 6 4015 383444 145586 529030 285638 944 260282 29101 289383 213557
UCCSD-28 25 2759 280514 145672 426186 258326 69940 473093 92118 565211 386285 17 8933 870722 326600 1197322 644877 3313 595631 58782 654413 482484
REG-20-4 0 1 329 108 437 161 2 311 43 354 128 0 0 1594 523 2117 762 3 1441 40 1481 710
REG-20-8 0 2 519 266 785 290 7 574 84 658 267 0 0 1985 663 2648 894 3 1726 80 1806 816
REG-20-12 0 2 694 393 1087 396 12 842 125 967 404 0 0 1893 705 2598 765 3 1675 120 1795 775
Rand-20-0.1 0 1 188 46 234 97 1 167 20 187 67 0 0 577 184 761 255 0 448 18 466 214
Rand-20-0.3 0 1 414 181 595 236 5 439 60 499 202 0 0 1539 502 2041 688 2 1355 56 1412 644
Rand-20-0.5 0 2 571 313 884 335 9 674 98 772 333 0 0 1812 622 2434 735 3 1614 93 1707 746

TSP-4 0 2 500 381 881 257 8 583 112 695 283 0 0 1006 556 1562 446 2 1207 112 1319 530
TSP-5 0 3 1093 683 1776 636 24 1457 225 1682 534 0 0 2886 1250 4136 1030 9 3057 225 3282 1249
N2 6 255 16632 11223 27855 17486 37 16002 10861 26863 17682 2 116 19762 9785 29547 21087 15 18928 9702 28630 20446
H2S 16 450 25726 17580 43306 27676 94 24813 16836 41649 28051 3 209 35248 17453 52701 36450 47 33968 17075 51043 35329
MgO 615 2489 116973 87654 204627 126259 3291 113575 78585 192160 127619 20 1840 198428 92012 290440 203064 3818 192499 85694 278193 194905
CO2 293 1656 96829 65243 162072 93679 2663 93391 61386 154777 95302 15 1182 126634 58368 185002 129697 1699 121768 56277 178045 124557
NaCl 7377 7492 316456 247630 564086 338763 28920 307038 223261 530299 342775 63 7262 626692 267424 894116 626665 87838 605201 247500 852701 599322

Ising-1D 0 0 58 29 87 6 0 58 29 87 6 0 2 508 29 537 450 0 508 29 537 450
Ising-2D 0 0 98 49 147 18 0 98 49 147 18 0 1 306 49 355 219 0 306 49 355 219
Ising-3D 0 0 118 59 177 18 0 118 59 177 18 0 1 290 59 349 188 0 290 59 349 188
Heisen-1D 0 1 87 204 291 13 0 87 190 277 13 0 1 172 176 348 100 0 169 200 369 126
Heisen-2D 0 1 216 315 531 43 0 212 284 496 47 0 1 293 239 532 89 0 293 294 587 98
Heisen-3D 0 2 305 366 671 65 0 295 335 630 67 0 2 365 271 636 118 0 364 328 692 125
Rand-30 13 1386 94222 47315 141537 70787 2329 89152 50490 139642 78429 5 779 114043 55665 169708 87196 141 108943 62158 171101 97897
Rand-40 42 4253 233266 108988 342254 166989 175842 223946 119225 343171 189856 11 1775 270928 125264 396192 199567 961 259985 142805 402790 227284
Rand-50 104 9144 470240 211605 681845 329388 55853 455607 234635 690242 379553 24 3575 533631 239379 773010 388722 5220 514235 276401 790636 447315
Rand-60 203 14007 834418 364816 1199234 575973 >72hrs N.A. 44 5930 926982 404279 1331261 666338 22096 895895 471005 1366900 768714
Rand-70 393 27849 1345439 576378 1921817 924730 >72hrs N.A. 74 9672 1476952 636284 2113236 1050970 138031 1430214 746249 2176463 1220344
Rand-80 709 39322 2033283 856105 2889388 1386577 >72hrs N.A. 116 17092 2205935 938304 3144239 1555808 285101 2138232 1104321 3242553 1811440

RAM. Note that due to the limited representation ability of t|ket⟩,
the algorithmic constraints are hard to be encoded in ‘TK’. To run
our experiments and perform a fair comparison at our best, we
relax those constraints in ‘TK’ and this relaxation allows a larger
optimization space.

6.2 Comparing with t|ket⟩ and the QAOA
Compiler

Table 2 shows the compilation time and results of the four configu-
rations of all benchmarks on the two backends. Note that ‘>72 hrs’
indicates that the ‘tket_O2’ takes over 72 hours and was shut down
in the middle. In summary, ‘PH’ outperforms ‘TK’ with substantial
gate count and circuit depth reduction while only introducing ∼ 5%

additional time (‘PH’ vs ‘Qiskit/tket’) in the entire compilation flow.
On the SC backend, ‘PH’ can reduce the CNOT, single-qubit,

total gate count, and circuit depth by 66.2% (43.3%), 53.4% (-22.7%),
62.6% (41.2%), and 60.8% (44.3%), respectively on average, compared
with ‘TK’ using ‘Qiskit_L3’ (‘tket_O2’) generic compilation. ‘PH’
can achieve such significant improvement because ‘TK’ does not
support mapping-aware optimization for general Pauli strings and
can only do a inefficient generic qubit mapping. The single-qubit
gate count increases when using ‘tket_O2’ but this does not affect
the overall improvement since the CNOT gates have much higher
error rates on the SC backend and latency and the total single-qubit
gate count is still relatively low.

On the FT backend, ‘PH’ can reduce the CNOT, single-qubit,
total gate count, and circuit depth by 38.7% (44.5%), 18.6% (3.0%),
32.8% (34.4%), and 61.7% (68.0%), respectively on average, compared
with ‘TK’ using ‘Qiskit_L3’ (‘tket_O2’). The circuit depth reduction
is significant due to the depth-oriented scheduling in ‘PH’. Our
block-wise optimization is also much effective compared with ‘TK’
strategy. The details of ‘TK’ are not public and what we can infer,
at our best, from their limited documents [13, 14, 17, 50] is that the

Table 3: Comparing with QAOA compiler [3]

PH+Qiskit_L3 QAOA_Compiler+Qiskit_L3
Benchmark CNOT Single Total Depth Time(s) CNOT Single Total Depth Time(s)
REG-20-4 329 108 437 161 0.14 394 101 495 171 6.32
REG-20-8 519 266 785 290 0.23 727 141 868 297 10.27
REG-20-12 694 393 1087 396 0.29 1020 181 1201 399 14.55
Rand-20-0.1 188 46 234 97 0.08 212 80 292 111 4.52
Rand-20-0.3 414 181 595 236 0.1 546 118 664 230 7.74
Rand-20-0.5 571 313 884 335 0.12 842 155 997 334 12.3

simultaneous diagonalization may introduce too much overhead.
For example, the ‘Ising-1D’ program has even more gates after ‘TK’.
One possible reason is that all Pauli strings in Ising-1D are mutually
commutative and it takes many additional gates to simultaneously
diagonalize all these Pauli strings.

Table 3 shows the compilation results of ‘PH’ and the QAOA
compiler [3] on the 6 MaxCut problems. We ran the QAOA com-
piler with 20 random seeds for each program and collected the
averaged compilation results. Comparing with the QAOA compiler,
Paulihedral can achieve 24.6%, 12.2%, and 3.2% reduction in CNOT
count, total gate count, and circuit depth, respectively on average,
using only 1.7% compilation time. The overhead is about 40% in
single-qubit gate count, but in QAOA the CNOT count is usually
over 3−4× higher than single-qubit gate count and CNOT error rate
is usually 10× higher on the SC backend. Therefore, ‘PH’ signifi-
cantly outperforms QAOA compiler, even though it is more general
purpose and not tailored to a single algorithm. This is because
‘PH’ employs a block-wise optimization for searching SWAPs and
the search scope is much larger than that of the QAOA compiler’s
greedy search.

6.3 Pass Option Comparison

Now we study the effect of different pass options in Paulihedral.
We first compare the two block scheduling passes.
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Table 4: Pass option effect comparison

DO vs GCO Block-Wise Compilation improvement
CNOT Single Total Depth CNOT Single Total Depth

UCCSD-8 -4.43% -1.19% -3.27% 0.72% -51.07% -51.14% -51.09% -37.93%
UCCSD-12 6.32% -8.41% 0.93% 2.37% -57.38% -55.35% -56.73% -50.06%
UCCSD-16 -2.62% -6.32% -3.84% -1.94% -59.61% -45.26% -55.90% -51.89%
UCCSD-20 -3.81% -8.55% -5.48% -6.49% -72.40% -56.43% -68.47% -67.66%
UCCSD-24 -5.25% 3.90% -2.23% -10.60% -68.72% -49.02% -63.80% -63.38%
UCCSD-28 -1.19% 5.00% 0.84% -2.34% -73.97% -56.31% -69.80% -67.22%
REG-20-4 N.A. -21.85% -6.90% -18.62% 27.78%
REG-20-8 N.A. -34.63% 1.14% -25.73% 18.37%
REG-20-12 N.A. -36.62% -12.86% -29.69% 13.79%
Rand-20-0.1 N.A. -11.74% -16.36% -12.69% 36.62%
Rand-20-0.3 N.A. -28.99% -2.16% -22.53% 26.20%
Rand-20-0.5 N.A. -38.60% -4.28% -29.67% 10.20%

TSP-4 N.A. -43.12% -12.81% -33.05% -19.18%
TSP-5 N.A. -47.53% -7.58% -37.07% -2.30%
N2 13.30% 3.13% 8.97% -7.59% -4.54% -2.93% -3.90% -6.77%
H2S 17.43% 6.24% 12.61% -3.09% -6.32% -2.94% -4.98% -8.25%
MgO 31.16% 8.51% 20.40% -0.48% -6.89% -8.17% -7.44% -9.45%
CO2 26.08% 6.43% 17.36% -8.84% -5.13% -1.34% -3.64% -6.04%
NaCl 25.03% 6.55% 16.18% -5.46% -12.18% -8.48% -10.60% -13.62%

Ising-1D 0.00% 0.00% 0.00% -93.10% 0.00% 0.00% 0.00% 0.00%
Ising-2D 0.00% 0.00% 0.00% -68.42% 0.00% 0.00% 0.00% 0.00%
Ising-3D 0.00% 0.00% 0.00% -71.43% 0.00% 0.00% 0.00% 0.00%
Heisen-1D 0.00% 0.00% 0.00% -92.57% 0.00% 7.37% 5.05% 0.00%
Heisen-2D -19.10% -12.01% -15.04% -82.30% 0.00% 3.28% 1.92% 0.00%
Heisen-3D -8.41% -13.68% -11.36% -80.83% 0.00% 1.95% 1.05% 0.00%
Rand-30 7.25% 6.95% 7.15% -9.76% -8.74% -3.53% -7.06% -29.45%
Rand-40 6.11% 5.55% 5.93% -9.46% -9.68% -2.99% -7.65% -31.80%
Rand-50 4.83% 4.98% 4.88% -9.21% -10.48% -2.19% -8.06% -33.15%
Rand-60 4.10% 4.36% 4.18% -9.30% -10.75% -1.90% -8.23% -33.44%
Rand-70 3.60% 3.79% 3.66% -8.80% -11.07% -1.63% -8.44% -33.76%
Rand-80 3.27% 3.34% 3.29% -8.70% -11.19% -1.54% -8.54% -34.17%

DO vs GCO scheduling: On the left of Table 4 we show the
difference between the depth-oriented (DO) scheduling and the
gate-count-oriented (GCO) scheduling (in Section 4). Overall, across
the 17 benchmarks on the FT backend, ‘DO’ can yield low-depth
circuits while ‘GCO’ can reduce the gate count more. The circuit
depth of DO is 46.7% (geomean) compared with that of GCO and
the gate count overhead is 5.9%, 0.64%, and 3.3% for CNOT, single-
qubit, and total gate count, respectively. For benchmarks on the SC
backend, the effect of the block scheduling is largely amortized by
mapping overhead reduction since the tested Manhattan architec-
ture has very sparse qubit connection. For the UCCSD benchmarks,
‘DO’ and ‘GCO’ share similar overall performance. For the QAOA
benchmarks, there is no difference between ‘DO’ and ‘GCO’ since
the entire kernel has only one block.

BC improvement: Our block-wise compilation (BC) passes
(in Section 5) can significantly reduce the gate count and circuit
depth. On the right of Table 4 we show the comparison between
using BC against a naive synthesis and Qiskit_L3. For the 17 bench-
marks on the FT backend, BC reduces the circuit depth, the CNOT,
single-qubit, and total gate counts by 15.5%, 6.0%, 3.1%, and 5.0%,
respectively. On the SC backend, the BC pass is even more effective
since the large mapping overhead can be greatly reduced. For the
UCCSD (QAOA) benchmarks, BC can reduce the CNOT, single-
qubit, total gate count, and circuit depth by 60% (33%), 45% (8%),
56% (26%), and 53% (−14%), respectively on average. The circuit
depth of QAOA benchmarks is increased since the BC focus more on
SWAP reduction, leading to fewer gates but deeper circuits because
the effect of SWAP reduction is relatively limited in the small-size
QAOA benchmarks.

Pauli string pattern effects: It can be observed that the effect
of the passes vary on different benchmarks. The reason is that
the Pauli strings in the benchmarks have different patterns which
can be classified into two categories based on the numbers of non-
identity operators in each Pauli string. As mentioned in Section 2, a
Pauli string with more non-identity operators onmore qubits will in
general be converted to a larger circuit block involving more qubits
and gates. The first category includes the molecule Hamiltonians,
the random Hamiltonians, and the UCCSD. In these Hamiltonians,
many Pauli strings have non-identity operators on various numbers
of qubits (up to all qubits). The second category includes the Ising,
Heisenberg, and the selected QAOA benchmarks, of which the
Hamiltonians only have Pauli strings with non-identity operators
on at most two qubits. Such a difference in the operator distribution
affects the compilation results.

On the FT backend, benchmarks in the first category (molecule
and random Hamiltonians) benefit more from the BC optimizations
since Pauli strings with more non-identity operators have larger
potential in gate cancellation and depth reduction. Benchmarks in
the second category (Ising and Heisenberg) cannot benefit from
BC since those Pauli strings with only two non-identity opera-
tors can only be synthesized in a single way and there is no space
BC can explore to further reduce the gate count and circuit depth.
However, these benchmarks can benefit a lot from DO. GCO turns
out to be inefficient in both gate count and circuit depth for them
because GCO cannot create gate count reduction while DO can
create additional single-qubit gate reduction opportunities between
consecutive layers by putting many small-size blocks in one layer.
On these benchmarks, DO completely outperforms GCO with on
average 84.2% circuit depth reduction and 7.5% total gate count
reduction. Similarly on the SC backend, the BC improvement on the
UCCSD benchmarks (first category) is also more significant com-
pared with the QAOA benchmarks (second category) because more
gate can be cancelled and more SWAPs in the mapping overhead
can be eliminated when the tree sizes are large for Pauli strings
with more non-identity operators.

6.4 Pass Benefit Breakdown

To show the separate effect of scheduling passes and optimization
passes, we prepare breakdown experiments on four benchmarks
(two random Hamiltonian RAND-40 and RAND-50, two molecule
Hamiltonians N2 and H2S). Their information is in Table 1. We
have four configurations by combining two ordering options and
whether to apply block-level optimizations. The baseline order is
the original order of the problem Hamiltonians, which for RAND-
40 and -50 is random and for N2 and H2S is determined by the
Hamiltonian generation module in PySCF [54] (which is based
on ordering the electron orbitals from low energy to high energy
level). The DO order is the depth-oriented order in Section 4.2. ‘BC’
means that the block-level optimization in Section 5.1 is applied.
All configurations are followed by Qiskit Level 3 optimization by
default. The following table shows the CNOT gate count, single-
qubit gate count, circuit depth, and their corresponding reduction
percentage of each configuration compared to the ‘Baseline order’.

In Table 5 we can find that both the DO order and the BC have
substantial contributions to the final CNOT/single-qubit gate count
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Table 5: Benefit breakdown of the block ordering and block-

wise optimization passes

Benchmark Metric Baseline order Baseline order + BC DO order DO order + BC

RAND-40

CNOT 313011 279165 (-10.8%) 259477 (-17.1%) 234264 (-25.1%)
Single 157853 149234 (-5.5%) 143686 (-9.0%) 131302 (-16.8%)
Depth 275175 188267 (-31.6%) 245675 (-10.7%) 168003 (-38.9%)

RAND-50

CNOT 613714 548499 (-10.6%) 529220 (-13.8%) 474999 (-22.6%)
Single 300955 283647 (-5.8%) 279465 (-7.1%) 255104 (-15.2%)
Depth 529844 360004 (-32.1%) 490793 (-7.4%) 329169 (-37.9%)

N2

CNOT 36484 23371 (-35.9%) 17423 (-52.2%) 15981 (-56.2%)
Single 20124 14713 (-26.9%) 11557 (-42.6%) 11366 (-43.5%)
Depth 42525 25216 (-40.7%) 18749 (-56.0%) 16788 (-60.5%)

H2S

CNOT 61127 38213 (-37.5%) 27752 (-54.6%) 24792 (-59.4%)
Single 32885 24173 (-26.5%) 18154 (-44.8%) 17307 (-47.4%)
Depth 70618 40985 (-42.0%) 30430 (-56.9%) 26581 (-62.4%)

and circuit depth reduction. Averaging over the results of the four
selected benchmarks, the effect of BC is 69% of that of DO order
scheduling in CNOT reduction, 65% in single-qubit gate reduction,
and 1.62x in circuit depth reduction.

6.5 Real System Study

Finally, we evaluate ‘PH’ on IBM’s 16-qubit Melbourne chip with
8 QAOA MaxCut programs. We generate 4 regular graphs of 7 to
10 nodes with 4 edges per node (‘REG-n(7-10)-d4’), and 4 random
graphs of 7 to 10 nodes with edge probability 0.5 (‘RD-n(7-10)-
p0.5’). We prepare 1-level QAOA circuits on these graphs and then
optimize the parameters in the simulator. Those circuits with the
optimized parameters are then evaluated on the Melbourne chip
(40960 shots per circuit). The baseline is ‘Qiskit_L3’ with the Pauli
strings ordered by iterating over the adjacency matrix (Qiskit de-
fault configuration).

Figure 11 shows the improvement of the success probability
after applying ‘PH’ optimizations. The ‘Estimated Success Probabil-
ity’ (ESP), a widely used metric in guiding the compiler optimiza-
tion [39, 44, 57], is a theoretical estimation of the success probability
based on the program and the hardware noise model. The ‘Real Sys-
tem Success Probability’ (RSP) is the number of trials with correct
measurement results divided by the total number of trials when
executing on the real machine. Applying ‘PH’ can improve the ESP
by 2.11× on average (up to 3.00×) based on the noise model of the
tested device, by reducing the CNOT count and circuit depth by
15.1% and 36.2%, respectively on average. On the real machine, ‘PH’
can improve the RSP by 1.24× on average (up to 1.87×). There is a
gap between the results from ESP and RSP because the noise model
only provides limited hardware information. We expect that the
compilation can be further improved with more detailed hardware
models.

Table 6 shows the detailed compilation results onto the IBM’s
16-qubit Melbourne chip It can be observed that Paulihedral op-
timization leads to significant reduction in both gate count and
circuit depth. More importantly, the reduction grows as the bench-
mark size increases, showing that Paulihedral will be more effective
on larger size input programs. Such reduction can be turned into
the final success probability improvement. We show the absolute
success probabilities and the relative improvement in the second
table. We can also observe that there is a significant difference be-
tween regular graphs and random graphs. This is because regular
graphs have some symmetries and the solution space (the number
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Figure 11: Success Probability Improvement for QAOA on

IBM’s 16-qubit Melbourne Chip

Table 6: Detailed compilation results onto IBM Melbourne

Qiskit Paulihedral+Qiskit
Metric CNOT Single Depth RSP CNOT Single Depth RSP

REG-n7-d4 45 218 86 23.81% 43 131 56 27.50%
REG-n8-d4 78 202 100 10.97% 66 170 78 12.89%
REG-n9-d4 86 247 113 22.05% 67 124 70 24.69%
REG-n10-d4 122 238 114 10.22% 70 134 72 19.08%
RD-n7-p0.5 35 149 64 0.67% 40 82 39 0.85%
RD-n8-p0.5 68 166 102 0.09% 61 94 59 0.13%
RD-n9-p0.5 76 209 107 0.37% 71 126 67 0.42%
RD-n10-p0.5 141 314 174 0.08% 93 211 106 0.09%

of valid solutions) is much larger than that of random graphs (that
is, the number of valid solutions are larger). This makes QAOA on
regular graphs much more noise tolerant. The low absolute success
probability comes from the fact that the Melbourne chip is an old
device with higher error rates. But it is the only publicly accessible
chip with 14 qubits and all other public devices are of 5-7 qubits.

7 DISCUSSION

It would be always desirable to have more effective quantum com-
piler optimizations to fully exploit the potential of quantum com-
puting. One common approach is to model the hardware more
precisely (e.g., from coarse-grained gate count [30, 49, 64] to inde-
pendent non-uniform gate error [39, 58], then correlated crosstalk
error [41], and finally low-level pulse optimizations [12, 22]). The
compiler can naturally exploit more potential from the hardware
with more detailed hardware information.

Different from these compiler innovations that are mostly driven
by the underlying technologies, Paulihedral takes another approach
which is to enable deeper compiler optimizations by leveraging the
algorithmic properties of the high-level quantum programs. Rela-
tively little attention has been given to this direction because 1) it is
exceedingly difficult to extract useful high-level semantics from the
gate-sequence representation in today’s compiler infrastructures,
and 2) scalable yet effective static analysis of quantum programs
is also very hard as the size of the operation matrices grows expo-
nentially with the number of qubits. We believe that these are two
critical yet difficult open problems in the future development of
quantum compiler/software infrastructure since they prevent the
compiler from automatically detecting high-level and large-scale
optimization opportunities.

Paulihedral tackles these two problems for the quantum simu-
lation kernel, a widely used subroutine, and thus can benefit the
compiler optimization for many quantum algorithms. In particular,
we define a new Pauli IR which can capture the high-level semantics
of simulation kernels. The domain knowledge of quantum simula-
tion can thus be exploited by the compiler automatically, yielding
optimizations that are hard to be implemented in the conventional
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gate-based representation. We then design several new compiler
passes, all of which are scalable block-wise circuit transformations
since the analysis on Pauli strings can be efficiently handled by clas-
sical computers. The evaluation in this paper has covered a wide
range of quantum simulation kernels and we expect that Pauli-
hedral will continue to benefit future quantum algorithms since
the quantum simulation has been a long-living algorithm design
principle in the last few decades.

Looking forward, although Paulihedral is designed from an al-
gorithmic perspective, it can incorporate those technology-driven
optimizations. In this paper, we have supported two different back-
ends with two technology-dependent optimization passes targeting
different objectives and hardware constraints. These passes can
also be further optimized once we have a deeper understanding
of the quantum devices and come up with more comprehensive
hardware models. Paulihedral can be further extended to other
quantum architectures (e.g., ion-trap-based architectures [40, 63],
photonics [7]) by adding new optimization passes.

It is also possible to make Paulihedral more intelligent by auto-
matically managing the passes based on the input program charac-
teristics. Currently Paulihedral has four passes and we have already
observed that the different Pauli string patterns can affect the fi-
nal improvement under different pass configurations as discussed
in Section 6. In the future, more passes can be included to cover
more backends, error resources, architectural constraints, and opti-
mization objectives. How to automatically select the most suitable
combination of passes from a pool of compiler passes is worth to
explore.

Finally, the idea of quantum algorithmic compiler can be ex-
tended to other promising quantum algorithm domains. There
are several other important common techniques in quantum al-
gorithm design (e.g., quantum phase estimation [43], amplitude
amplification [8]) and promising quantum application domains
(e.g., quantum machine learning [34]). How to design new pro-
gramming languages to maintain the high-level semantics of these
programs and then propose corresponding algorithmic compiler
optimizations is still an open problem which can be left as future
work.

8 RELATED WORK

Paulihedral is a compiler framework with a new IR abstraction
and deeper optimizations for general quantum simulation kernels.
We first review the program representation and optimizations in
quantum compilers. Then we discuss existing optimizations for
quantum simulation programs.

IR in quantum compilers:Modern classical compilers employ
multiple IRs (e.g., control flow graph, static single assignment) from
high level to low level and different optimizations are applied on dif-
ferent IRs. Today’s quantum compilers [1, 6, 27, 38, 50], on the other
hand, are mostly built around low-level representations [15, 28, 51],
which makes it difficult to extract high-level information about
the semantics of the algorithm and discover non-commutative yet
semantics-preserving re-orderings. The most recent version of open
quantum assembly language (OpenQASM) [16] recognizes the need
for higher-level semantics such as control, inverse, and power op-
erations, but is still incapable of representing Pauli-level semantics

which are prevalent in quantum simulation kernels. As we have
shown, our Pauli IR can carry high-level semantics through multi-
ple optimization stages, encode all known algorithm constraints,
and is compatible with further low-level optimizations by these
tools.

Quantum compiler optimizations: The state-of-the-art quan-
tum compilers [1, 51] usually have multiple passes to execute differ-
ent optimizations, (e.g., circuit rewriting [53], gate cancellation [42],
template matching [37], qubit mapping [39]). These passes applied
on the low-level gate sequences usually only rewrite the circuit
locally on very few qubits or gates every time and only focus on
one optimization objective in each pass. Different from these op-
timizations, all passes in Paulihedral performance program trans-
formations at a much larger scope in a scalable way and multiple
optimization opportunities can be reconciled because the high-level
algorithmic information is leveraged. This makes Paulihedral opti-
mizations more effective than simply combining those small-scale
single-objective passes.

Optimizations for simulation algorithms: One common op-
timization technique is to group the Pauli strings into sets of mutu-
ally commutative strings and then apply simultaneous diagonaliza-
tion [13, 14, 17, 61]. This technique, adopted by t|ket⟩ [13, 14, 17, 50],
can simplify the circuit inside each set while the simultaneous di-
agonalization step introduces substantial overhead before and after
the circuit of each set, limiting the overall optimization perfor-
mance. Some other works [3, 23, 25, 31, 32, 48, 56, 62] explore the
simulation program optimization or synthesis but these works are
mostly ad-hoc, limited to specific algorithms/architectures, and not
easily generalizable to a broader range of programs and employed
by a compiler infrastructure. In Paulihedral, the Pauli IR’s recursive,
block-wise structure can support simulation kernels in all related
algorithms, as far as we know. And our optimization algorithms
have been shown to be much more effective in the evaluation above.

9 CONCLUSION

We propose Paulihedral, an algorithmic quantum compiler target-
ing the quantum simulation kernel, a subroutine widely used in
many quantum algorithms. Paulihedral enables deep compiler op-
timizations by defining a new Pauli-string-based IR, which can
encode high-level algorithmic information and constraints of many
seemingly different quantum algorithms in a unified manner. All
follow-up optimizations in Paulihedral operate at a large scope with
good scalability and can reconcile multiple optimization opportuni-
ties. Paulihedral can be extended to different backends by adding
or modifying technology-dependent passes. Comprehensive exper-
imental results show that Paulihedral can significantly outperform
state-of-the-art quantum compilers with more effective, scalable
optimizations and better reconfigurability.
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A ARTIFACT ABSTRACT

The artifact contains the source code of the Paulihedral compiler
and other necessary code scripts to reproduce the key results (Ta-
ble 2, 3, and 4) and compare with the baselines in our evaluation.
The hardware requirement is a regular X86 server/laptop but the
memory size may limit the size of the benchmark that can be com-
piled. The IBM Melbourne device used in our evaluation has just
retired and the related results cannot be reproduced. But we still
keep the original script of that experiment for your reference. The
software dependencies only contain common software packages.
We also provide our benchmark generation script and have pre-
generated all benchmarks used in our evaluation. Note that for
Table 3 the results are averaged over 20 randomly generated graphs
per benchmark. While in our artifact, we show the result of one
random seed and a slight deviation is expected.

B ARTIFACT CHECKLIST

• Language: Paulihedral has a new intermediate representa-
tion (IR), Pauli IR, which is implemented by a 2-dimensional
Python list in this artifact. Examples can be found in ‘Pauli-
hedral.ipynb’.

• Algorithm: Paulihedral has four core algorithms.
ś Gate-count-oriented scheduling (Section 4.1) is the func-
tion ‘gate_count_oriented_scheduling’ in ‘parallel_bl.py’.

ś Depth-oriented scheduling (Section 4.2) is the function
‘depth_oriented_scheduling’ in ‘parallel_bl.py’.

ś Block-wise optimization on fault-tolerant backend (Sec-
tion 5.1) is in function ‘block_opt_FT’ in ‘synthesis_FT.py’.

ś Block-wise optimization on superconducting backend (Sec-
tion 5.2) is in function ‘block_opt_SC’ in ‘synthesis_SC.py’.

• Benchmarks: The benchmarks are the Pauli IR programs
of the simulation kernels listed in Table 1.

• Runtime environment: Python, Jupyter Notebook.
• Disk space required: 10 GB is sufficient for the artifact and
all software dependencies.

• Hardware: Intel CPU, Memory size depending on the bench-
mark size (the largest benchmarks can be processed with 1T
RAM).

• Experiments: Compiling the Pauli IR programs using Pauli-
hedral and follow-up generic quantum compilers.

• Time to prepare workflow: 10 minutes
• Time to complete experiments: The approximate execu-
tion time for each benchmark under different configurations
can be found in Table 2. It will take hundreds of CPU hours
to fully reproduce all results in Table 2, 3, and 4.

• Output:The output of the compilation is the quantum circuit
containing CNOT gates and single-qubit gates only.

• Metrics:We consider the following metrics in the output
ś Number of single-qubit gates
ś Number of CNOT gates
ś Number of all gates
ś Circuit depth
ś Execution time
All these metrics can be directly counted from the output
quantum circuit.

• Publicly available: Yes

• Code license: Apache License 2.0
• Workflow frameworkused: Jupyter notebook, Qiskit, t|ket⟩
• Archived repo: https://zenodo.org/record/5780204
• DOI: 10.5281/zenodo.5748398

C DESCRIPTION

C.1 How to Access

The artifact is available at the following Zenodo link https://zenodo.
org/record/5780204 with DOI 10.5281/zenodo.5780204. You can
download the zip file and then decompress it.

C.2 Hardware Dependencies

A regular server with Intel CPUs can run our artifact while the
amount of RAM may limit the size of benchmarks that can be
executed. In our experiments, we use 1T RAM to execute all bench-
marks. If you do not have enough RAM, it is possible that the large
benchmarks like ‘NaCl’ and ‘Rand-80’ are not executable due to
out of memory. Note that in Section 6.4, we have real system exper-
iments on IBM’s Melbourne device. This device has permanently
retired and is not longer accessible. So we are not able to reproduce
the results in Figure 11.

C.3 Software Dependencies

The artifact in implemented in Python 3.8.12. We require Qiskit
and t|ket⟩. In our experiments, we use Qiskit 0.23.5 and t|ket⟩ ver-
sion 0.11.0. while other versions may or may not work. These two
frameworks requires numpy 1.20.0. We also need jupyter note-
book, which can installed from Anaconda, since we prepare the
file ‘Paulihedral.ipynb’ that contains scripts to automatically and
interactively reproduce the results in Table 2, 3, and 4 for easy
validation. See ‘README.md’ for installing the software depen-
dencies. Note that the PySCF version must be 1.7.6. The QAOA
compiler used in our evaluation (Section 6.2, Table 3) is down-
loaded from https://github.com/mahabubul-alam/QAOA-Compiler
and has already been integrated in this artifact (in the folder ‘QAOA-
Compiler’). The QAOA compiler requires networkx 2.5.0 and com-
mentjson 0.9.0. The list of dependencies can be found in ‘require-
ments.txt’.

C.4 Benchmarks

The benchmarks can be generated using the file ‘gene_benchmark.py’.
We have pre-generated all benchmarks used in our evaluation and
they can be found in benchmark/data. You can also generate Pauli IR
programs from you own Hamiltonians/applications following the
format in the example in the first code block in ‘Paulihedral.ipynb’.

D INSTALLATION

To use our artifact, you can first download the repo to your lo-
cal machine. Then you can install the software dependencies by
running the command:

p ip i n s t a l l − r r equ i r emen t s . t x t
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E EVALUATION AND EXPECTED RESULTS

After you download the artifact and install all software dependen-
cies, you can open the jupyter notebook file ‘Paulihedral.ipynb’. The
first code block will demonstrate an example of a Pauli IR program.
Note that we just set all the rotation angles in the center Rz gates
to ‘1.0’. The Rz gates will not be affected in the entire compilation
flow. The second, third, and fourth code blocks will automatically
reproduce the results in Table 2, 3, and 4, respectively. The results
are printed out directly. Note that the results in Table 3 are aver-
aged over 20 randomly generated graphs per benchmark. While in
our artifact, we show the result of one random seed. Therefore, a
slight deviation is expected. Note that the execution time cannot
be perfectly reproduced because your local machine configurations
can be different from the server we used in our evaluation while
the trend should remain the same.

Since reproducing all the results are very time consuming (hun-
dreds of CPU hours on a server), we add an option in ‘config.py’
so that small-size experiment results can be reproduced quickly. In
‘config.py’, if you set ‘test_scale’ to ‘full’, then the code will run all
benchmarks; if you set ‘test_scale’ to ‘small’, then the code only
run small benchmarks, which will take about a few CPU hours on
a MacBook. By default, ‘test_scale’ is set to ‘small’.

We also attach our code (in file ‘real_system.py’) for experiment
on the IBM devices. This script can print out the compilation results
when compiling the QAOA programs onto the IBMMelbourne chip.
However, since the IBM Melbourne chip used in this paper is no
longer available, the real system execution results in Figure 11
cannot be reproduced. You can change the device to other available
IBM devices in the script.
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