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ABSTRACT

Quantum error correction (QEC) is the central building block of
fault-tolerant quantum computation but the design of QEC codes
may not always match the underlying hardware. To tackle the
discrepancy between the quantum hardware and QEC codes, we
propose a synthesis framework that can implement and optimize
the surface code onto superconducting quantum architectures. In
particular, we divide the surface code synthesis into three key sub-
routines. The first two optimize the mapping of data qubits and
ancillary qubits including syndrome qubits on the connectivity-
constrained superconducting architecture, while the last subroutine
optimizes the surface code execution by rescheduling syndrome
measurements. Our experiments on mainstream superconducting
architectures demonstrate the effectiveness of the proposed syn-
thesis framework. Especially, the surface codes synthesized by the
proposed automatic synthesis framework can achieve comparable
or even better error correction capability than manually designed
QEC codes.

CCS CONCEPTS

· Computer systems organization → Quantum computing; ·
Software and its engineering → Compilers.
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1 INTRODUCTION

Quantum hardware has made significant progress over the past
decade, with the first demonstration of quantum supremacy in
2020 [2]. Among various quantum hardware technologies [3, 16,
26, 31], the superconducting (SC) qubit is currently one of the most
promising candidates for building quantum processors [13, 38] due
to its low error rate, single qubit addressability, manufacturing
scalability, etc. Many of the latest quantum computers adopt SC
technology, such as IBM’s 65-qubit heavy-hexagon-architecture
chip [49], Rigetti’s 32-qubit octagonal-architecture device [21], and
Google’s 54-qubit square-architecture processor [2].

The low error rate of SC quantum processors makes them ideal
platforms for quantum error correction (QEC) [5, 7, 19, 41, 43, 44],
thus enabling fault-tolerant (FT) quantum computation. Among
various QEC codes, the surface code [19] is a popular choice due
to its high tolerance of physical error rates (up to 1%). This makes
surface codes one of the most viable QEC options for demonstrating
near-term FT quantum computation.

With off-the-shelf surface code arrays, many recent research
efforts have been devoted to improving the efficiency of FT quantum
computation, ranging from compilation [15, 39], communication
scheduling [25, 27], tomicro-controller design [46]. All these studies
are based on a nontrivial assumption: we have found a scalable
way to build logical qubits with the surface code family on existing
quantum devices, in particular SC devices.

However, implementing surface codes on SC devices is complex
in itself as error detection relies on sophisticated circuits. Surface
codes divide physical qubits into data qubits and syndrome qubits,
with syndrome qubits detecting the errors of neighboring data
qubits through measurement circuits [19]. In surface code, the im-
plementation of measurement circuits requires a qubit structure
of 2D-lattice, with each qubit coupled to four neighbors [19]. Such
an architecture is not readily available on many latest SC quantum
processors [21, 49]. This is because dense architectures like the
2D-lattice would lead to a high physical error rate and low yield
rate [35].

Previous works attempt to address the connectivity gap between
surface codes and sparsely connected SC devices either by adapting
architectures with tunable couplings [26] or by designing device-
dedicated QEC codes [10]. Nevertheless, the former method is ex-
pensive and may introduce additional device noise, while the latter
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method is not automated. A third attempt is to treat the measure-
ment circuits of the surface code as ordinary quantum circuits and
compile them to sparse SC architectures with existing quantum
compilers [17, 34, 36, 42, 45, 47, 48, 50]. Unfortunately, generic com-
pilers are not suitable for compiling surface codes. Firstly, they
don’t distinguish data qubits from other qubits. Those compilers
may move data qubits frequently, making it hard to apply logical
operations which assume a fixed data qubit layout [19]. Secondly,
the SWAP gates they use to overcome the connectivity gap make
the compiled measurement circuits more error-prone, compared to
specialized measurement circuits [10, 32] which do not use SWAP
gates. Finally, they only focus on gate-level optimization and do not
account for the parallelism between measurement circuits enabled
by a specific execution order [19].

To address problems of existing methods, we propose the first
automatic synthesis framework Surf-Stitch which specializes in
stitching the surface code family to various SC quantum devices.
With specialized measurement circuits [10, 32] as the backend, our
framework overcomes three key challenges of the surface code
synthesis, which remain unexplored by existing works. The first
is the allocation of data qubits. If the data qubits of a measurement
circuit are far apart from each other, we would need many ancillary
qubits to help detect their errors. Conversely, if they are too close,
there will not be enough room for the syndrome qubit. The second
is the construction of measurement circuits. Measurement circuits
should be small as large circuits are error-prone and hurt the error
detection accuracy of the surface code. Besides, large measurement
circuits may contend for ancillary qubits. Such resource conflicts
would destroy the parallelism of error detection. The third is the ex-
ecution order of measurement circuits. We should exploit parallelism
between measurement circuits as much as possible, to shorten the
error detection cycle and reduce the decoherence error.

Our framework decouples the solution space of the identified
key challenges with a modular optimization scheme that includes
three stages. Firstly, we optimize the allocation of data qubits as
they are the key to gluing measurement circuits together. We search
for data qubits over rectangular device blocks since the measure-
ment circuit is exactly shaped by a rectangle [19]. We require each
rectangular block to be the smallest possible, for a compact data
qubit layout and potential small measurement circuits. Secondly,
we optimize measurement circuits for the allocated data qubits. The
goal is to keep them small and minimize the conflict between them
if possible. To achieve the goals, we constrict each measurement
circuit within rectangular blocks of zero overlapping areas and then
adopt two heuristics to find small circuits. Finally, we optimize the
execution order of measurement circuits as the conflict between
them is sometimes inevitable. We observe that the error detection
cycle can be reduced by executing large measurement circuits to-
gether. Therefore we propose a procedure to find and execute large
circuits that do not have resource conflicts in parallel.

We evaluate the proposed synthesis framework by comparing it
with manually-designed QEC codes [10]. The results show that the
surface codes synthesized by our framework can achieve equivalent
or even better error correction capability. This result is inspiring as
it unveils the possibility that automated synthesis can surpass man-
ual QEC code design by experienced theorists. We also investigate
our framework on various mainstream SC quantum architectures

to demonstrate its wide applicability. Surf-Stitch would be of great
interest to both QEC researchers and quantum hardware designers.
Theorists will have a baseline to compare with when designing
novel QEC codes. Hardware researchers can identify inefficient
architecture designs for the surface code with Surf-Stitch.

Our contributions in this paper are summarized as follows:

• We systematically formulate the surface code synthesis prob-
lem on SC quantum devices for the first time and identify
three key challenges: data qubit allocation, measurement
circuit construction, and syndrome measurement schedule.

• We propose the first automatic synthesis framework that
addresses the identified challenges step by step, with insights
extracted from surface codes and SC quantum architectures.

• Our evaluation demonstrates the effectiveness of the pro-
posed framework by the comparison to manually designed
QEC codes and a comprehensive investigation of Surf-Stitch
on various mainstream SC quantum architectures.

2 BACKGROUND

In this section, we introduce key concepts for understanding the
implementation requirements of surface codes [4, 5, 14]. We do not
cover the basics of quantum computing but recommend [37] for
reference.

2.1 Surface code basics

Quantum computation is fragile without error correction. Informa-
tion in qubits can be easily distorted by the decoherence error [37].
The imprecise quantum operation and erroneous quantum mea-
surement further worsen the situation [37]. To ensure fault-tolerant
quantum computation, various QEC codes [5, 7, 19, 41, 43, 44] are
proposed. In these QEC codes, the surface code is among the most
popular ones due to its excellent error correction capability [19].
We introduce the basics of surface codes as follows.

Figure 1: Common components of the surface code. (a) The

surface code latticewith data qubits (blue dots) and syndrome

qubits (red dots). (b) Z-type syndrome extraction and its cir-

cuit. (c) X-type syndrome extraction and its circuit.

Data and syndrome qubits: The surface code encodes a logical
qubit in a 2D lattice of physical qubits, as shown in Figure 1(a). The
physical qubits in the code lattice can be divided into two types:
data qubits and syndrome qubits, denoted as blue and red dots,
respectively in Figure 1(a). The encoded logical information is stored
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in data qubits. Error information on data qubits can be extracted
by measuring the syndrome qubit (a.k.a measurement qubit). Each
syndrome qubit is coupled with its (up to) four neighboring data
qubits, using the syndrome extraction circuit (a.k.a measurement
circuit) shown in Figure 1(b)(c) to gather the error information on
data qubits.

Pauli operator and stabilizer: In surface codes, the relationship
between a syndrome qubit and its neighboring data qubits is repre-
sented by the product of Pauli operators (a.k.a Pauli string [37]), as
shown in Figure 1(a) where Pauli operators are labeled on the edges
between data qubits and syndrome qubits. For each syndrome qubit,
the Pauli string on its edges can be in one of two possible patterns.
The first one (Z-type) is shown in Figure 1(b). The connections
between the center syndrome qubit and the four data qubits are
all labeled by the operator 𝑍 , and together they are represented by
the Pauli string 𝑍𝑎𝑍𝑏𝑍𝑐𝑍𝑑 . The second one (X-type) as shown in
Figure 1(c) is similar, except that all connections are labeled by the
operator 𝑋 , together represented by the Pauli string 𝑋𝑎𝑋𝑏𝑋𝑐𝑋𝑑 .

For these two different patterns, we would have correspond-
ing syndrome extraction circuits to detect errors on data qubits
(shown on the right side of Figure 1(b)(c)). Syndrome extraction
circuits in Figure 1(b)(c) project the state of data qubits {𝑎, 𝑏, 𝑐, 𝑑}
onto the eigenstates of corresponding Pauli strings, which are also
referenced by stabilizers [22] in the context of QEC. Syndrome ex-
traction is thus known as the stabilizer measurement [6]. Without
ambiguity, we use the stabilizer notation to represent the syndrome
extraction circuit. We denote the stabilizer 𝑍𝑎𝑍𝑏𝑍𝑐𝑍𝑑 (𝑋𝑎𝑋𝑏𝑋𝑐𝑋𝑑 )
with 𝑍𝑎𝑏𝑐𝑑 (𝑋𝑎𝑏𝑐𝑑 ) for simplicity.

Error detection: Surface codes can detect Pauli X- and Z-errors
on data qubits with Z- and X-type stabilizer measurement circuits,
respectively. Errors on a data qubit can affect the measurement
results of stabilizers associated with it. In an error detection cycle,
the surface code would run all stabilizer measurements once and
collect the measurement results. With these results, a surface code
error correction protocol can infer what errors have occurred in
the code lattice and apply corrections accordingly. For more details,
please refer to [19].

Figure 2: Code distance and the compact lattice. (a) Logical

operations of the distance-3 surface code. (b) Inside the ro-

tated rectangle (dashed brown line) is a compact surface code

lattice with the same code distance as in (a).

Figure 3: Z-type stabilizer measurement circuit synthesis.

(a) The connected graph of data qubits (blue) and ancillary

qubits (red). Qubit 𝑠 is the syndrome qubit. (b) The synthe-

sized stabilizer measurement circuit that is executable on the

connected graph in (a).

Code distance: The error correction capability of the surface
code is related to the code distance [7, 30], which is defined as the
minimum number of physical qubits that support the logical X or
Z operation on the encoded logical qubit (denoted by 𝑋𝐿 or 𝑍𝐿 in
Figure 2). Usually, surface codes with larger code distances can
correct more complex errors, but their implementation overhead is
also higher. Figure 2(a) shows the logical operations in a distance-3
surface code. Figure 2(b) indicates that a more compact surface code
lattice can be obtained without changing the code distance. In this
paper, we focus on the rotated surface code [24] in Figure 2(b).

2.2 SC hardware and stabilizer measurement

The low error rates and fast operation speed of SC qubits make
it an ideal platform for implementing surface codes that require
high-fidelity quantum operations and short stabilizer measurement
latency to detect data qubit errors in time. However, the average
node (qubit) degree of the SC quantum device is usually kept low
(< 3) to reduce frequency collisions and crosstalk errors in the de-
vice [10]. This means many SC processors have limited connectivity
between qubits and we may not have enough four-degree qubits to
synthesize the surface code lattice in Figure 2(b).

The first step of the surface code synthesis is to implement each
stabilizer measurement. To map a single stabilizer measurement
circuit to the sparsely-connected SC device, various methods have
been proposed, such as the degree-deduction technique [10], and the
flag-bridge circuit [8, 9, 12, 32]. Once data qubits and the required
ancillary qubits (including the syndrome qubit) for the stabilizer
measurement are specified, those methods can generate correspond-
ing measurement circuits executable on SC devices. Figure 3 shows
the generated flag-bridge circuit for the stabilizer 𝑍𝑎𝑏𝑐𝑑 with a tree
of ancillary qubits {𝑒, 𝑠, 𝑓 }. These ancillary qubits are also called
bridge qubits, and the tree they form is called the bridge tree. Here
we set qubit 𝑠 as the tree root, which acts as the syndrome qubit for
𝑍𝑎𝑏𝑐𝑑 , collecting error information from data qubits {𝑎, 𝑏, 𝑐, 𝑑}. The
construction of the flag-bridge circuit consists of five components:

1) Initialization: bridge qubits except the tree root 𝑠 are initialized
to |+⟩ while 𝑠 is initialized to |0⟩.

2) Encoding circuit: Starting from 𝑘 = 1 (i.e., from the root 𝑠), for
each node at the 𝑘-th level of the bridge tree, we add one CNOT
gate from this node to its parent node in the encoding circuit.
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Figure 4: A motivating example for synthesizing a (rotated) distance-3 surface code. (a) An SC device based on the hexagon

structure. (b) A bad data qubit layout where the stabilizer 𝑋𝑖𝑑 𝑓 𝑒 cannot be measured. (c) A promising data qubit layout that

ensures all stabilizer measurements. (d) An example of resolving the bridge tree conflict.

3) Coupling circuit for data qubits: We couple data qubits in a
zigzag way with leaf bridge qubits instead of the tree root to respect
the device connectivity limitation.

4) Decoding circuit: The decoding circuit is the mirror of the en-
coding circuit. Those two circuits together ensure the fault tolerance
of the stabilizer measurement.

5) Measurements: The tree root is measured on the Z basis while
other ancillary qubits are measured on the X basis. The measure-
ment results on the X basis can be used to detect Pauli Z errors on
ancillary qubits.

Other stabilizer measurement circuits can be constructed in a
similar way. For more details, please refer to Lao et al. [32].

Methods discussed in this section only solve the low-level circuit
generation problem of one stabilizer measurement, far from tack-
ling the overall surface code synthesis, where we need to answer
the following questions: how to allocate data qubits of the surface
code on physical devices? how to decide the ancillary qubits for
each stabilizer measurement? how to determine the order of stabi-
lizer measurements when some measurement circuits need to be
executed sequentially?

Our framework aims exactly at the overall surface code synthesis
and uses the low-level measurement circuit synthesis methods in
this section as backends.

3 PROBLEM FORMULATION

In this section, we first formulate the problem of synthesizing sur-
face codes onto SC quantum processors and then introduce the
optimization opportunities.

We consider implementing the (rotated) surface code in Fig-
ure 2(b) on a quantum device with the hexagon architecture (Fig-
ure 4(a)) [10]. In this hexagon device, each qubit connects to at most
three other qubits. This imposes a challenge to synthesizing stabi-
lizer measurement circuits of the surface code since a syndrome
qubit in either an X- or Z- type stabilizer measurement should
connect to four data qubits (see Figure 1(b)(c)). As in Figure 3, we
can overcome the connectivity limitation of this SC device with

specialized measurement circuits [10, 32] as long as the data qubits
and the bridge tree for each stabilizer measurement are determined.
While deciding the data qubits and the bridge tree for one stabilizer
measurement is easy, deciding them for all stabilizer measurements
and making the implemented measurement circuits work together
are challenging tasks in the overall surface code synthesis.

In this section, we formulate the surface code synthesis problem
into three key stages: data qubit allocation, measurement circuit
construction, and stabilizer measurement schedule. Since the mea-
surement circuit is determined once the bridge tree is selected, we
would refer to the second stage as bridge tree construction in the
rest of the paper.

We briefly introduce the objectives and the design considerations
of each stage as follows.

Data qubit allocation: We choose to allocate and fix the position
of data qubits first as data qubits are the key to gluing stabilizer
measurement circuits together. Once allocated, the location of data
qubits should not be changed, otherwise, the logical operations
designed for a fixed data qubit layout [19] would be invalidated.
The layout of data qubits affects the execution of stabilizer measure-
ments. As an example, we synthesize the distance-3 surface code in
Figure 2(b) with two data qubit layouts in Figure 4(b) and Figure 4(c).
In Figure 4(b), the stabilizer𝑋𝑖𝑑 𝑓 𝑒 cannot be measured without mov-
ing data qubits and inserting SWAP gates, which are not allowed to
avoid error proliferation. In contrast, all stabilizer measurements
(𝑋𝑎𝑏ℎ𝑖 , 𝑋𝑖𝑑 𝑓 𝑒 , 𝑋𝑓 𝑔, 𝑋𝑏𝑐 , 𝑍𝑏𝑐𝑖𝑑 , 𝑍ℎ𝑖𝑔𝑓 , 𝑍𝑎ℎ, 𝑍𝑑𝑒 ) can be executed on
Figure 4(c) by using the depicted bridge trees.

Bridge tree construction: After the data qubits are placed, the
next step is to select bridge qubits and construct bridge trees for
stabilizer measurements. The first constraint in this stage is that
we should minimize the number of bridge qubits for each stabi-
lizer measurement since using more physical qubits would result in
larger measurement circuits which are naturally more error-prone.
Besides, the construction of bridge trees affects the efficiency of
error detection because two stabilizers can be simultaneously mea-
sured only if their bridge trees do not share qubits (i.e., no resource
conflict). For instance, referring to Figure 4(c), if we measure 𝑋𝑏𝑐
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with bridge qubits {𝑟 , 𝑠}, these two qubits then cannot be used in the
measurement circuit of 𝑋𝑎𝑏ℎ𝑖 at the same time because the bridge
qubits need to be reset at the beginning of any measurement circuit.
However, if we measure 𝑋𝑏𝑐 with bridge qubits {𝑝 , 𝑞} in Figure 4(d),
we can measure 𝑋𝑏𝑐 and 𝑋𝑎𝑏ℎ𝑖 in parallel. An efficient bridge tree
construction should enable the concurrent measurement of as many
stabilizers as possible.

Stabilizer measurement scheduling: The third stage is to schedule
the execution of stabilizer measurements. It would be desirable
to execute stabilizer measurements in parallel as much as possi-
ble since it can reduce the error detection latency and mitigate
the decoherence error. However, stabilizer measurement circuits
with overlapped bridge qubits cannot be executed simultaneously.
For example in Figure 4(c), the measurement circuit of 𝑋𝑎𝑏ℎ𝑖 and
𝑍𝑏𝑐𝑖𝑑 cannot be measured together since they share bridge qubits
{𝑞9, 𝑞10}. One possibility is to measure 𝑋𝑎𝑏ℎ𝑖 and 𝑋𝑖𝑑ℎ𝑒 first, then
measures 𝑍ℎ𝑔𝑖 𝑓 and 𝑍𝑏𝑐𝑖𝑑 . This schedule may seem promising, but
it is not optimal as these two groups of stabilizer measurements
take 20 operation steps in total, using the flag-bridge circuit [32](see
Figure 3) as the backend. As a comparison, if we measure 𝑋𝑎𝑏ℎ𝑖 and
𝑍ℎ𝑔𝑖 𝑓 first and measure 𝑋𝑖𝑑 𝑓 𝑒 and 𝑍𝑏𝑐𝑖𝑑 second, the total number
of operation steps is only 18. Our objective is to identify the poten-
tial parallelism in stabilizer measurements and generate efficient
scheduling to shorten the overall error detection latency.

4 SYNTHESIS ALGORITHM DESIGN

In this section, we introduce the surface code synthesis flow of
Surf-Stitch. As discussed above, we will introduce three key stages:
data qubit allocation, bridge tree construction and stabilizer mea-
surement scheduling.

4.1 Data qubit allocator

We start by allocating data qubits. Once allocated, the positions of
data qubits should not be changed. This is because the logical oper-
ations on surface codes [19] assume a fixed data qubit layout, and
moving data qubits would invalidate those high-level operations.
Moreover, moving data qubits would involve a series of SWAP gates
which are noisy and could destroy the logical information stored
in data qubits.

A fundamental requirement for data qubit allocation is to en-
sure that a bridge tree exists for each stabilizer. The following
proposition about the degree of nodes (qubits) provides a necessary
condition to guarantee this.

Proposition 1. Any bridge tree for a stabilizer with support on

four data qubits must have at least one four-degree node or two three-

degree nodes.

Proof. For any graph 𝐺 (𝑉 , 𝐸) where 𝑉 is the vertex set and
𝐸 is the edge set, we have

∑
𝑣∈𝑉 𝑑𝑒𝑔(𝑣) = 2|𝐸 |. An 𝑛-vertex tree

always has 𝑛 − 1 edges. A bridge tree with four data qubits has four
1-degree leaf nodes and all other nodes should have degrees of at
least 2. Therefore we have 4 +

∑
𝑣∈𝑉 \data qubits 𝑑𝑒𝑔(𝑣) = 2𝑛 − 2 and

∑
𝑣∈𝑉 \data qubits 𝑑𝑒𝑔(𝑣) = 2𝑛 − 6 = 2(𝑛 − 4) + 2. We only have 𝑛 − 4

vertices after removing the four leaf nodes. So we must have at
least one four-degree node or two three-degree nodes. □

Algorithm 1: Data qubit allocation

Input: Device architecture graph 𝐺 .
Output: Data qubit layout 𝑑𝑎𝑡𝑎_𝑙𝑎𝑦𝑜𝑢𝑡 .

1 𝐿ℎ = all three- and four-degree nodes in 𝐺 ;

2 𝑏𝑟𝑖𝑑𝑔𝑒_𝑟𝑒𝑐𝑡𝑠 = [] ; // the set of bridge rectangles

3 for 𝑛𝑎 in 𝐿ℎ do

4 if 𝑑𝑒𝑔(𝑛𝑎) == 3 then

5 𝑛𝑏 = the nearest high-degree node of 𝑛𝑎 ;

6 𝑟𝑒𝑐𝑡 = the minimal rectangle containing 𝑛𝑎 , 𝑛𝑏 and

their neighboring qubits;

7 else

8 𝑟𝑒𝑐𝑡 = the minimal rectangle containing 𝑛𝑎 and its
neighboring qubits;

9 end

10 𝑏𝑟𝑖𝑑𝑔𝑒_𝑟𝑒𝑐𝑡𝑠 .𝑎𝑝𝑝𝑒𝑛𝑑 (𝑟𝑒𝑐𝑡);

11 end

12 𝑟0 = the bridge rectangle at the top left corner of 𝐺 ;

13 𝑏𝑟𝑖𝑑𝑔𝑒_𝑟𝑒𝑐𝑡_𝑡𝑢𝑝𝑙𝑒 = []; // compatible bridge rects;

14 repeat

15 for (𝑟1, 𝑟2, 𝑟3) ∈ ⊗3𝑏𝑟𝑖𝑑𝑔𝑒_𝑟𝑒𝑐𝑡𝑠 do

16 if 𝑟0, 𝑟1, 𝑟2, 𝑟3 are mutually compatible then

17 𝑝𝑜𝑡𝑒𝑛𝑡_𝑑𝑞𝑏𝑖𝑡𝑠 = qubits enclosed by 𝑟0, 𝑟1, 𝑟2, 𝑟3;

// potential data area;

18 if 𝑝𝑜𝑡𝑒𝑛𝑡_𝑑𝑞𝑏𝑖𝑡𝑠 ≠ ∅ then

19 𝑏𝑟𝑖𝑑𝑔𝑒_𝑟𝑒𝑐𝑡_𝑡𝑢𝑝𝑙𝑒.𝑎𝑝𝑝𝑒𝑛𝑑 ((𝑟0, 𝑟1, 𝑟2, 𝑟3));

20 break;

21 end

22 set 𝑟0 to 𝑟1, 𝑟2, 𝑟3 in turn to find new tuples of 𝑟0, 𝑟1, 𝑟2, 𝑟3
that has non-empty 𝑝𝑜𝑡𝑒𝑛𝑡_𝑑𝑞𝑏𝑖𝑡𝑠;

23 until 𝑏𝑟𝑖𝑑𝑔𝑒_𝑟𝑒𝑐𝑡_𝑡𝑢𝑝𝑙𝑒 converges;

24 𝑑𝑎𝑡𝑎_𝑙𝑎𝑦𝑜𝑢𝑡 = [];

25 for 𝑟0, 𝑟1, 𝑟2, 𝑟3 in 𝑏𝑟𝑖𝑑𝑔𝑒_𝑟𝑒𝑐𝑡_𝑡𝑢𝑝𝑙𝑒 do

26 𝑑𝑞𝑏 = the qubit at the center of 𝑝𝑜𝑡𝑒𝑛𝑡_𝑑𝑞𝑏𝑖𝑡𝑠 of

𝑟0, 𝑟1, 𝑟2, 𝑟3;

27 𝑑𝑎𝑡𝑎_𝑙𝑎𝑦𝑜𝑢𝑡 .𝑎𝑝𝑝𝑒𝑛𝑑 (𝑑𝑞𝑏);

28 end

From Proposition 1, we see that a feasible layout should ensure
that each data qubit has enough three-degree or four-degree qubits
around it so that it can form a stabilizer with nearby data qubits.
To achieve that, we introduce a data qubit layout that ensures the
existence of local bridge trees, whose bridge qubits lie within the
region bounded by the corresponding stabilizer’s data qubits. The
benefit of this strategy comes from the fact that local bridge trees
often lead to shallow measurement circuits. For illustration, we
adopt the SC quantum architecture shown in Figure 5(a). We embed
the coupling graph of that architecture into a 2D grid so that all
qubits can be referred to by the spatial coordinates on the grid.
Such an embedding is always possible for the latest SC processors
as they are usually designed in a modular structure.

Now we state the data qubit allocation algorithm, as shown in
Algorithm 1. We keep a list (denoted as 𝐿ℎ) for all the three- and
four-degree nodes in the grid and record their coordinates since
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Figure 5: Data qubit allocation example. (a) A modified device from Figure 4(a). Red circles indicate physical qubits with a high

degree of connectivity (i.e. with 3 or more edges). (b) Finding compatible bridge rectangles. (c) Locating data qubits. (d) The final

data qubit layout and syndrome rectangles.

high-degree nodes are critical to constructing the data qubit layout.
In Figure 5(a), 𝐿ℎ = {𝑄2, 𝑄4, 𝑄10, 𝑄12, 𝑄13, 𝑄18, 𝑄21}. Then we pro-
cess the nodes in the list sequentially. For each node 𝑛𝑎 in 𝐿ℎ , if it is
a three-degree node, we search for its nearest high-degree node 𝑛𝑏
and create a minimal rectangle containing 𝑛𝑎 , 𝑛𝑏 , and their neigh-
bors. If 𝑛𝑎 is of degree ≥ 4, then we create a rectangle containing
𝑛𝑎 and its neighbors. Such a rectangle is called a bridge rectangle.
Figure 5(a) depicts five bridge rectangles resulted from {𝑄2, 𝑄10},
{𝑄10}, {𝑄4, 𝑄12}, {𝑄13, 𝑄21} and {𝑄18, 𝑄10}, indexed from 1 to 5.
We omit other bridge rectangles here for simplicity.

Based on those bridge rectangles, we can then determine the
positions of data qubits. As shown in Figure 1(a), each data qubit of
the surface code should be shared by four stabilizers. Likewise, we
can determine the position of a data qubit by four bridge rectangles.
We search for compatible bridge rectangles starting from rectan-
gle 1. (We can also start from rectangle 2 which is created from a
four-degree qubit. We will discuss this possibility in Section 5.) Two
bridge rectangles are said to be compatible if their overlapping area
is zero. For example in Figure 5(b), rectangle 2 is not compatible
with rectangle 1 and rectangle 4, while rectangles 1, 3, 4, and 5 are
mutually compatible. We avoid using incompatible rectangles as
they may not allow a feasible data qubit layout. When four compat-
ible bridge rectangles are found, we search for the data qubit in the
potential data area (the black rectangle in the center of Figure 5(c)),
which is enclosed by those compatible bridge rectangles, as shown
in Figure 5(c). If the potential data area is empty, we select another
four compatible bridge rectangles. Otherwise, we select the qubit
at the center of the potential data area as a data qubit.

On the boundary, we may not have enough bridge rectangles
to locate the data qubits. For example, the bottom right corner of
rectangle 3 is only neighbored by rectangle 5. In this case, we have
to locate the data qubit based on only those two bridge rectangles.
Specifically, a potential data qubit should satisfy: A) its x coordinate
≥ the largest x coordinate in rectangles 3 and 5; B) its y coordinate
should lie between the largest y coordinate of rectangle 3 and the
smallest y coordinate of rectangle 5. With these spatial constraints,

the only qubit we can find is𝑄14, as shown in the black rectangle on
the right of Figure 5(c). Positions of other data qubits are determined
in a similar way.

The final layout of data qubits and their associated syndrome
rectangles are shown in Figure 5(d). A syndrome rectangle is an
extension of the bridge rectangle which includes the allocated data
qubits. We can assign a stabilizer to each syndrome rectangle and
synthesize the corresponding measurement circuits locally (using
qubits inside each syndrome rectangle). In the next section, we will
discuss how to find a short bridge tree for each stabilizer.

4.2 Bridge tree finder

Figure 6: Finding bridge trees in a syndrome rectangle with

data qubits {𝑎, 𝑏, 𝑐, 𝑑}. (a)(b) shows the case where path merge

is efficient, while (c) shows the casewhenpathmerging incurs

extra overhead. (a) Green edges denote the shortest paths

from qubit 𝐸 to data qubits and they form a bridge tree with

length 10. (b) Blue edges form a bridge tree with length 8. (c)

An example where data qubits are close to each other.

Based on allocated data qubits and syndrome rectangles, we
search for bridge trees that satisfy two requirements: small in size
and local in position. The reason why they are required to be small
is that large bridge trees would compromise the fidelity of stabilizer
measurements. This is because the error correction capability of
the synthesized surface codes is sensitive to the length of bridge
trees, as each additional edge in a bridge tree results in two more
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Algorithm 2: Bridge tree construction

Input: A syndrome rectangle 𝑅 with data qubits {𝑎, 𝑏, 𝑐, 𝑑}.
Output: Candidate bridge trees.
// bridge trees by the star-tree method;

1 𝑠𝑡𝑎𝑟_𝑡𝑟𝑒𝑒𝑠 = [];

// bridge trees by the branching-tree method;

2 𝑏𝑟𝑎𝑛𝑐ℎ𝑖𝑛𝑔_𝑡𝑟𝑒𝑒𝑠 = [];

3 for 𝑞𝑏 in 𝑅 do

4 𝑇 = the bridge tree by connecting qubit 𝑞𝑏 to data qubits

{𝑎, 𝑏, 𝑐, 𝑑} with shortest paths;

5 insert 𝑇 to 𝑠𝑡𝑎𝑟_𝑡𝑟𝑒𝑒𝑠 and remove trees larger than 𝑇

from 𝑠𝑡𝑎𝑟_𝑡𝑟𝑒𝑒𝑠;

6 end

7 let {𝑎′, 𝑏 ′, 𝑐 ′, 𝑑 ′} be an arrangement of {𝑎, 𝑏, 𝑐, 𝑑} s.t.

𝑙𝑎′𝑏′ + 𝑙𝑐′𝑑′ = min{𝑙𝑎𝑏 + 𝑙𝑐𝑑 , 𝑙𝑎𝑐 + 𝑙𝑏𝑑 , 𝑙𝑎𝑑 + 𝑙𝑏𝑐 };

// 𝑙𝑎𝑏 is the distance of 𝑎 → 𝑏;

8 connect 𝑎′ and 𝑏 ′, 𝑐 ′ and 𝑑 ′ with shortest paths;

9 for 𝑞𝑏1 in 𝑎
′ → 𝑏 ′, 𝑞𝑏2 in 𝑐

′ → 𝑑 ′ do

10 𝑇 = the resulting bridge tree by connecting 𝑞𝑏1 and 𝑞𝑏2
with shortest paths;

11 insert 𝑇 to 𝑏𝑟𝑎𝑛𝑐ℎ𝑖𝑛𝑔_𝑡𝑟𝑒𝑒𝑠 and remove trees larger

than 𝑇 from 𝑏𝑟𝑎𝑛𝑐ℎ𝑖𝑛𝑔_𝑡𝑟𝑒𝑒𝑠;

12 end

13 merge 𝑠𝑡𝑎𝑟_𝑡𝑟𝑒𝑒𝑠 and 𝑏𝑟𝑎𝑛𝑐ℎ𝑖𝑛𝑔_𝑡𝑟𝑒𝑒𝑠 to find a list of small
local bridge trees;

CNOT gates in the measurement circuit, increasing the probabil-
ity of correlated errors which are hard to detect and correct [19].
The reason why bridge trees should be local is to guarantee the
parallelism of bridge trees, which also affects the fidelity of stabi-
lizer measurements. For bridge trees that share bridge qubits, i.e.,
incompatible bridge trees, their corresponding stabilizers must be
measured sequentially, resulting in a longer error detection cycle,
which means more decoherence errors. To reduce potential con-
flicts between bridge trees, we only search for bridge trees inside
each syndrome rectangle. Such local bridge trees, whose qubits lie
completely within the syndrome rectangles, naturally facilitate the
concurrent measurement of stabilizers.

A natural way to find small local bridge trees is to first locate the
bridge tree root within the syndrome rectangle, and then connect
the tree root to data qubits by the shortest paths. We denote this
method as the star-tree method. A disadvantage of this method is
that it may miss opportunities for path merging. For example, in
the syndrome rectangle in Figure 6(a), the length of the bridge tree
produced by the star-tree method is 10 (green edges). In contrast,
by merging paths 𝐸 → 𝐹 → 𝑏 and 𝐸 → 𝑑 , we can get a bridge tree
of length 8 (blue edges in Figure 6(b)), which reduces the number
of CNOT gates in the resulting stabilizer measurement circuit by at
least 4.

To remedy the above shortcoming, we propose the branching-
tree method, which first connects close data qubit pairs by shortest
paths, and then connects those shortest paths to build a complete
bridge tree. As an example, suppose we are constructing a bridge
tree for the syndrome rectangle in Figure 6(a). We first find the

shortest paths 𝑎 → 𝑐 and 𝑏 → 𝑑 , since 𝑙𝑎𝑐 + 𝑙𝑏𝑑 (𝑙𝑎𝑐 is the length of
the shortest path from 𝑎 to 𝑐) is smaller than 𝑙𝑎𝑏 + 𝑙𝑐𝑑 and 𝑙𝑎𝑑 + 𝑙𝑏𝑐 .
Then by connecting paths 𝑎 → 𝑐 and 𝑏 → 𝑑 with path 𝐸 → 𝐹 , we
immediately obtain the small bridge tree (blue edges) in Figure 6(b).
The following proposition bounds the length of the bridge tree
generated by the branching-tree method:

Proposition 2. Let the total edge length of the bridge tree 𝑇

generated by the branching-tree method be 𝐸 (𝑇 ), then,

𝐸 (𝑇 ) ≤
1

2
(𝑙𝑎𝑏 + 𝑙𝑎𝑐 + 𝑙𝑎𝑑 + 𝑙𝑏𝑐 + 𝑙𝑏𝑑 + 𝑙𝑐𝑑 ).

Proof. W.l.o.g., we assume 𝑙𝑎𝑏 + 𝑙𝑐𝑑 ≤ min{𝑙𝑎𝑐 + 𝑙𝑏𝑑 , 𝑙𝑎𝑑 + 𝑙𝑏𝑐 }.
Then in 𝑇 , we first connect 𝑎 and 𝑏, 𝑐 and 𝑑 , respectively. On the
other hand, the distance between shortest paths 𝑎 → 𝑏 and 𝑐 → 𝑑

is smaller than min{𝑙𝑎𝑐 , 𝑙𝑎𝑑 , 𝑙𝑏𝑐 , 𝑙𝑏𝑑 }. This proposition then can be
proved by combining these two inequalities. □

Generally, the branching-treemethod ismore efficient ifmin{𝑙𝑎𝑏+

𝑙𝑐𝑑 , 𝑙𝑎𝑐+𝑙𝑏𝑑 , 𝑙𝑎𝑑+𝑙𝑏𝑐 } is small, as shown in Figure 6(a)(b). In this case,
the length of the resulting bridge tree is very close to 1

2
(𝑙𝑎𝑑 + 𝑙𝑏𝑐 ).

In contrast, the length of the bridge tree by the star-tree method is
at leastmax{𝑙𝑎𝑑 , 𝑙𝑏𝑐 }+2, which is larger than that by the branching-
tree method. However, if max{𝑙𝑎𝑏 + 𝑙𝑐𝑑 , 𝑙𝑎𝑐 + 𝑙𝑏𝑑 , 𝑙𝑎𝑑 + 𝑙𝑏𝑐 } is small
too, the benefit of path merging may not outweigh the overhead
of not using shortest paths. Figure 6(c) shows an example where
the star-tree method produces a shorter bridge tree. In practice, we
will run both the star-tree method and the branching-tree method,
then find small bridge trees by merging their results, as shown in
Algorithm 2. Once the bridge tree is determined, we can assign the
syndrome qubit to the center node of the bridge tree.

In general, our bridge tree finder can generate small bridge trees
that approximate optimal bridge trees as long as the distances
between data qubits are small (by Proposition 2).

4.3 Stabilizer measurement scheduler

With all stabilizers and their measurement circuits allocated to the
physical device, the next goal is to minimize the runtime of sta-
bilizer measurements by maximizing parallelism, which naturally
reduces the effect of decoherence. Two stabilizers can be measured
in parallel if and only if their measurement circuits do not share
bridge qubits. Such stabilizers are said to be compatible with each
other. To exploit the parallelism of compatible stabilizers while not
allowing incompatible stabilizers to be measured concurrently, we
propose a heuristic scheduling approach in Algorithm 3, which
consists of two steps: schedule initialization and refinement loop.

Schedule initialization: The proposed data qubit allocation en-
sures that syndrome rectangles of the same type do not have bridge
tree conflicts, i.e., the stabilizer measurements of the same type are
compatible with each other. With this guarantee, we initialize the
stabilizer measurement schedule with two sets, 𝑆1 and 𝑆2 which
contain X- and Z-type stabilizers, respectively.

Refinement loop: The core idea of the refinement loop is to move
stabilizers with large measurement circuits into one set. The mo-
tivation for this refinement is that the execution time of a set of
stabilizer measurements is determined by the stabilizer with the
deepest measurement circuit. After the refinement loop, we end up
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Algorithm 3: Iterative stabilizer measurement scheduling

Input: Binary tuples of stabilizer and syndrome rectangle:
{(𝑠, 𝑅)}.

Output: A schedule of binary tuples of stabilizer and bridge
trees.

// Schedule initialization;

1 𝑆1 = tuples of X-stabilizers and syndrome rectangles;

2 𝑆2 = tuples of Z-stabilizers and syndrome rectangles;

// Iterative refinement;

3 repeat

4 if 𝑒𝑥𝑒𝑐_𝑡𝑖𝑚𝑒 (𝑆1) < 𝑒𝑥𝑒𝑐_𝑡𝑖𝑚𝑒 (𝑆2) then

5 swap(𝑆1, 𝑆2);

6 𝑟2 = (𝑠, 𝑅) in 𝑆2 that has longest execution time;

7 𝑠𝑤𝑎𝑝_𝑙𝑖𝑠𝑡 = [𝑟2]; for 𝑖 in [0 : 𝑘] do

8 𝑆 = 𝑆𝑖%2+1;

9 for 𝑟 in 𝑠𝑤𝑎𝑝_𝑙𝑖𝑠𝑡 do

10 𝑠𝑤𝑎𝑝_𝑙𝑖𝑠𝑡 .𝑟𝑒𝑚𝑜𝑣𝑒 (𝑟 );

11 for 𝑟1 in 𝑆 in descending order do

12 if 𝑟1 and 𝑟 does not have compatible bridge

trees then

13 if 𝑒𝑥𝑒𝑐_𝑡𝑖𝑚𝑒 (𝑟1) > 𝑒𝑥𝑒𝑐_𝑡𝑖𝑚𝑒 (𝑟 ) then

14 terminate the refinement loop;

15 𝑠𝑤𝑎𝑝_𝑙𝑖𝑠𝑡 .𝑎𝑝𝑝𝑒𝑛𝑑 (𝑟1);

16 𝑆.𝑟𝑒𝑚𝑜𝑣𝑒 (𝑟1);

17 end

18 if 𝑠𝑤𝑎𝑝_𝑙𝑖𝑠𝑡 == ∅ then

19 break;

20 end

21 end

22 if 𝑠𝑤𝑎𝑝_𝑙𝑖𝑠𝑡 ≠ ∅ then

23 recover 𝑆1 and 𝑆2 to the values before this iteration;

24 break;

25 until 𝑆1 converges;

26 generate the finalized stabilizer measurement schedule from

𝑆1 and 𝑆2;

with one set containing the stabilizers with large measurement cir-
cuits, and the other set containing the remaining stabilizers which
have small measurement circuits and can be measured in a short
time.

To illustrate how the refinement loop works, suppose we are
given stabilizers and syndrome rectangles shown in Figure 7. Ini-
tially, we have 𝑆1 = {(𝑠1, 𝑅1), (𝑠4, 𝑅4), (𝑠5, 𝑅5)} and 𝑆2 = {(𝑠2, 𝑅2), (𝑠3,

𝑅3), (𝑠6, 𝑅6)}. We then send the largest element in 𝑆2, which is
(𝑠2, 𝑅2) in this case, to the 𝑠𝑤𝑎𝑝_𝑙𝑖𝑠𝑡 and swap it into 𝑆1. Since
(𝑠4, 𝑅4) and (𝑠2, 𝑅2) do not have compatible bridge trees, we will
move (𝑠4, 𝑅4) to 𝑆2. In 𝑆2, (𝑠6, 𝑅6) is not compatible with (𝑠4, 𝑅4),
so it will be swapped into 𝑆1. After this swap, the refinement loop
will stop since the 𝑠𝑤𝑎𝑝_𝑙𝑖𝑠𝑡 is empty and every stabilizer in 𝑆1 has
a larger bridge tree than the stabilizer in 𝑆2. The finalized stabilizer
measurement schedule is shown in Figure 7(b). Compared to the
initial schedule, the refined schedule in Figure 7(b) reduces the

error detection cycle by one time step, and reduces the CNOT gate
number by two.

Figure 7: An example of stabilizer measurement scheduling.

5 EVALUATION

In this section, we first evaluate the proposed synthesis framework
Surf-Stitch by comparing its generated surface codes with state-
of-the-art manually designed QEC codes. We then demonstrate
the effectiveness of Surf-Stitch on mainstream SC architectures by
analyzing the error correction capability and resource overhead of
the synthesized codes.

5.1 Experiment Setup

Evaluation setting:We use the flag-bridge circuit [32] as the backend
for instantiating stabilizer measurement circuits as it provides the
extra feature of fault-tolerant error detection [11]. We implement
all numerical simulations with stim v1.5.0, a fast stabilizer circuit
simulator [20]. We use PyMatching v0.4.0 [23] for error decoding
with measurement signals from bridge qubits. The PyMatching
decoder is the implementation of the well-studiedMinimumWeight

Perfect Matching (MWPM) algorithm [10, 19]. Error rates are com-
puted by performing 105 simulations with 3𝑑 (𝑑 is the code distance)
error detection rounds, on a Ubuntu 18.04 server with a 6-core Intel
E5-2603v4 CPU and 32GB RAM.

Metrics: We evaluate the error threshold of the synthesized sur-
face codes to demonstrate their error correction capability. Error
threshold indicates the error rate below which hardware errors
can be tolerated [19]. Hence, a higher error threshold is preferred.
The time-step count determines the execution speed of the surface
code and its logical operations. A large time-step count would also
introduce more decoherence errors. Thus, a small time-step count
is preferred. Finally, We evaluate the resource overhead of the syn-
thesized surface codes with the CNOT count and the qubit count.
A resource-efficient synthesis should use fewer CNOT gates and
bridge qubits.

Device architectures: we use two categories of device architec-
tures, as shown in Table 1. The first category of architectures built
from tiled polygons is the basic structure of many SC quantum
devices, e.g. Google’s Sycamore [2] and IBM’s latest machines [28].
The second category of architectures is mainly used by IBM de-
vices [28]. It consists of heavy architectures with an extra qubit
inserted into each edge of the polygons. Edges with the extra qubit
in the middle are called heavy edges. Compared to polygon archi-
tectures, the average qubit connectivity of heavy architectures is
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Table 1: Overview of device architectures.

Type Name
Building
blocks

Tilling Example Remark

Polygon
Archi-
tectures

Square

Each square can
have at most
four neighboring
squares for tiling.

Hexagon

Each hexagon
can have at most
six neighboring
hexagons for
tiling.

Octagon

Each octagon
can have at most
four neighboring
octagons for
tiling.

Heavy
Archi-
tectures

Heavy
Square

Heavy squares are
tiled like squares.

Heavy
Hexagon

Heavy hexagons
are tiled like
hexagons.

lower due to the inserted two-degree qubits. All architectures in
Table 1 can be easily embedded into a 2D grid.

Error model: In all simulations, we assume a similar circuit-level
error model as in [10, 19]. For the gate error, we assume an error
probability 𝑝𝑒 for the single-qubit depolarizing error channel on
single-qubit gates, the two-qubit depolarizing error channel on two-
qubit gates, and the Pauli-X error channel onmeasurement and reset
operations. For the idle error induced by decoherence, we assume
each idle qubit is followed by a single-qubit depolarizing error
channel per gate duration with the error probability 0.0002, which

is estimated by the decoherence error formula 1 − 𝑒−
𝑡

𝑇 ≈ 0.0002,
with the gate duration 𝑡 = 20𝑛𝑠 and the relaxation or dephasing
time 𝑇 = 100 𝜇𝑠 [1]. These errors happen on all qubits, including
data qubits and bridge qubits.

5.2 Compared to manually designed QEC codes

We first compare the synthesized surface codes by Surf-Stitch to the
two manually designed QEC codes by Chamberland et al. [10] on
heavy architectures. Figure 8(a)(b) show the qubit layouts and stabi-
lizer measurements of our synthesized surface codes on the heavy
square architecture (‘Surf-Stitch Heavy Square’) and the heavy
hexagon architecture (‘Surf-Stitch Heavy Hexagon’). Figure 8(c)(d)
show the manually designed QEC codes on the heavy square archi-
tecture (‘IBM Heavy Square’) and the heavy hexagon architecture
(‘IBM Heavy Hexagon’). The error thresholds of these codes are in
Figure 9. The error thresholds are computed with respect to Pauli
X errors.

Overall, compared with the manually designed codes on the
heavy architectures, the surface codes synthesized by Surf-Stitch
can have comparable or even better error correction capability. On

(a) Surf-Stitch Heavy Square (b) Surf-Stitch Heavy Hexagon

(c) IBM Heavy Square (d) IBM Heavy Hexagon

Figure 8: The synthesized distance-3 surface codes by Surf-

Stitch and the twomanually designed QEC codes by IBM [10].
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Figure 9: The error threshold is the physical error rate where

code curves of different distances meet. (a) The error thresh-

olds are 0.16% and 0.33% for codes by IBM and Surf-Stitch,

respectively. (b) The error threshold is 0.53% for both codes.

the heavy hexagon architecture, the error threshold of ‘Surf-Stitch
Heavy Hexagon’ is 0.33% which is 106% higher than that of ‘IBM
Heavy Hexagon’ (0.16%), as shown in Figure 9(a). This significant
discrepancy comes from the fact that ‘IBM Heavy Hexagon’ mea-
sures gauge operators instead of the stabilizers for the Pauli-X error
detection. Besides, ‘IBM Heavy Hexagon’ does not guarantee the
fault tolerance of the Pauli-X error detection procedure. On the
heavy square architecture, the error threshold of ‘Surf-Stitch Heavy
Square’ is the same as that of ‘IBM Heavy Square’, as shown in
Figure 9(b). This is because the code synthesized by Surf-Stitch is
almost identical to ‘IBM Heavy Square’ except for stabilizers on
boundaries, as shown in Figure 8(a)(c). The only difference is that
‘IBM Heavy Square’ removes some boundary nodes (dotted) and
edges (dotted) for better efficiency of stabilizer measurements on
the borderline.

In summary, Surf-Stitch can automatically generate surface codes
that have similar or even better error correction capability com-
pared with manually designed QEC codes on the two studied archi-
tectures.
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Figure 10: First four stabilizers of the synthesized surface codes by Surf-Stitch. (a)(b)(c) syntheses on the square, hexagon, and

octagon architectures. (d)(e) syntheses on the square and heavy square architectures by using syndrome rectangles induced by

4-degree qubits.

Table 2: Metrics of the synthesized surface codes by Surf-

Stitch. The average numbers of bridge qubits, CNOT gates,

and time steps are computed over all X-type stabilizers.

Code
Avg. bridge
qubit #

Avg.
CNOT #

Avg. time-
step #

Tot. time-
step #

Error thresh-
old

Surf-Stitch Heavy Sqaure 3 8 12 24 0.53%
Surf-Stitch Heavy Hexagon 7 19 20 40 0.33%
Surf-Stitch Sqaure 2 6 10 20 0.63%
Surf-Stitch Hexagon 4 10 13 26 0.47%
Surf-Stitch Octagon 6 14 14 28 0.38%
Surf-Stitch Sqaure-4 1 4 8 8 0.70%
Surf-Stitch Heavy Sqaure-4 5 12 13 13 0.45%
IBM Heavy Sqaure 3 8 12 24 0.53%
IBM Heavy Hexagon 3 8 12 24 0.16%

Table 3: Qubit utilization of the distance-5 surface codes syn-

thesized by Surf-Stitch on different architectures.

Code data qubit % bridge qubit % unused qubit % Tot. qubit #
Surf-Stitch Heavy Sqaure 31.7% 45.6% 22.8% 79
Surf-Stitch Heavy Hexagon 18.8% 59.4% 21.8% 133
Surf-Stitch Square 55.6% 44.4% 0.0% 45
Surf-Stitch Hexagon 30.5% 48.8% 20.7% 82
Surf-Stitch Octagon 13.8% 75.8% 10.4% 116
Surf-Stitch Square-4 43.9% 56.1% 0.0% 57
Surf-Stitch Heavy Sqaure-4 16.3% 83.7% 0.0% 153
IBM Heavy Sqaure 31.7% 45.6% 22.8% 79
IBM Heavy Hexagon 17.4% 63.0% 19.6% 92

5.3 Synthesis on various SC architectures

We further apply Surf-Stitch to other architectures in Table 1 to
demonstrate the general applicability of Surf-Stitch. Figure 10(a)-(c)
presents the synthesis results of Surf-Stitch on the square, hexagon,
and octagon architectures. Besides syntheses enabled by a pair of
three-degree bridge qubits as in Figure 10(a)-(c), we also include
another two surface codes generated by using syndrome rectangles
centering around four-degree qubits, as shown in Figure 10(d)(e).
These two codes have the suffix ‘-4’ in the code name in Table 2 and
Table 3. Table 2 summarizes the characteristics of stabilizer mea-
surements in the synthesized surface codes by Surf-Stitch. Table 3
shows the resource requirements of these synthesized surface codes
and is obtained by finding the smallest tiling of building blocks in
Table 1 that is able to support the distance-5 surface code and then
computing the ratios of different types of qubits.

The effect of architectures: High-degree architectures are more
effective for surface code synthesis than low-degree architectures.
Compared to polygon architectures, heavy architectures increase
the bridge qubit number by 114% on average, up to 400%. Heavy

Table 4: Resource scalability of Surf-Stitch on different archi-

tectures. 𝑑 is the code distance. The ‘Ideal’ rows denotes the

ideal surface code on a 2D lattice [19].

Code bridge qubit # bridge/data 2-qubit gate # 1-qubit gate #

Surf-Stitch Heavy Sqaure 2(𝑑2 − 1) 2 8𝑑 (𝑑 − 1) 2(𝑑 − 1) (3𝑑 + 1)
Surf-Stitch Heavy Hexagon 2(2𝑑 + 1) (𝑑 − 1) 4 4(4𝑑 − 1) (𝑑 − 1) 2(𝑑 − 1) (7𝑑 − 1)
Surf-Stitch Square (𝑑 − 1) (𝑑 + 2) 1 6𝑑 (𝑑 − 1) 2(𝑑 − 1) (2𝑑 + 1)
Surf-Stitch Hexagon (2𝑑 + 3) (𝑑 − 1) 2 10𝑑 (𝑑 − 1) 2(5𝑑 − 1) (𝑑 − 1)
Surf-Stitch Octagon (𝑑 − 1) (3𝑑 + 7) 3 14𝑑 (𝑑 − 1) 2(𝑑 − 1) (6𝑑 + 1)

Ideal 𝑑2 − 1 1 4(𝑑2 − 1) 2(𝑑2 − 1)

architectures also increase the average time-step number by 40.7%
on average. Fortunately, in Surf-Stitch, such significant resource
differences do not lead to great error correction capability degra-
dation. Compared to polygon architectures, heavy architectures
reduce the error threshold by 26.7% on average. Besides, low-degree
devices have a much lower hardware error rate and are easier to
fabricate than high-degree devices [35].

The effect of the synthesis design: The synthesized codes center-
ing on four-degree qubits have higher resource requirements than
the synthesized codes induced by a pair of three-degree qubits. In
Table 3, 26.7% and 93.7% more qubits are required for ‘Surf-Stitch
Square-4’ and ‘Surf-Stitch Heavy Square-4’ than ‘Surf-Stitch Square’
and ‘Surf-Stitch Heavy Square’, respectively. The synthesis by four-
degree qubits may also have a lower error threshold. Compared to
‘Surf-Stitch Heavy Square’, ‘Surf-Stitch Heavy Square-4’ decreases
the error threshold by 15.1%.

Overall, not only the architectural design but also the synthesis
design have a critical impact on the resource overhead and error
correction capability of the synthesized codes. By optimizing the
three key stages in the surface code synthesis, Surf-Stitch achieves
reasonable error thresholds on various mainstream SC quantum
architectures. In fact, IBM recently demonstrates a CNOT gate with
a fidelity of 99.77% [29], whose physical error rate of 0.23% is lower
than the worst error threshold by Surf-Stitch in Table 2 (0.33% on
the heavy hexagon architecture).

Being effective in synthesizing surface codes, Surf-Stitch also
has good scalability on quantum resources. Table 4 reports the
bridge qubit number and quantum gate number by Surf-Stitch,
with respect to the code distance 𝑑 . These data are obtained by
analyzing the patterns of the synthesized surface codes. As shown
in Table 4, the required number of bridge qubits (also, two-qubit
gates and single-qubit gates) in Surf-Stitch scales almost linearly
with the number of data qubits, i.e., 𝑑2. This indicates that no matter
how large the code distance is, for a given architecture, Surf-Stitch
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Figure 11: Sub-component analysis. (a) The impact of differ-

ent bridge trees. (b) The impact of different measurement

scheduling.

only needs a constant number of bridge qubits to measure one
stabilizer. Such good scalability comes from the fact that Surf-Stitch
always uses small syndrome rectangles and only considers local
bridge trees that have limited sizes and do not grow as the code
distance increases.

5.4 Analysis on sub-components

In this section, we study the effect of Surf-Stitch’s three optimization
stages.

Data qubit allocation: To demonstrate the necessity of a special-
ized data qubit allocation algorithm, we compare the data qubit
allocation pass of Surf-Stitch to Qiskit [1] and the random sampling
method on device architectures in Table 1. For Qiskit, we try two
different qubit layouts: SABRE [34] and NoiseAdaptive [36]. The
random sampling method tries to find data qubits by sampling the
device nodes uniformly. During 100000 trials, Qiskit and the ran-
dom sampling method do not produce any valid data qubit layout
that is able to execute all stabilizer measurement circuits without
moving data qubits. The reason for the failure of these methods
is that they do not consider the constraints of the surface code
synthesis: (a) once allocated, data qubits should not be moved; (b)
there should be high-degree qubits between data qubits. In contrast,
Surf-Stitch always produces valid data qubit layouts.

Bridge tree construction: Keeping other optimization steps fixed,
we compare the bridge tree construction algorithm of Surf-Stitch
to a revised SABRE routing algorithm. We use a revised SABRE here
because the original SABRE cannot distinguish bridge qubits and
data qubits. To make a CNOT gate executable, SABRE may move
data qubits towards syndrome qubits. Such behavior is prohibited
in the surface code because moving data qubits will invalidate the
logical operations of the surface code. Besides, SABRE cannot guar-
antee the correct execution of stabilizer measurements. When we
measure an X- and Z-stabilizer together, the order of the CNOT
gates between syndrome qubits (or bridge qubits) and data qubits
must follow the zig-zag ordering [19], as shown in Figure 3. Un-
fortunately, SABRE does not obey this constraint. Therefore, we
revise the SABRE algorithm to make it applicable for implementing
stabilizer measurements. As in Figure 11(a), the SABRE method is
also significantly worse than Surf-Stitch due to the large number
of extra CNOT gates induced by using SWAP gates. This result

illustrates the necessity of a specialized bridge tree optimization
pass.

Stabilizer measurement scheduling: Keeping the first two op-
timization stages fixed, we compare the stabilizer measurement
scheduling of Surf-Stitch to the two-stagemeasurement scheme [32]
which firstmeasures all X-stabilizers and thenmeasures Z-stabilizers.
For the comparison, we consider the synthesized surface code in
Figure 10(e). As shown in Figure 11(b), the stabilizer measurement
schedule of Surf-Stitch achieves a higher error threshold than the
two-stage schedule, and the advantage of Surf-Stitch increases as
the idle error grows. Such a result demonstrates the effectiveness
of Surf-Stitch’s stabilizer measurement scheduling, especially for
SC quantum devices in the near future.

6 DISCUSSION

To the best of our knowledge, this paper is the first attempt that
formalizes the surface code synthesis problem on SC quantum
devices. In particular, we identify three key challenges of the surface
code synthesis: data qubit allocation, bridge tree construction, and
stabilizer measurement schedule. We propose a modular framework
to tackle these challenges one by one. The proposed framework is
the first automated solution to the surface code synthesis problem,
as far as we know. Our paper unveils the opportunities for the QEC
code optimization on SC devices and would potentially inspire a
series of works for closing the gap between QEC codes and SC
quantum architectures.

Although we show that the surface code synthesized by our
framework can achieve comparable or even better error correction
capability than manually designed QEC codes, there is still much
space left for potential improvements.

Improving data qubit allocation: For the concern of computational
efficiency, this paper adopts a greedy strategy when constructing
syndrome rectangles for stabilizer measurements. However, when
the device architecture becomes complicated, our framework may
be stuck at local minima and unable to generate the optimal data
qubit layout. There are two ways to solve this problem: the first
one is to incorporate more device information such as topological
symmetries into the data qubit layout design; the second way is to
use advanced optimization algorithms like simulated annealing or
neural network to discover better data qubit layouts.

Exploring more design space: The proposed framework is modular,
which makes it very extensible. However, such a solution cannot
explore the entire solution space and may miss some optimization
opportunities. For example, we may generate better bridge trees by
co-optimizing the bridge tree finder and the stabilizer measurement
scheduler. Or we may improve the data qubit layout by tweaking
the data qubit allocator and the bridge tree finder jointly.

Adapting to other QEC codes: This paper is specifically designed
for the surface code. Extra efforts may be needed to extend the
proposed framework to other QEC codes. For example, the idea of
using the bridge rectangle in our framework originates from the
stabilizer shape of the surface code. Our data qubit allocator should
be modified to process QEC codes with quite different stabilizer
shapes, e.g., the color code [18] whose stabilizers can be of any
shape.
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7 RELATEDWORK

General quantum compilers: Compiling a general quantum circuit
onto an SC quantum device with limited qubit connectivity has been
widely studied [17, 34, 36, 42, 45, 47, 48, 50]. However, these general
quantum compilers are not suitable for compiling the surface code.
Firstly, they don’t distinguish data qubits from other qubits. They
may move data qubits frequently, invalidating logical operations
designed for a fixed data qubit layout [19]. Secondly, the SWAP gates
they use to overcome the connectivity issue of the SC device make
the compiled measurement circuits too error-prone for practical
error correction. Finally, they do not account for the constraints
on measurement circuits, e.g., the order of CNOT gates between
syndrome qubits and data qubits [19].

Circuit compilation over the surface code:Most circuit compilation
works on the surface code are at the higher logical circuit level.
Javadi et al. [27] and Hua et al. [25] studied the routing congestion
in circuits over the surface code. Ding et al. [15] and Paler et al. [39]
studied the compilation of magic state distillation circuits with
existing surface code logical operations for realizing a universal
quantum gate set. Lao et al. [33] proposed a mapping process to
execute lattice surgery-based quantum circuits on surface code
architectures. These works assume that the ideal surface code ar-
chitecture is already available and do not consider the problem
of synthesizing surface codes on hardware. In contrast, this paper
focuses on optimizing the surface code synthesis on various SC
quantum architectures.

QEC code and architecture: Most efforts on QEC code synthe-
sis are still on looking for an architecture that is suitable for the
target code. Reichardt [40] proposed three possible planar qubit
layouts for synthesizing the seven-qubit color code. Chamberland
et al. [9] proposed a trivalent architecture where it is straightfor-
ward to allocate data qubits of triangular color codes. Chamber-
land et al. [10] introduced heavy architectures which reduce qubit
frequency collisions while still providing support for the surface
code synthesis. Instead, the synthesis framework in this paper can
automatically synthesize the surface code onto various SC archi-
tectures and avoid manually redesigning code protocols for the
ever-changing quantum architectures. Another line of research
targets compiling stabilizer measurement circuits to existing SC
architectures. Lao and Almudever [32] proposed the flag-bridge
circuit which can measure the stabilizer of the Steane code on the
IBM-20 device. However, their work relies on manually appointed
data qubits and bridge qubits, and focuses on the IBM-20 device.
Methods in this category are orthogonal to our work and can be
easily merged into our framework.

8 CONCLUSION

In this paper, we formalize the three challenges of the surface code
synthesis on SC quantum architectures and present an automatic
synthesis framework to overcome these challenges. The proposed
framework consists of three optimizations. Firstly, we adopt a ge-
ometrical method to allocate data qubits in a way that ensures
the existence of shallow measurement circuits. Secondly, we select
two heuristics to reduce the size of local bridge trees, which are
enclosed by data qubits. Thirdly, we propose an iterative procedure
to arrange the execution of measurement circuits based on a good

initial schedule enabled by the proposed data qubit allocation. Our
comparative evaluation with manually designed QEC codes demon-
strates that, with good optimization, automated synthesis can even
surpass manual QEC code design by experienced theorists.
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