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Abstract. We provide a computational framework for approximating a class of structured
matrices; here, the term structure is very general, and may refer to a regular sparsity pattern (e.g.,
block banded), or be more highly structured (e.g., symmetric block Toeplitz). The goal is to uncover
additional latent structure that will in turn lead to computationally efficient algorithms when the
new structured matrix approximations are employed in place of the original operator. Our approach
has three steps: map the structured matrix to tensors, use tensor compression algorithms, and
map the compressed tensors back to obtain two different matrix representations—sum of Kronecker
products and block low-rank format. The use of tensor decompositions enables us to uncover latent
structure in the problem and leads to compressed representations of the original matrix that can
be used efficiently in applications. The resulting matrix approximations are memory efficient, easy
to compute with, and preserve the error that is due to the tensor compression in the Frobenius
norm. Our framework is quite general. We illustrate the ability of our method to uncover block-
low-rank format on structured matrices from two applications: system identification and space-
time covariance matrices. In addition, we demonstrate that our approach can uncover the sum of
structured Kronecker products structure on several matrices from the SuiteSparse collection. Finally,
we show that our framework is broad enough to encompass and improve on other related results from
the literature, as we illustrate with the approximation of a three-dimensional blurring operator.
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1. Introduction. Structured matrices are ubiquitous in many applications such
as signal processing, image deblurring, finite difference discretizations of partial dif-
ferential equations (PDEs), and control theory. For example, modeling a system in
which the operator is spatially invariant in both the vertical and horizontal directions,
with zero boundary conditions (e.g., blur in an image) leads, upon discretization, to
a matrix that is block Toeplitz with Toeplitz blocks (BTTB). Discretization of PDE
models often leads to matrices that are at least block banded and perhaps possess ad-
ditional structure. Matrices with such structure are advantageous for iterative linear
solvers such as Krylov subspace methods because the required matrix-vector products
per iteration can usually be done efficiently by leveraging the structure.

However, many applications demand a factorization of the operator that reveals
information about the rank or will allow for a low-rank approximation. For large scale
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problems, the classes of structured matrices for which such decompositions are easily
and directly computable are limited, e.g., matrices that are diagonalized or block-
diagonalized by fast transform based methods, or matrices generated by a single Kron-
ecker product. One of the purposes of this paper, therefore, is to expand the classes
of structured matrices for which low-rank factorizations can be obtained. Specifically,
we give a framework for computing block low- rank format which is applicable to a
general class of structured matrices.

There are many applications in which the operator is expressed naturally as a
sum of Kronecker products [31]. If the number of the terms in the sum is small, the
Kronecker structure can be leveraged to compute matrix-vector products quickly, or
to develop preconditioners or approximate truncated SVD filters (e.g., [7]). Storage of
the relevant components needed to perform products with the operator or its transpose
can be highly efficient.

Our goal in this paper therefore is to compute operator approximations that dis-
cover either/both the Kronecker sum structure and block low-rank structure while
preserving other underlying matrix structure, such as (block) Toeplitz or Hankel,
(block-)bandedness, symmetry and positive (semi)definiteness. We propose to arrive
at these operator approximations in an innovative way in three steps: first, we re-
move redundancies through a matrix-to-tensor mapping, with the order of the tensor
as determined by properties of the matrix; second, we utilize tensor-decomposition
methods at our disposal to compute a tensor approximation; finally, we obtain our
matrix approximation by mapping the tensor approximation back to an operator by
inverting our matrix-to-tensor mapping.

Contributions. We summarize the contents of the paper and highlight the ma-
jor contributions. We develop a tensor-based framework for computing structure-
preserving matrix approximations for use in applications from scientific computing.

1. We develop a mapping between structured block matrices to tensors. The
tensors can then be compressed and stored in the appropriate tensor format.
We then relate the error in tensor representation to the matrix representation
and show that these errors are the same in the Frobenius norm.

2. We use the canonical polyadic (CP) and Tucker formats for compressing the
tensor, and we show how they can be used for two different efficient matrix
representations—Kronecker product sums and block low-rank formats. Our
methods are structurepreserving in the sense that both of these efficient ma-
trix representations retain important features from the original structured
block matrices. In particular, we pay special attention to preserving positive
definiteness and semidefiniteness.

3. We demonstrate the computational benefits of our approach on two different
application areas: eigensystem realization algorithm for system identification
and space-time covariance matrices, which yield block Hankel and (symmet-
ric) block Toeplitz matrices, respectively. We also demonstrate our approach
on several sparse block tridiagonal test matrices from the SuiteSparse matrix
collection.

4. We show how to extend this approach that we developed for structured block
matrices to multilevel structured block matrices. We show how to compute ef-
ficient Kronecker product sums after compressing the tensor using the Tucker
format.

5. We discuss how our tensor-based approaches are related to and can recover
existing algorithms from the literature and how we might use our approach
to improve on some of them.
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Relation to previous literature. The present approach differs from the methods in
the literature on direct operator approximation by use of tensor train tensor approx-
imations and related tensor formats [22, 23, 24, 25], which are particularly effective
methods in generating compact, approximate representations to high dimensional op-
erators in order to solve linear systems. Our methodology and goals are different. We
also mention the work in [3] that has similar goals to ours but is different both in the
way the tensors are constructed and compressed. Furthermore, in our approach, sev-
eral types of structured approximations are possible, including Kronecker-sum, and
block-structured low-rank approximation. The appeal of our approach is the gen-
eral nature of the term “structure” as well as the fact that it is agnostic to which
type of tensor approximation algorithm is employed. Our approach is flexible in that
any tensor approximation method can be utilized in the second step, and we can
provably relate the quality of our matrix approximation. As we discuss in section 7,
the framework we provide here either subsumes or allows improvement upon some
other methods in the literature that aim to provide optimal/near optimal Kronecker
product approximations to structured matrices, such as those in [12, 21].

Organization and contents. The first part of this paper is devoted to a general
formulation of structure and developing a matrix-to-tensor invertible mapping that
can utilize this formulation. While we describe this in detail for two level matrices
having structure on the outermost layer, we show that our method is applicable for
higher level structure as well. Since the matrix to tensor mapping is invertible, if we
are given an approximation to the tensor representation of our matrix, we can map
this approximation back to a matrix approximation. We give a result that relates
the quality of the tensor approximation to the quality of the matrix approximation.
Next, we investigate the specific structure that the matrix approximation can in-
herit depending on the type of tensor approximation used. For this, we focus on a
CP formulation of our tensor approximation, and on a truncated higher order SVD
(HOSVD) based approximation.

This paper is organized as follows. Section 2 describes the notation and terminol-
ogy, including a brief description of the CP and Tucker decompositions. In section 3,
we describe the block matrix-to-tensor mapping, with examples for clarity. We also
give a theoretical result that relates the tensor approximation problem to the matrix
approximation problem. Section 4 describes how we obtain Kronecker sum approxi-
mations to the operator from CP or Tucker approximations to the tensor. The subject
of section 5 is how to obtain matrix approximations that are block-structured factor-
ization from the CP or Tucker approximations to the original tensor. To this end, we
also discuss how to preserve symmetric positive definiteness. An application in sub-
space system identification and in space-time covariance matrices is given in section 6.
We also process several matrices from the SparseSuite in section 6. Our framework
is generalized to capture higher level structure in section 7. As an illustration of the
utility of our approach, we highlight how our framework can be used to capture or
improve on a few previous results in the literature. Conclusions and future work are
addressed in section 8.

2. Background and notation. We briefly clarify the notation that we use in
this paper and some background material on Kronecker products and tensors. In this
brief review, we mostly focus on third order tensors; however, they can be readily
extended to higher order tensors and we refer to [14, 9] for the details.

2.1. Notation and terminology. Throughout this paper, matrices are defined
in bold uppercase, vectors are in bold lowercase, and third order tensors are in calli-
graphic boldface script.
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Let A € R™*P*" We denote the frontal slices as A. . ;, lateral slices as A. ; .,
and horizontal slices as A;... Following [13], we use invertible mappings between
m X n matrices and m x 1 X n tensors by twisting and squeezing,! i.e., X € C™*" is
related to X. ;. via

X = twist(X) and X = sq(X. ;).

Tensor unfoldings refer to unwrapping a tensor into a matrix. For example, a third
order tensor A € R™*P*™ admits three unfoldings [14]:

A(l) = [‘A:,:,ly-A:,:,Qv o 7A:,:,n} S (menp,

Aoy =[AL Al ,,... Al ecrmn,

,n]

and
(1) Ag) = [sq(Azﬂl,;)T, S~q(./l:,27;)T7 e sq(.A;7p7;)T] e Ccnxme,

The unfoldings can be used to define modewise products between matrices and tensors.
For example, let

AXzUEUA(l), i=1,2,3,

where it is clear that the column dimension of U must match the row dimension
of A and the resulting tensor must have ith mode of dimension r, where r is the
number of rows in U.

If ac R™, b € R c€R”, then

A:=aobocegR™**n

is a third order, rank-1 tensor, with (4, j, k) entry of A given by a;b;cy.
For convenience, we may also use the vec and reshape commands to define map-
pings between matrices and vectors by column unwrapping and reshaping;:

a=vec(A) € C™" < A = reshape(a, [m,n]).

2.2. Kronecker products. As we will see, the recovered matrix approximations
all involve one or more Kronecker products. Let A € R™*P and B € R™**. Then
their Kronecker product B ® A € R *(®9) ig the block matrix

biA  bipA oo bi,A
Bo AL |t1A bnA :
b A coo DA

Kronecker products satisfy some important properties [31] which can be used to great
computational advantage in applications. We review a few of these properties:

1. vec(AXBT) = (B® A)vec(X), where vec(-) is a vectorization operator that
converts a matrix to a column vector by stacking its columns.

f A is m x 1 x n, the MATLAB command squeeze(A) returns the m x n matrix. Note, how-
ever, that if the first mode has dimension 1, the squeeze command in MATLAB behaves differently,
depending on the size of the other modes. For example, the squeeze of a 1 X 1 X n tensor produces
an length-n column vector, the squeeze of a 1 X m X n produces an m X n matrix.
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2. For A, B, C,D of appropriate dimension, (A ® B)(C® D) = (AC) ® (BD).

. Kronecker products of orthogonal matrices are orthogonal.

4. If A is a structured matrix (e.g., diagonal, banded, upper triangular, Toeplitz,
etc.), then A ® B will inherit that structure on the block level.

5. The SVD of A®B, is obtained from the SVDs A = WSQ' and B = UDV "
since (UDVT)® (WSQ'T) = (U W)(D®S)(V®W)T. Note that though
the singular values of A ® B are contained in the diagonals of the diagonal
matrix D ® S, they are likely not in order, so the ordered SVD would require
an additional permutation.

6. As a consequence of the last point, |A ® B||r = [|A||r||B| F-

w

2.3. CP decomposition. Suppose the tensor A € R™*P*™ can be expressed
as

.
A= ZX:,i o Y:,i o Z:,i7
i=1

where X € R™*" Y € RP*" Z € R"*" are called the factor matrices. The repre-
sentation is also expressed using the so-called Kruskal notation in terms of the factor
matrices [X, Y, Z]. Such a decomposition is called the CP? decomposition of a tensor.
If r is minimal, then r is called the rank of the tensor. Unfortunately, determining the
rank of a tensor is in general an NP-hard problem. Moreover, the factor matrices do
not need to have independent, let alone orthogonal, columns. For information about
properties of the CP decomposition, see [14].

Independent of whether or not r is minimal, if there exists a triple of factor
matrices such that A = [X,Y,Z], then we can use the factor matrices to deduce
relationships among the various slices of the tensor. For example, the kth lateral slice
has entries corresponding to the triple matrix product

(2) sq(A. ) = Xdiag(Yk,:)ZT, k=1,...,p,

with similar formulations for the other slices. Thus, a CP decomposition of a third
order tensor reveals a “joint diagonalization” of the matrices that comprise the slices
of the tensor, although the matrices in the diagonalization need to be neither square
nor invertible. A popular way of computing the CP decomposition is the alternating
least squares approach; see, e.g., [14, section 3.4].

2.4. Tucker decomposition. The Tucker-3 factorization [30] of a third order
tensor A € R™*PX™ ig
Ri Rs Ry
A=Gx1Uxa VxsW=>3 336, ;1 (U;0V.;0W.,),
i=1 j=1 k=1
where G € RFf1xF2XRs g the core tensor, U € R™m*f1 vV ¢ RP*F2 W ¢ R*Fs,
The matrices U, V, W are also called factor matrices. We say that the tensor is rank-
(R1, Ry, R3), if Rj = rank(A ;) for j =1,...,3. The core is not typically “diagonal”
and the elements need not be nonnegative. If the core is diagonal, and Ry = Ry = R3
then this decomposition reduces to a CP decomposition.
For later use, we highlight one important feature that relates the mode-3 unfolding
of A with the mode-3 unfolding of the core € and the factor matrices [14]:

®3) Ay = WG (VI @UT).

2Also goes by CANDECOMP/PARAFAC, canonical factors, etc.
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Combining (3) with (1), we observe that the kth lateral slice of A is given by

T2
(4) sq(A..)=U ka’jsq(g%j’:) W', k=1,...,p.
j=1

Of particular interest is the HOSVD [6] for obtaining a compressed representation in
the Tucker format. Suppose we want to compress A € R™*P*" and the target rank
is (r1,72,73). The HOSVD first proceeds by computing the SVDs of the 3 unfoldings
and letting U, V, W correspond to the top r1, 72, r3 left singular vectors of each mode
unfolding. Next, the core tensor is obtained as § = A X1 UT x5 VT x3 W' so that
we have the approximation

.A%g)(lUXQVX3W.

For short, we write A = [G; U, V, W]. The accuracy of the HOSVD can be established
by the results in [9, Thoerem 10.3]. Besides the HOSVD, there are other efficient
algorithms for approximating a tensor in the Tucker format. For some recent work
on randomized algorithms in the Tucker format, see [19, 29].

3. Block matrix-to-tensor mapping. In this section, we consider a block
matrix A € R™*(n) with ¢ x ¢ blocks of size m x n each. The basic idea is to
first represent the matrix A using a sum of Kronecker products. Let A, € R™*" be
a distinct subblock of a matrix which repeats 7, > 0 times for £k = 1,...,p. Here
1 < p < £q is the number of distinct subblocks. Define the tuple of matrices®

A=(A4,...,A)), E=(Eq,....E,),
where Ej, € R? with entries

Byl \/% if Ay occurs in (4, j)th block of A,
klig = 0 otherwise.

The matrices E; both account for the position and repetition of the blocks Ay and
satisfy

To express the original matrix A as the sum of Kronecker products, we define

(6) structg(A) = Z E; ® (Vi Ag) .
k=1

Then it is verified that structg(A) = A.

Remark 3.1. Consider the trace inner product (C, D) = trace(C D) for matri-
ces C,D of the same size. If welet C =E; @ K and D = E; ® L for K,L. ¢ R™*"
and j # k, then C and D are orthogonal with respect to this inner product, since

(C,D) = trace(E;rEk)trace(KTL) = 0.

This means that in (6) we have decomposed A into a sum of orthogonal matrices with
respect to the trace inner product.

3This tuple is unique up to permutation.

Copyright (©) by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 12/03/22 to 152.14.136.32 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

STRUCTURED MATRIX APPROXIMATIONS VIA TENSORS 1605

We illustrate this data structure through several commonly occurring examples.
For simplicity, we take the number of blocks ¢ = ¢, but the general case can be handled
easily.

Ezample 1 (block-diagonal matrix). We consider a block-diagonal matrix of the
form

Ay
A,

A= c Rmfxné'
A,
In this case we have p = £ = ¢ and

A=(Aq,...,A)), Ez(eler,...,epe;),

where e; is the j th column of a p x p identity matrix.

Ezample 2 (block-banded matrix). If the matrix is block tridiagonal with ¢ x ¢
blocks, then p = 3¢ —2 (block nonsymmetric) and p = 2¢—1 (block symmetric). More
generally, if the matrix is block banded and we denote by b the block semibandwidth,
then p = m(2b+ 1) — b(b + 1) if the matrix is block non symmetric, and p = m(b +
1) — b(b+ 1)/2 if block symmetric. For example, consider a block-tridiagonal matrix
of the form

Ay Ay O 0
A, As Ay O

_ 4mx4n
A= 0 A, A: Ag eR .
0 0 Ag A
In this case we have p =7,
A:<A13"'7A7)3 5:(ele]—,ege?,...,egel,e4el),

where e; is the j th column of a 4 x 4 identity matrix.

Ezample 3 (block-Toeplitz). Consider the block Toeplitz matrix of the form

A A o Ay
A A.g A, L Ag.g,g  imxén
A A A
Define the shift matrices
0
E; = ! 0 . e R

and E, = E:ir. Then

A= (Al7' "7A2€—1)
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and

1 1 1 1
g = s 07 ’E€—17 Eua Eu, .. .,EZI) .
<\/Z ”’\/e— d -1 7—2 u

If the matrix is block symmetric then additional savings are possible since p = /.
Similarly, if the matrix is additionally block banded, then further savings are possible.
A similar approach is possible if the matrix is block Hankel instead of block Toeplitz.

In each case above, the reader is invited to verify that (6) holds. This represen-
tation is unique up to reordering of the terms in the summation.

Usually, knowledge of the problem structure can be used to find this representa-
tion. If no knowledge is available, and a purely algebraic technique is desired, this
representation can be determined by a greedy search. Assuming that it takes O(1)
operations to verify if the blocks are equal, this representation can be computed in
O((£q)?) operations (worst case complexity), but the complexity is much lower if there
is latent structure (e.g., block Toeplitz, block diagonal, etc.) to be discovered. Fur-
thermore, if the block sizes are large it may be advantageous to store the matrices in
& in compressed sparse column representation.

With this matrix A € R¢™*(@") and associated data structures A and &, we
associate a third order tensor mapping Tg : R{™*a — R™*PX" defined in terms of
its lateral slices as

%[A];yk’: = Mtwist(Ak), k=1,...p

The tensor-to-matrix mapping Mg : R™*PX7 _ REMXan ig defined as

Mg[X} = structg (Sq(x k,: ZEk®Sq(x k,: )
k=1

It is easy to verify that Mg[Tg[A]] = A since

ZEk®sq Vitwist(Ay)) ZEk@) (Ve Ag) =

3.1. Strategy. Given A and the new mapping scheme, we are now ready to
present our approach to generating our matrix approximations. The steps are outlined
in Algorithm 1. It is important to note that this approach is applicable for any choice
of tensor decomposition and corresponding tensor approximation strategy. However,
the practical utility is tied to the structure obtained after applying the tensor-to-
matrix mapping in the last step. Thus, in section 4, we consider some specific tensor
approximation strategies and delve into the resulting matrix structure.

Algorithm 1 Tensor-based matrix approximation.

1. Determine &, A from A.

2. Define X := T¢[A].

3. Compute a tensor approximation to X, J := '?\—g[A}

4. Define the matrix approximation A= Me[T] = /\/lg[7A75 [A]].

For our approach to be successful, we need to know how to control the error in the
matrix approximation. Fortunately, we can directly connect the error in the tensor
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approximation with the error in the matrix approximation, as we now show. This
result is general in that does not depend on the specific tensor structure that is used,
or the algorithm used for low tensor rank approximation.

LEMMA 4. Let A € RE™*() gnd et Tel:] and Megl-] be the tensor-to-matriz and
matriz-to-tensor mappings, respectively. Let Tg[A] = Tg[A] be a tensor approzimation
computed using any appropriate method. Then the error in the matriz approrimation
satisfies

IA = Me[Te[Al]| r = [ Te[A] - Te[A]] -

Proof. For simplicity, write X = T¢[A] and T = T¢[A]. By the assumptions made
earlier, there are p distinct, and nonoverlapping blocks and each block is repeated
N, times. Combining this insight with the properties of Kronecker products and
Frobenius norms,

2

P
A = Me[T|I5 = Z Er ® sq(X:k:) ZEk®SQ(7k)
k= k=1 F
P
= Z IEx ® (sq(Xir:) — sq(Tw )1 F
o
=D BB Xk = Tl
k=1
Taking square roots, we have the desired result. ]

Remark 3.2. In the worst case, if there is no block structure, we have p = ¢q. In
this case, we can write

q
AZZZEM(@AJ‘I@»

where E;i, = eje] € R, and A, € R™*" is the (4, k)th block matrix of A. In this
case, it may be more appropriate to define the tensor mapping Tg[A] € R™*¢xaxn
with lateral slices

7-5[A];7j7k’; = tWiSt(Ajk).

The important point is that it may be more appropriate to represent it as a fourth
order tensor, rather than a third order tensor. We will not consider this case here and
leave it for future work.

Remark 3.3. The result in Lemma 4 is independent of the tensor approximation
method that is used. In the next sections, we describe the specific structure that can
be obtained when using CP or truncated-HOSVD expansions, but it is important to
note that other options are possible, though we do not cover them all here.

4. Kronecker sum approximations using tensor decompositions. In the
notation of the previous section, suppose we have a tensor T¢[A] that is the result
of mapping a structured matrix A. We decompose (approximately) the tensor to
obtain T¢[A], then we use the inverse mapping to get our matrix approximation. For
simplicity, we write X := Tz[A] and T := T¢[A]. We will show that when the tensor
approximations are available in either a CP or truncated HOSVD format, we obtain
matrix approximations that involve a level of Kronecker structure. Indeed, using
the right lens, we can express our matrix approximation as a sum of (structured)
Kronecker products of matrices.
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4.1. Matrix structure using CP. Suppose we are given the approximation to
X € R™*P*™ i the Kruskal form for a third order tensor I = [X,Y, Z]. We observe
the following for the corresponding tensor-to-matrix mapping.

THEOREM 5. Let A € RUM*W) gngd let X := Tg[A] be the mapped tensor.
Suppose we approzimate X using T = [X,Y,Z], where X € R™*" Y € RP*"
Z € R" ", Then

(7) Me[T] = (I, ® X)structe (diag(Yy,))h_, (I, ®Z").

The term in the middle of the factorization is block £ X q with r X r diagonal blocks.

Proof. The Kruskal form of the tensor means that each lateral slice of I must
have the form Xdiag(Yy.)Z". Therefore,

p
Me[T] =D E, @ Xdiag(Y;.)Z'
1

=
Il

(I, ® X) (B ® diag(Yy,.) I, ®Z")

[
M=

=
I

1
= (I, ® X) <zp: E;® diag(Yk7:)> (I,®Z").
k=1

The proof is completed by recognizing the middle term as a block-structured
matrix. 0

Suppose the rank of Y is p < min(p,7), and Y = FG' is a rank-revealing
factorization with F of size p x p and G T of size p x 7. Then it follows we can
also represent our approximation as a sum of structured Kronecker products, as the
following result shows.

COROLLARY 6. Given the assumptions and notation in Theorem 5, suppose we
can factorize Y = FGT with F € RP*? and G € R"™*?, where p := rank(Y) <
min{p, r}, then

(8) Me[T] = Z structg (th)Z=1 ® (Xdiag(G:yj)ZT) ,

s a representation as a sum of Kronecker products of matrices.

Proof. We have diag(Yy,.) = >f_, frjdiag(G. ;). Hence,

P
structe (diag(Yi,:))i_; = Z structe (F.;))_, ® diag(G. ;).
j=1
Putting this last line together with (7) gives (8). d
The important point about (8) is that we now have a matrix approximation

A~ A as follows,

p
A=) C;®D;,

Jj=1
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~ 3, B =

Fic. 1. A wvisualization of the Kronecker sum approximation of the structured matriz.

where C; = structg (Fr’j)é'):l and D; = Xdiag(G. ;)Z" for j = 1,...,p. This de-
composition into a sum of Kronecker products of matrices, is all the more noteworthy
since the C; have the same block structure as the original matrix. See Figure 1 for an

illustration.

Remark 4.1. If additional structure is imposed on the CP decomposition, this
could result in additional structure for the corresponding matrix approximation. For
example, if A is nonnegative, so that the tensor is nonnegative, the CP factors should
be nonnegative, implying the approximation will also have nonnegative entries.

4.2. Matrix structure using Tucker. Recall that we denote tensor X :=
Te[A] € R™*P*™ ig approximated by the tensor J := T¢[A] such that

T:9X1UX2VX3W

with core tensor G € R™*"2%"3 and the factor matrices U € R™*"™, V € RP*" and
W € R™*"s typically have orthonormal columns. There are several methods for com-
puting low-rank approximations in the Tucker format. Some options include HOSVD,
sequentially truncated HOSVD, and higher order orthogonal iteration. See [14, 9] for
detailed reviews of the various techniques. For large-scale tensors, many randomized
variants have been devised in recent years [4, 19, 1] to reduce the computational cost.
In this next result, we show how to convert the approximation in the Tucker form to
obtain an approximation as the sum of Kronecker products.

THEOREM 7. Consider the setting as in Theorem 5 but with the approzimation
in the Tucker format T =Te[A] =G x1 U x2 V x3 W, as defined above. Then

T2

(9) Me[T] = ) structe (viy);_, @ (Usq(G. ;)W ').

j=1

Proof. From (3), the mode-3 unfolding of T has the expression T (3) = UG5 (V' ®
W ). It follows that each lateral slice of T is (see also (4))

ro
sq(T. k) =U ka]‘sq(g:’j’:) wr'.
j=1
Applying the definition of the matrix-to-tensor mapping,

p
Me[Te[A]] = structe (sq(T.x))io; = ) Er®sa(T.k)
k=1

p 72
Z E,® Z structe (vg;)j_; ® (Usq(S:’j,:)WT)
k=1 Jj=1
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Interchanging the order of the summations, we have

T2 P
Me[TelA]l = Y Er©uy(Usq(S.,;, )W)
j=1k=1
T2 p
— Z (Z Ek ® vkj) ® (Usq(S%j’:)WT).
=1 \k=1
The proof is complete by identifying >~} _; Ej ® vg; = structe (v;)j_;- 0

Using this theorem, we can compute the Kronecker product representation

A%iCj(@Dj,

j=1

where C; = structe (vg;);_; and D; = Usq(G. ;. )W for j = 1,...,7r. It is
interesting to note that the matrices C; preserve the original block structure of the
matrix; for example, if A is block Toeplitz, then the matrices {C;}72, are Toeplitz.
This is similar to what we observed in the CP case (see Figure 1).

We can take this analogy a step further. The CP decomposition I = [X,Y, Z]
can be written in Tucker format as I = [J; X, Y, Z], where J is the identity tensor
with J;;x = 1if i = j = k else 0. Note that in writing in the Tucker format we are
not enforcing that the factor matrices have orthonormal columns. Applying Theorem
7 with the Tucker form of J we obtain a result similar to Corollary 6.

4.3. Costs. We analyze the costs of storage and matvecs in the Kronecker sum
format. In the discussion below, we assume that all the submatrices involved are dense.
Additional savings may be possible if the submatrices are sparse. Furthermore, the
costs involving matvecs may be further lowered if specific structure (Toeplitz, Hankel)
can be leveraged; for example, one may be able to use Fast Fourier Transforms. In
the naive case, we require O(mnp) units of storage and O(¢mnq) flops for computing
a matrix-vector product (matvec).

We assume that for the Tucker case, a rank (rq,rs,73) Tucker approximation
has been computed. Similarly, for the CP decomposition, we assume a rank-r CP
decomposition is computed; note that in this case r is not constrained to be smaller
than min{m, p,n}. Then the relevant costs are below:

1. Storage: This is split into two cases:

(a) CP: This form requires r(p + mr + nr + r) units of storage.
(b) Tucker: Each C; requires p units of storage and each D; requires mry +
nrs 4+ rirs units of storage. Altogether this requires 7o (p+mry +nrs +rirs)
units of storage.

2. Matvec: Once again, the analysis is split into two cases.

(a) CP: Using the properties of Kronecker products, the cost of a matvec is
O(r((nr +mr + r?) min{¢, ¢} + ngf)) flops.

(b) Tucker: Using the properties of Kronecker products, the cost of a
matvec is O(ra2((nrs + mry + rirs) min{¢, ¢} + ngl)) flops.

It is clear that the structure obtained using CP is efficient if r < min{m,n}. To
simplify the bounds for Tucker, let r; = maxj<;<3(r;), m = n, and £ = gq. Then the
cost of the naive method is O(¢?n?) flops. The cost using Tucker is O(frZm + mr(?)
flops. This is advantageous compared to the naive method if r; < m.
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T

&

Fic. 2. Visualization of the block-structured matriz approximation.

5. Block-structured factorizations. In the previous section, we approximated
A as a sum of structured Kronecker products. In this subsection, we show how the
tensor structure can be used to derive block-structured low-rank factorizations. Pre-
vious work in [27, 28, 33, 2] also considered block low-rank factorizations but our
work is novel in two different ways: we consider the additional structure present in
the matrix and we leverage tensor-based algorithms to exploit this structure.

CP decomposition. First, we show how to express the tensor approximation com-
puted in Kruskal format as a block-structured factorization. We assume, once again
that we have the CP decomposition I = [X,Y,Z]. Here, we are assuming that the
number of terms in the CP approximation, r, is small relative to the problem dimen-
sion, in which case the following theorem can have important practical consequences.

THEOREM 8. Consider the notation and assumptions in Theorem 5. Further-
more, let X = QxRx and Z = QzRy be the respective thin QR factorizations.
Then,

(10) Me[T] = (I, ® Qx)structe (F)j_; (I, ® Qy),

where Fy, = Rxdiag(Yy. )R, € R"™" for k=1,...,p.

Proof. Each lateral slice of I has the form Xdiag(Ys,.)Z" = QxFrQ. The
rest of the proof follows the proof of Theorem 5. O

In this representation, the outer terms have orthonormal columns of sizes (¢m) x
(¢r) and (rq) x (nq), whereas the middle term has block rank structure of size (¢r) x
(gr). See Figure 2 for an illustration, assuming that r is relatively small.

Tucker format. Suppose we have the tensor approximation in the Tucker format
T =[G;U, V, W]. The block-structured factorization is evident from observing that
the expression in Theorem 7 can be equivalently expressed as

) p

(11) Me[T] = (I, ® U)structe Z v;89(G. ;) (I, WT).

=1 k=1
In this representation, the outer terms have orthonormal columns and have sizes
(¢m) x (brq1) and (r3q) X (ng), whereas the middle term has block rank structure of
size (Lr1) x (qrs).

Supposing the block-structured matrix A is symmetric positive definite (SPD) or
symmetric positive semidefinite (SPSD), we want the approximation obtained using
the tensor compression to also be SPD or SPSD, respectively. We now show how to
do this in the context of block-structured factorizations.
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5.1. Preserving positive semidefiniteness. Let A € R™*" he SPSD and let
A, W, and T¢[A] = X € R"*#*" be defined as before. Note that since A is symmetric
we have ¢ = ¢ and m = n, and its diagonal blocks are symmetric. Furthermore,
each matrix in A (i.e., the subblocks of A) is either symmetric or its transpose is
also contained in A. For example, consider the block Toeplitz matrix from Example
3 in section 3; if the block Toeplitz matrix is symmetric, then this implies A; is
symmetric and Ayi,_1 = A, for k = 2,...,¢. This simple observation has the
following important consequence: the mode-1 and mode-3 unfoldings of T¢[A] have
the same range (see (1) and the discussion preceding it), and therefore, we can use
the same factor matrix to compress across each of these modes. That is, we compute
a two-sided compression of the form

Te[A] T =G x;, Ux3U, G=Tx; U x3U",

where U € R™*" has orthonormal columns. We can compute U, for example, from the
dominant r left singular vectors of either the mode-1 or mode-3 unfolding of T¢[A].
The corresponding block-structured approximation to A is

A ~ M¢[T] = (I® U)structe (UTALU),_ (IoU).
A straightforward rearrangement shows that
Me[T]=1P)AI®P),

where P = UUT is an orthogonal projector, since U has orthonormal columns. Since
A is SPSD, it is easy to verify that its approximation Mg[JT] is also SPSD. Note that
if A is symmetric (but not necessarily SPSD), we can use a Tucker compression of
the form

T=Gx;Ux,V x3U, G=Tx U " x, VT x5 UT,

where V has orthonormal columns. The resulting approximation Mg¢[J] is symmetric
but does not preserve definiteness (if present in the original block matrix).

5.2. Costs. As in subsection 4.3, we analyze the costs of storing and computing
matvecs using the block-structured format. We make the same assumptions as before.
The relevant costs are below:

1. Storage: This is split into two cases:

(a) CP: This form requires mr + nr + pr? units of storage.
(b) Tucker: It costs mry and nrs units of storage for U and W, respectively.
It requires storing an additional p matrices of size 11 x r3. Altogether the
storage cost is mry + nrs + prirs units of storage.

2. Matvec: Once again, the analysis is split into two cases.

(a) CP: The cost of a matvec is O(¢mr + qnr + r24q) flops.
(b) Tucker: The cost of a matvec is O(fmry + gnrs + rirsfq) flops.

As before, it is clear that the structure obtained using CP is efficient if r <
min{m,n}. With the simplifying assumptions as before for the Tucker format (r; =
max;(r;), m = n, and £ = q), the cost of block structure using the Tucker format is
O(¢mr; + r2¢?) flops. This is efficient compared to the naive method if r, < m.
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5.3. Preserving positive definiteness. Suppose T € R™*" is SPD, and we
want our block-structured approximation to also be SPD. Our approach is inspired
by Method 2 in [34], which treats the diagonal blocks in a special way. Assume we
can decompose T as

p
T=T,@To+ Y Ep&Ty,
k=1

where T is SPD. Such a decomposition is guaranteed since at least one diagonal
block of T is SPD. Let Ty = LLT be its Cholesky factorization. By factoring out T
from the diagonal blocks, we get

p
T=(IL)I+A)I®L"), A=) E;@A,
k=1

where A, = L~ 'T, LT for k=1,...,p. Since T is SPD, sois I + A.
Assume that we define A, £, and T¢[A] = X € R"*#X" ag before. Once again,
we consider the tensor approximation along modes 1 and 3:

Te[A]=T=Gx,Ux3U, G§=Tx,U" x3U".
Therefore, this gives the matrix approximation
Me[T] = (I® U)structe (UTALU),_ (IoU").
Finally, we can then approximate T as
T~T:=(1®L)(I+ Mg[T]) I L.

In the next theorem, we show that the approximation as constructed above is also
SPD.

THEOREM 9. Let T € R™*™ be SPD. The approzimation T~T constructed,
as before, is SPD.

Proof. Tt suffices to show that I+ Mg[J] is SPD. Define the orthogonal projectors
IM=IQP, where P=UU" and I, =I®P,, where P, =I-P =1-UU".
With this notation, we can write

I+ Mg[T] =1+ IIATI = II, + II(I + A)IL

Consider a nonzero vector x € R™ and decompose it uniquely as x = x; + x5, where
x1 € R(IT) and x2 € R(II ). The quadratic form simplifies as

XT<I + Me[T))x = X;XQ + XI(I + A)x;.

This is clearly nonnegative; furthermore, since (I4+ A) is SPD, at least one of the two
terms in the summation is positive. Therefore, I + Mg[T] is SPD. d

It is interesting to note that we can rearrange the expression for T to obtain
T=1I®T+ (1@ LPL Y)structe (Ty)!_, Io LTPL™T),

where LPL~! = LUU L~ 'isan orthogonal projector with respect to the (x, y)Tgl =
x'Ty 'y inner product.
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6. Applications and numerical experiments. In this section, we demon-
strate the utility of our formulation and the performance of the various algorithms
proposed in the previous sections. The first application (subsection 6.1) we consider
is accelerating the computation of the eigensystem realization algorithm, which in-
volves large block Hankel matrices. The second application (subsection 6.2) arises
from space-time covariance matrices and involves block Toeplitz matrices. In subsec-
tion 6.3 we obtain Kronecker sum approximations to several sparse test matrices from
the SuiteSparse matrix collection.

6.1. Subspace system identification. Consider the linear time-invariant dis-
crete dynamical system

Xpt1 = Axy + Buyg,

Vit+1 = CxXpq1 + Dugys.

Here A € R¥*? is the state transition matrix, B € R%*" is the input matrix, C €
R™*4 is the output matrix, and D € R™*" is the feedthrough matrix. The goal in
system identification is to recover the system matrices (A, B, C,D) (up to a certain
similarity transformation) governing the dynamics of the system from the inputs {uy}
and outputs {yx}. When the inputs are of the impulse type, a special algorithm known
as the eigensystem realization algorithm (ERA) can be used for system identification
[17, 11].
In this setting, we are given, as data, the Markov parameters

D, k=0,
(12) By = { CA*'B, > 0.

Recovering the system matrix D is straightforward since it is the first Markov pa-
rameter. In what follows, we focus on recovering A, B, and C. Then, a block Hankel
matrix is formed with the Markov parameters such that there are s block rows and
columns of size m X n each:

CB CAB ... CA*'B
CAB CA’B .- CA°B

H, = . . , : € Rms)x(ns),
CA*"'B CA*B .- CA*™’B

The value of s might also be large in practice, with s ~ O(10® —10°). A review of the
computational challenges involved in storing and factorizing H, are reviewed in [19].

We offer a brief derivation of ERA here. Assuming that the system is observable
and controllable (see [32, Lemma 3.5] for more details), we have rank(Hy) = d and
we can factorize Hy as

CA571
o

where Oy is the observability matrix and C; is the controllability matrix, which both
have rank n. The trick is to partition the observability matrix Oy,

O{A =0,
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where ng) is the leading ms — m rows of O, and Ogb) contains rows m + 1 to ms of
O,. We can recover the matrix A (up to a similarity transformation) by solving this
problem in the least squares sense. That is, we write

A =00

In practice, the observability and controllability matrices are not explicitly available,
but we can instead work with a factorization of the form Hy = (-')31":7 where ©, has
the same dimensions as Qg. For example, we can construct such a factorization using
the reduced SVD. Furthermore, if we desire model reduction in addition to system
identification, we work with the SVD of H, truncated to target rank r < d.

Once the state transition matrix A is recovered, we can also recover the matrices
B and C. The details are available in other sources (e.g., [32, 19]). The step involving
the computation of the SVD of Hy dominates the overall computational cost, since
it is cubic in the number of time points s. Other methods to mitigate this computa-
tional cost are available in [19, 16], etc. In this section, we exploit the tensor-based
computational framework for computing structured matrix approximations developed
in section 4.

Matriz-to-tensor mapping. We now show how to map the structured block matrix
H, into tensor form for compression using the tensor techniques. Let 75 be defined
as

| kK 1<k<s,
Mk = 2s —k, s<k<2s—1.

Then each Ej is a Hankel matrix with 0’s everywhere except for indices where i+ j —
1 =k, where it takes the value /n; and

(‘: = (El,. .. ,Egs_l), .A — (hl, .. .,h23_1).

Therefore, the tensor Tg[H;).x. = /mrtwist(hy) for k=1,...,2s — 1.
We compute a Tucker decomposition of multirank (r1,72,r3) of the form

TeH )~ T =Te[H =G x1 Uxy V xg W,

where G =T x; UT x5 VT x3 WT. This low-rank decomposition is computed using
the HOSVD algorithm. In this example problem the number of outputs and inputs
are m = 155, n = 50, respectively, and we take s = 100. The size of the tensor
Tw[Hs] is, therefore, 155 x 199 x 50. In Figure 3, we plot the singular value decay
in each mode unfolding. We observe that the singular values decay in all three mode
unfoldings, with a very sharp drop in mode-2. We can then write the approximate
block-structured matrix as

2s—1

H, = (I® U)structg Z vk;sq(S.5.:) IeW).
=1 k=1
To perform system identification, it is sufficient to work with the SVD of
2s5—1
~ 2
HTuker — structe kajsq(g:yj;) ,

j=1 k=1
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F1G. 3. This plot shows the singular value decay of each mode unfolding of T[Hs], corresponding
to the power system application problem.
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Fic. 4. Left displays the eigenvalues of the original system; middle displays the eigenvalues us-
ing ERA; and right displays the realized eigenvalues computed using our TuckerRandERA approach.

since the SVD of H, follows in a straightforward manner. Since ﬁST“Cker is still in the
block Hankel format, we can take advantage of its structure to efficiently compute
its dominant singular values. In particular, we apply the randomized ERA algorithm
[19, section 3.1] to HIuker . We call this the ‘TuckerRandERA’ approach. This has a
computational cost O(rir3slog, s) compared to O(mnmin{m,n}s®) using the naive
approach. Similarly, the storage cost of the Tucker approach is O(rirss) but for the
naive approach this is O(mns?) (since the entire matrix Hy needs to be stored).

In the following computational experiment, we pick the target rank (56,30, 30)
based on the decay of the singular values of the mode unfolding (see Figure 3). This
is a significant compression considering the size of the original tensor is 155 x 199 x 50.
Based on [19] the target rank for the ERA was chosen to be r = 75. In Figure 4, we plot
the eigenvalues of A. The left panel displays the eigenvalues of the original system,
the middle panel displays the eigenvalues using ERA, and the right panel displays the
realized eigenvalues computed using the TuckerRandERA approach. As is seen from
the plot, the eigenvalues computed both using the ERA and the TuckerRandERA
approach are in good agreement, from a visual perspective. The Hausdorff distance
between the eigenvalues identified using ERA and TuckerRandERA is approximately
5.47 x 1072 (see section 5 in [19] for an explanation of this measure of accuracy). The
accuracy improves significantly if a larger value of s is used. The run time for ERA
was approximately 68 seconds, and the time for the TuckerRandERA approach is
approximately 0.79 seconds (including precomputation of the Tucker decomposition
and averaged over three runs). Both the accuracy and the computational benefits
improve significantly if a larger s is used.
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Relation to TERA. A related approach proposed in the literature is tangential
interpolation ERA (TERA) [16]. In our notation, the TERA approximation to Hy is

~ 2s—1

HIERA — (I ® U)structe (hk) . IeW),

=1
where Ek =U"h,W = UTCA*'BW are the projected Markov parameters. We
construct the tensor T [Hg).x. = twist(hy) with the Markov parameters as the lateral
slices. Note that this tensor is constructed in a slightly different way than in section
3, where the lateral slices are weighted by the frequency with which they appear in
the block matrix. It is relatively straightforward to show that this corresponds to a

Tucker-2 approximation of 7T [H,] of the form

TH,] ~TH, =G x; UxyIx3 W,

where G = T[H,] x; UT x3 WT.

The following facts are worth pointing out regarding this connection to TERA.
First, the structure of TERA is similar to that obtained using the Tucker approach
described in this section if V = I; that is, we compress along modes 1 and 3 only. Sec-
ond, the computational cost of TERA and using the Tucker approach is comparable;
since both algorithms preserve the block Hankel structure, they can be accelerated
using the randomized ERA approach. Third, using the Tucker decomposition across
all three modes enables us to use additional structure that the TERA is presum-
ably, neglecting. Finally, the TERA approximation treats all the Markov parameters
“equally” and does not consider the frequency of occurrence in the block matrix H;.

6.2. Space-time covariance matrices. In geostatistical applications, it is im-
portant to represent the unknown quantities that vary over space and time by random
processes [8]. Gaussian random processes are often used in this context and are com-
pletely characterized by the mean and covariance functions. Consider the Gaussian
random field Z(x,t); assuming that it has a zero mean and finite second moment, we
can represent the covariance function between two points in space-time as

C((x1,t1), (x2,t2)) = Cov(Z(x1,t1), Z(x2,12)).

Depending on the the type of covariance function used and the number of points
in space and time (e.g., nonseparable covariance function), the resulting space-time
covariance matrices can be large, dense, and infeasible both from a storage and compu-
tational perspective. An accurate and efficient approximation of the resulting space-
time covariance matrix is highly desirable in many applications. We consider the class
of covariance matrices that are weakly stationary and isotropic, so that

C((x1,t1), (x2,t2)) = ([[x1 — X2[2, [t1 — t2[).

Let {x;}_; be a set of points in space and {t;}7_, be a set of points in time. The
points in space are allowed to be unstructured, but the points in time are considered
to be equidistant. Consider the space-time covariance matrix C € RINT)X(NT) which
is block Toeplitz,

C, Cy ... Cr
C C ... Cpr_

C— .2 1 T 1 € RINT)X(NT),
Cr ... Cq C,
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where the blocks C; € RV*N have the entries
[Ci]jk:QP(”XJ'_XkHQvltl_tiDv Jk=1,...,N.

We consider the block low-rank approximation as proposed in section 5; however, since
covariance matrices are SP(S)D, when constructing an approximation it is important
to ensure that it preserves definiteness.

The mapping to tensors has already been described in Example 3 of section 3
and we do not repeat it here. Note that { = ¢ =T and m = n = N. To construct
the low-rank approximation, we follow the approach in section 5.1, and compute the
rank-(r, T, r) Tucker decomposition of T¢[C] € RV*T*N to obtain

Te[Cl~ T :=G x; U x5 U.

To compute this decomposition, because of the symmetry of the problem, we only
need to compute the left singular vectors U € RV*" of the mode-1 unfolding of 7¢[C]
(corresponding to the r dominant singular values) and then compute the core tensor
G:=T¢[C] x, UT x3UT. If the SVD is used to compute U, then the computational
cost is O(TN3), but can be lowered to O(rN2T) using randomized SVD [10]. This
cost can be further lowered to O(rNT log N) using the H-matrix approach [18], but
we do not pursue this here. We then obtain the block-structured approximation to C
as

C = M¢[T] = (1@ U)structe (UTC,U),_ (IoUT).

The block-structured approximation C is efficient both in terms of storage and com-
putation. The cost of storing C implicitly is O(rN + 72T). In contrast, the original
matrix has the storage cost O(N?T) if only the blocks C; are stored. The cost of
a matvec with C is O(rNT + r?T?), whereas a matvec with C can be computed
in O(N2T?). Both of these costs can be lowered, if we exploit the block Toeplitz
structure; in particular, we can reduce the factor T2 to T log T.

In our first experiment, we check the accuracy of the block-structured approxi-
mation. We pick the covariance kernel corresponding to the function

o(r,7) = exp (—((7’/90)2 + (7/0.5)2)) .

We divide the world map into a 4° x 4° grid, the points x; correspond to the land
masses. In this particular instance, we have N = 1351 points and we choose T' =
30 evenly spaced time points in the interval [0,1]. To check the accuracy of the
compression, we use the following relative error:

relerr — |trace(C) — trace(C)|
trace(C)

Since C cannot be formed explicitly, this metric is beneficial since it is easy to compute.
Observe that trace(C) = NT and trace(C) = Ttrace(U' C;U). When r = 30, we
obtain the relative error relerr ~ 3.35 x 10~%, but the compression ratio
2
) r“T + Nr
ratlostorage = W ~ 0.002.

In other words, at only a fraction of the storage costs, we obtain an approximation to
C that is reasonably accurate. In Figure 5, we plot samples from A(0, C + 4I), where
5 = 1078 is known as the nugget parameter added to ensure positive definiteness.
The samples were computed using the Lanczos approach [5].

Copyright (©) by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 12/03/22 to 152.14.136.32 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

STRUCTURED MATRIX APPROXIMATIONS VIA TENSORS 1619

-50 2 .50 2 .50
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-50 2 .50 2 fw 2
0 0 0 0 \ 0
50 2 50 2
0 0

0
-50 2 2 .50 2
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50 -2 -2 50 -2
0 0

F1c. 5. Samples from the distribution /\/(0,6 + 6I). The rows correspond to the time indices
1,5,15 and the columns correspond to three different samples.

o N

0

6.3. Test matrices from SuiteSparse collection. In this example, we con-
sider a set of sparse block-tridigonal matrices from the SuiteSparse collection of ma-
trices [15]. The tuples A, € are described in Example 2 of section 3, so we will not
repeat the matrix-to-tensor mappings. Note that / = ¢, m = n, and p = 3¢ — 2.
For each matrix A, we produce a Kronecker sum approximation by first computing a
compressed representation of the form

T=Gx2V, G=XxVT,

where X = T¢[A] and V € RP*" so that G € R"*"*". Here r is the target rank of the
compression. We chose to compress along mode-2 since for each example, the singular
values of the mode-2 unfolding decayed rapidly. The matrix V is computed using the
first r left singular vectors of Xs).

The compressed representation is then converted to a Kronecker sum approxima-
tion of the form A ~ A =37"_, C; ® D;, where

Cj = structg(’ukj)zzl S RZXZ, Dj = sq(9:7j7:) e R™",

Note here that C; is a tridiagonal matrix, so the resulting approximation A is also
block tridiagonal. Furthermore, note that for the chosen test problems, since the
matrices A; for j =1,...,p are tridiagonal, the matrices D; for j = 1,...,r are also
tridiagonal matrices as such a structure will be preserved in the lateral slices of G.
This makes the resulting Kronecker sum approximation efficient to store, providing
r < p.

In Table 2, we list the name of the matrix, the relevant problem dimensions, the
target rank, and the resulting relative error in the Frobenius norm ||A — Az /|| A £
We also report the compression ratio

pr + nnz(G)
nnz(A)

ratlostorage =

Copyright (©) by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 12/03/22 to 152.14.136.32 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

1620 MISHA E. KILMER AND ARVIND K. SAIBABA

TABLE 1
Summary of the notation used to map matrices to tensors.

Symbol Dimensions Description

X =Te[A] mxpxmn Matrix mapped to tensor

A = Mg[X] (fm) x (gn) Tensor mapped to matrix

T ="Te|A] mXpXxn Tensor approximation

A = Mg [T] (¢m) x (gn) Matrix approximation
TABLE 2

For each test problem, we report the name of the matriz, the number of block rows £, the size of
each block n, the target rank used, the relative error, and the compression ratio. For the ecologyl
test case, we used the leading principal submatriz of size 500000 x 500000.

Name V4 n Target rank r Relative error Compression
pde2961 63 47 20 8.36 x 1010 0.4470

t2d q4 99 99 5 2.93 x 10~15 0.034

t2d'q9 99 99 5 2.93 x 10~15 0.034

fv2 99 99 5 2.28 x 10~15 0.034

chem masterl 201 201 5 1.79 x 10—15 0.030
ecologyl (*) 500 1000 5 6.10 x 10~15 0.009

For the test problem ecologyl, we made two modifications to reduce the runtime of the
problem: first we used the leading principal submatrix of size 500000 x 500000; second,
to compute the matrix V', we use a randomized approach [20]. That is, we compute V
to be the left singular vectors of the mode-2 unfolding of the tensor Y = X x1 Q2 x3P.
Here ©Q, ¥ € R™ " are chosen to be independent standard Gaussian random matrices.
In Table 2, it is seen that in each case we obtain a Kronecker sum approximation that
is accurate, efficient to compute with, and to store.

7. Multilevel block structure. The discovery of latent tensor structure in the
block matrices can be extended to multiple levels of block structure. As a motivating
example, consider a BTTB matrix. Under the current formulation, we would represent
this as a three-dimensional tensor with Toeplitz matrices as lateral slices, but ignore
the Toeplitz structure within each lateral slice. We now develop a formulation that is
capable of handling structure on every level on which it exists.

7.1. Multilevel structured approximation. Let A € RM*N with L levels of
block structure, where M = m (Hle ﬁj) and N = n Snf_l qj). That is, at level
1, the matrix A has ¢; x g1 blocks of size (M/¢1) x (N/q1); at level L, the matrices
are of size m x n. Note that in our model, the type of block structure (e.g., banded,
Toeplitz, Hankel, etc.) at each level is fixed. However, the type of block structure can
vary across levels.

Ezxample 10. Consider a 4 x 4 block-pentadiagonal Toeplitz matrix block sym-
metry and each block is itself a 5 x 5 block-diagonal matrix such that each block on
the block diagonal is an m x n matrix with no additional structure to exploit (see
Figure6). In this example, L = 2, {; = ¢1 = 4, {5 = g2 = 5. The total dimension of
the matrix is m(4 x 5) x n(4 x 5), but because of the outer block Toeplitz structure
and symmetry, the matrix can be represented by storing a total of 15 =3 x5, m xn
matrices. However, we can keep those 15 m xn matrices in a fourth order, m x3x5xn
tensor.
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AGD 0 0 0
0  AG2D g 0 0
A= 0 0 A ¢ 0 i=1,2,3
0 0 0o AUGY
0 0 0 0 AU

Fic. 6. Exzample where L = 2, I3 = q1 = 4, la = q2 = 5. The level 1 structure is block-
symmetric Toeplitz (top row), the level 2 structure is block diagonal (bottom row). Each colored
square on the left denotes a block diagonal matrix A;, where i = 1,2,3 represents the nonredundant
information on the first level; each subblock AT j=1,...,5ismxn.

7.2. Structured matrix-to-tensor mapping. In general, we can then write

P1 PL
A = Z . Z Eg) Q- ng) ® 77(1) .. .ngLL)A(ilw--aiL),

i1
71=1 ir,=1

where A(11-i2) are the m x n nonredundant blocks at level L. A similar setup was

also used in [26]. The matrices Eg ) € R%*4 | with entries in {0, %J)}, represent the
n

k
different mapping matrices at level j, where 1 < j < L. At each level j, there are p;
such matrices, where 1 < p; < £;q;. Define the tuple of mapping matrices

and £ = (8(1), . ,E(L)). For completeness, we note that in our running example,
1 1 2 .
P = 3ap2 = 57 77% ) = 47775 ) = 3777§1) = 2? and 772(2) = 1722 = 1)"'75'
We can express the blocks as lateral slices of a tensor Tg[A] € R™XP1X-XPLXn of

order (L + 2), such that*

Xoiyoiy. = twist(ACL00)),

In our running example, this means that X; j ., = Agjllk). Consistent with the third
order case, we express the mode-(L + 2) unfolding as®

x(L+2) = [SQ(X:,L...,L:)Tv Sq(x:,Q,l,uwl,:)Tv R sq(x:,phm,pL,:)T]

4We will have to choose an ordering for the indices. This description is independent of the
ordering, as long as it is consistent. For example, one could use lexicographical, first running over
i1, with all others fixed, then iz, etc.

5Consistent with ordering first in i1, then 42, etc.
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The tensor-to-matrix mapping Mg : Rm*P1x--xpLxn _y RMXN g

Z Z E 1) ® Ev(f) X Sq(:x::ﬁil,...,il,,:)'

21— lL 1

It is easy to verify that Mg[T¢[A]] = A.
In the next section, we will show how this new framework encapsulates some
special cases mentioned in the literature.

7.3. Approximation error. Suppose we construct a low-rank tensor approxi-
mation Tg[A]. The next result generalizes Lemma 4 to the multilevel case and relates
the error in the tensor approximation to the error in the block-matrix approximation
in the Frobenius norm.

LEMMA 11. Let A, Mg, and Te be defined as in this section, and let 7A'g[A] ~
TelA]. The error in Mg[Tg[A]] satisfies

|A = Me[Te[Allllr = (| Te[A] — Te[A]| .
Proof. The proof follows from an iterative application of the technique in the

proof of Lemma 4. 0

Once again, we see that the error in the Frobenius norm in the matrix approxima-
tion is precisely equal to the error in the Frobenius norm in the tensor approximation
and that the error is independent of the tensor compression technique or the format
that is used. We now show how to convert the compressed representation in the
Tucker format to obtain a sum of Kronecker products.

7.4. Structured matrix approximation. As in section 4, a low-rank approx-
imation to Tg[A] can be computed either in the CP or Tucker format, using any
appropriate low-rank approximation algorithm. Let us denote X = T¢[A]. Suppose
we now use a Tucker approximation

L+1
(13) X~T=Gx; X x YUV %7,
j=2

where the factor matrices Y e RPi*%i where k; < pj, the factor matrix X €
R™*k= and the factor matrix Z € R™*F=.
Then comparing the mode-(L + 2) unfoldings,

X(r42) ® ZG(p42)(Y) T (YT @ XT.

It follows that

L—-1 1
Sq(x:"il"' " ~Z Z Z YZLJL EL—I»;L—l o .Y'l(h)jl sq(gtwjlvmijv:)TXT’

Jji=1 Jjr=1

This gives our matrix approximation as

(14)  Me[T] =T X) Z Z@E(])@@H“’ ) 10z’

11=1 ir=1j5=1
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where

% % L) (L—-1 1
(15) H( i) = Z Z Yl(L,]L iL—1 .)7L 1 '.Yl(ly)hsq(gi’jlv-“’jb‘)'

Jj1=1 Jjr=1

Inserting (15) into (14), and simplifying, we arrive at the approximation

Z Z ®struct5(t) ) )@ (qu(gz,jl,...,jL,:)ZT) .

Jji=1 jr=11t=1

If the number of columns, k,, in X is less than m and/or the number of columns k,,
in Z is less than n, this approximation obviously has lower rank than A. Note that

the slices sq(G(. j, jo,....j.,:)) are of size k; x k..

7.5. Use case: Relation to previous literature. The framework we have
described here subsumes, and in some cases enhances, some special cases that have
been described elsewhere in the literature. For example, we can show that our method
can be used to derive exactly the same optimal Kronecker decomposition as in [12]
for BTTB matrices by taking L = 2, and m = n = 1 above.

In this section, we use our framework to improve on the results in [21]. In that pa-
per, the authors consider a banded /block-banded triply Toeplitz matrix with Dirichlet
boundary conditions on all three levels, whose “central” column is determined from a
three-dimensional (3D) discrete point-spread function (PSF). Recognizing that the 3D
PSF is a third order tensor, they use third order tensor decompositions to determine
an approximate operator that is a (sum of) Kronecker products of Toeplitz matrices,
and subsequently use the decomposition to find a preconditioner for the deblurring
problem.

In their approach, the authors did not have a result that related the tensor ap-
proximation problem directly to the matrix approximation problem. We now show
that using our framework, we can relate a (fifth order) tensor approximation problem
comprised of entries from a 3D weighted PSF, and tie these approximation problems
together in a natural way, thus improving on the approach in [21].

To simplify discussion, we will assume that the blurring operator is applied to
a K x K x K image, where K is odd. Thus the matrix is a K? x K3 blurring
operator. The matrix is assumed Toeplitz at each level, and that the upper and lower
bandwidth on all levels is % Because of the 3-level banded Toeplitz structure,
the central column is sufficient to specify every entry in the blurring operator. We
can therefore consider the central column in the form of a third order tensor PSF, P,
such that the (K 1 K; KLl K; EELY entry corresponds to the entry of the central column
on the main dlagonal in A. The authors of [21] propose to use a truncated HOSVD
Prdli 22 vigk(aiovijowy) toform A = 7, . Cr,@D;®F;, where each matrix
is Toeplitz. For example, the Toeplitz matrix Cy is formed using vector %{fkwk as
its central column, and so forth.

The tensor that is decomposed by the process above is the 3D PSF, with no
weighting. This makes sense as a first choice since the entries in the PSF give the
entries in the matrix, but it is not guaranteed that the matrix approximation error
is equal to the tensor approximation error. Under our framework, we arrive at the
optimally weighted PSF tensor naturally. In our framework applied to this problem
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we have py = po = p3 = N, L = 3, m = n = 1, so that our tensor is of size
1x N x N x N x 1. Specifically, our approach gives®

= [TelAll1ir insis1 = /i Mig iz Pis i i

ensuring that our matrix approximation error is equal to the tensor approximation
error in approximating X, as given in Lemma 11. Since two modes are singleton
dimensions, our fifth order tensor is effectively a third order tensor, and the matrices
X,Z arejust 1x1 (l.e, X=Z=1)in (13). X~ T =G x11x3Ux3V x4 W x51,
then using (15), we have

ki1 ko ks

21 1,2 Zg)
e E E E ull»]lvl27.72w1$7J3917.71 2J2:93,1

Ji J2 Js

We therefore arrive at the matrix approximation

ki ke ks
Z Z Z 917J1732,JsalstruCt5(l)(Uhjl)

J1=1j2=1j3=
® structge) (V. j,) ® structges (W, j,),

and the scalars Gy j, j, j,.1 can be distributed into the Kronecker factors as desired.
Thus, while the method in [21] and our framework both give a sum of structured
Kronecker products, our new approach has the optimal scaling baked into the process
to ensure that the corresponding matrix approximation relates directly to the tensor

approximation” .

8. Conclusions and future work. We have provided a powerful new tensor-
based framework for computing structure-preserving matrix approximations, and
demonstrated how the framework can be applied to great effect on some problems in
scientific computing. Additionally, we showed that our framework is flexible enough
that it can be used to describe optimal structured matrix approximation problems
found in previous literature. The key design elements of our approach include the
invertible matrix-to-tensor mapping followed by a suitable choice of tensor decom-
position. For both the CP and Tucker formats, we showed how the features of the
respective tensor approximations map back to the structure in the corresponding ma-
trix approximation. We proved that the matrix approximations derived using our
matrix-to-tensor mapping are as good as the corresponding tensor approximations,
when the error is measured in the Frobenius norm. Moreover, we proved that it is
possible to preserve symmetric positive definiteness in the matrix approximation.

Although we investigated the details given when using CP and Tucker decom-
position, our framework permits the use of any suitable tensor decomposition—for
example a tensor-train approach [23] or a nonnegativity constrained CP—in the in-
termediate stage. We are currently investigating the extension of the present approach
to the case of dense matrices. Another possible area for investigation is whether or
not the framework could be modified to handle the case of nonuniform block sizes on
a given level.

6Note the swapping of the indices in the first and third modes.
"The difference in the index correspondence between the two methods has to do with the orien-
tation of the tensor, where we reverse the first and third modes from their definition of P.
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