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ARTICLE INFO ABSTRACT

MSC: Different types of stochasticity play essential roles in shaping complex population dynamics. This paper
92D25 presents a novel approach to model demographic and environmental stochasticity in a single-species model
92B05

with cooperative components that are measured by component Allee effects. Our work provides rigorous

34F05 mathematical proof on stochastic persistence and extinction, ergodicity (i.e., the existence of a unique
Keywords: stationary distribution) and the existence of a nontrivial periodic solution to study the impacts of demographic
Demographic stochasticity and environmental stochasticity on population dynamics. The theoretical and numerical results suggest that

Environmental stochasticity

. X stochasticity may affect the population system in a variety of ways, specifically: (i) In the weak Allee
Single-species model

Component Allee effects effects case (e.g., strong cooperative efforts), the demographic stochasticity from the attack rate contributes
Population dynamics to the expansion of the population size, while the demographic stochasticity from the handling rate and
Cooperative component the environmental stochasticity have the opposite role, and may even lead to population extinction; (ii) In
the strong Allee effects case (cooperative efforts not strong enough), both demographic and environmental
stochasticity play a similar role in the survival of population, and are related to the initial population level:
if the initial population level is large enough, demographic stochasticity and environmental stochasticity
may be detrimental to the survival of population, otherwise if the initial population level is small enough,
demographic stochasticity and environmental stochasticity may bring survival opportunities for the population
that deterministically would extinct indefinitely; (iii) In the extinction case, demographic and environmental
stochasticity cannot change the trend of population extinction, but they can delay or promote population

extinction.
1. Introduction populations, while environmental stochasticity can produce similar ex-
tinction probability in large-scale and small-scale populations [4,16]. In
Stochasticity exists in all corners of the ecosystem and may affect recent years, research on how stochasticity affects population dynamics
the survival and development of creatures to varying degrees. For has yielded many significant insights [17-23]. Based on the frame-

instance, stochasticity poses an additional extinction risk for popula-
tions that deterministically would persist indefinitely [1-3]. Failure
to properly consider the effects of stochasticity may lead to severe
consequences such as the extinction of endangered species and over-
exploitation of resources [4]. To date, stochasticity has received atten-
tion from various aspects of ecology including population ecology [5,
6], social ecology [7-11] and biodiversity [12,13], to name just a few.

In general, stochasticity can be roughly divided into two types,

works of stochastic differential equations and stochastic difference
equations, valuable insights have been provided on how environmental
stochasticity affects coexistence (e.g., [24-27]), extinction (e.g., [28—
35]) and optimal harvesting (e.g., [36-38]) of species. Chesson [39,40]
indicated that stochasticity can affect species in a variety of ways
(directly or indirectly), and these effects can be positive or negative, or
ineffective. Hening et al. [41] described the influence of environmental

namely demographic stochasticity and environmental stochasticity. stochasticity on population systems through the classification of long-
Demographic stochasticity describes the within-individual variability, term dynamics. Most of the above literature only separately studied
while environmental stochasticity refers to temporary environmental the impact of demographic stochasticity or environmental stochasticity
fluctuations that lead to changes in population growth rates [14,15]. on population dynamics, while there are relatively few studies on
Demographic stochasticity usually has a greater impact on small-scale the synergistic effects of demographic stochasticity and environmental

* Corresponding author.
E-mail addresses: taofeng@yzu.edu.cn (T. Feng), Hongjuan.Zhou@asu.edu (H. Zhou), nustqzp@njust.edu.cn (Z. Qiu), yun.kang@asu.edu (Y. Kang).

https://doi.org/10.1016/j.mbs.2022.108910

Received 3 July 2022; Received in revised form 10 September 2022; Accepted 12 September 2022
Available online 22 September 2022

0025-5564/© 2022 Elsevier Inc. All rights reserved.


https://doi.org/10.1016/j.mbs.2022.108910
http://www.elsevier.com/locate/mbs
http://www.elsevier.com/locate/mbs
http://crossmark.crossref.org/dialog/?doi=10.1016/j.mbs.2022.108910&domain=pdf
mailto:taofeng@yzu.edu.cn
mailto:Hongjuan.Zhou@asu.edu
mailto:nustqzp@njust.edu.cn
mailto:yun.kang@asu.edu
https://doi.org/10.1016/j.mbs.2022.108910

T. Feng, H. Zhou, Z. Qiu et al.

stochasticity. Our modeling work will incorporate both demographic
stochasticity and environmental stochasticity through a novel modeling
approach.

In nature, many species experience cooperative feeding, mating re-
striction, environmental conditioning and cooperative defense [42,43]
that contribute to generate Allee effects which are an important biolog-
ical phenomenon in population dynamics [44]. Allee effect describes an
interesting scenario: when the population density is lower than a cer-
tain value, there is a positive correlation between the individual fitness
and the population density. The mechanisms that produce Allee effects
usually come from the cooperation or facilitation among individuals
in the species, including ecological mechanisms, human induced [45],
genetic mechanisms [46] and demographic stochasticity [3]. When
any measurable component (component Allee effects) or growth rate
(demographic Allee effects) of individual fitness is positively correlated
with population size, Allee effects may bring extinction risk to small
populations [47]. The combined effects of component Allee effects
and the negative density dependence such as competition can lead to
weak Allee effects (demographic Allee effects with a critical population
size) and strong Allee effects (demographic Allee effects without a
critical population size). In recent years, examples of Allee effects
have been widely reported in many research fields such as population
dynamics [48,49], biological invasions [50,51], ecology [52,53] and
species packing [54]. Consensus has been reached that Allee effects
may have profound effect on the population dynamics of many plants
and animals [1,49]. Therefore, it is of great significance to study
population dynamics with cooperative components that generate Allee
effects.

Mathematical modeling has been a powerful tool in studying popu-
lation dynamics. In the past decades, many mathematical models have
been successfully developed to study population dynamics with Allee
effects (e.g., predator—prey models [55,56]; single-species models [57—
59]; competition models [60,61]). For example, using difference equa-
tions and numerical simulation techniques, Scheuring [59] found that
Allee effects may contribute to the dynamical stability of populations.
More recently, Alves and Hilker [62] proposed a predator—prey model
incorporating a cooperative term in the attack rate, who identified sce-
narios in which hunting cooperation contributed to the Allee effects in
predators. Most of the above work are based on deterministic models to
investigate the population dynamics with Allee effects. They provided
important theoretical insights for the protection of population and even
ecological diversity. In the meanwhile, the combinations of stochas-
ticity and component Allee effects on population dynamics is less
explored [63-67]. A notable contribution along these lines was a recent
work by Yu et al. [68], which studied the potential impact of Allee
effects and environmental stochasticity on small population commu-
nities based on the framework of stochastic differential equations. By
constructing suitable Lyapunov functions, they obtained sufficient con-
ditions for the stochastic persistence, extinction and ergodicity of the
single-species model. They concluded that environmental stochasticity
can promote population extinction. The work of Yu et al. [68] obtained
some interesting insights, and leave the room for improvements. For
example, their framework did not include demographic stochasticity
that may affect the dynamics of small population communities, and did
not further study the relationship between stochasticity and extinction
time as well as initial level, which are closely related to population
dynamics.

In this paper, we provide a new framework for describing and
predicting how demographic and environmental stochasticity affect the
population dynamics of single-species model with cooperative com-
ponents that contribute to component Allee effects. This framework
allows us to study: (i) the stochastic population dynamics including the
stochastic persistence and extinction, the ergodicity and the existence
of a unique positive solution; (ii) how stochasticity affects popula-
tion dynamics in different scenarios (i.e., the weak and strong Allee
effects case, and the extinction case); (iii) the relationship between
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stochasticity and extinction time as well as extinction probability; (iv)
how initial population level affects the stochastic population dynamics.
The structure of the paper is as follows. Section 2 provides the model
derivation of the stochastic single-population model. Sections 3 and 4
present theoretically and numerically the stochastic dynamics of the
proposed framework. Section 5 concludes the work with a summary of
results, biological interpretation, and potential future work.

2. Model derivation and preliminary knowledge

We start with the single-species model with cooperative components
that are measured by component Allee effects (see Kang and Udiani [69])

wa(ioX) X
K haX + 1 ¢h)

Component Allee Effects

where X (7) is the population level, r denotes the intrinsic growth rate
of population X (¢), and K denotes the carrying capacity of population
X(t) in the absence of component Allee effects, i.e., the term ha"TXH,
where a and & respectively denote the attack rate and handling time of
generalist predators whose sizes are assumed to be constant.

For convenience, we let x = % a= ‘,—’ f = hKr, then Model (1) has
the equivalent dynamics with the following scaled model (2)

x’:x(l—x— _6{ > 2
afx+1

A simple arithmetic calculation shows that Model (2) always has an

extinction equilibrium x° = 0, and can have up to two survival

equilibria

@f + 1) —4a%p

af— 1
XK_aﬂ + =
2ap

and

ai—1—
x9=aﬂ

(@B +1)* —4a%p
2ap ’

The equilibrium dynamics of System (2) can be summarized in
Table 1.

As seen from Table 1, the dynamics of x(r) is determined by the
life-depending coefficients @ and f. Since these coefficients can change
according to the biological environment, we are interested in how the
population dynamics change when these coefficients and System (2)
are subjected to stochasticity. The main biological assumptions are as
follows.

1. The population x(t) suffers from demographic stochasticity due to
fluctuations in attack rate and handling time. Demographic stochasticity
is often described by key parameters related to survival and mortality.
In this paper, we extend on the effect of demographic stochasticity on
population x(r) by describing the scaled attack rate a(r) : t - R, and
the scaled handling time f(r) : - R, as stochastic processes.

(i) The bounded case. If a() and f(r) are inherently bounded on
t € [0,00), i.e., there are positive constants &,&,f, f such that & <
af) < & and f§ < B(t) < B, then we can select bounded stochastic
processes (e.g., Markov process and periodic process) to describe the
demographic stochasticity.

(ii) The unbounded case. If a(¢) and f(¢) are inherently unbounded
ont € [0,0), we can choose the stochastic processes as the solutions
to the following stochastic differential equations (SDEs)

da =f(a)dt + g (a)d B, (1),
dp =f(B)dt + g,(B)d By(),
where f(a), /,(8) € Z'(R;R), g(@),8:(f) € L*[R,;R), B,(r) and
By(1) are one-dimensional independent Brownian motions defined on
the complete probability space (£2,.%,P).

2. The population x(t) suffers from environmental stochasticity, and the
intensity of stochasticity is positively related with the level of population
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Table 1
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Existence and stability of equilibria of System (2), where GAS denotes that the equilibrium is globally asymptotically stable.

Cases Equilibria

Existence condition

Stability condition

(A1) Weak Allee effects xo and xg

(A2) Strong Allee effects X0, Xg and x,

(A3) Extinction Xo

a<l

(¢} %<1<a, or (2) f <4 and
1 -
max{l,ﬁ}<a<

1

max {

xX is GAS.
x0 is GAS if x(0) < x,

R K i 0
ﬁ(z-\/?) xK is GAS if x(0) > x°.
<&<%or(2)/§<4and x° is GAS.
1 1 1 -
%(2—7\/?)’;’1)<n

x(t). Inspired by previous work (e.g., [30,32,70]), for any initial value
x(0) = x and time step 0 < Ar < 1, the solution x(¢) can be described
by a Markov process with conditional mean

ax
afx+1

E[x(t + A1) — x@®)|x(1) = x] =~ [x (1 = x) — At

and conditional variance
Var[x(t + At) — x(¢)|x(¢) = x] ~ afszt,

where 62 is the intensity of environmental stochasticity. More specifi-
cally, we can formulate the dynamics of population x(7) by the follow-
ing stochastic system

a
dx=x<1—x—m>dt+axdex(t), 4)

where B, (7) is a one-dimensional independent Brownian motion defined
on the complete probability space (2, %#,P). As expected, if the stochas-
ticity does not exist, i.e., 6, = 0,a(t) = &, f(t) = f, System (4) would
have equivalent dynamics with its limit system (2) (see Thieme [71]).

Since x() represents the population level, it should be non-negative.
In the bounded case, it is easy to verify that System (4) has a unique
positive solution on r > 0. However, In the unbounded case, we
need the following assumption to insure that System (4) is biologically
well-defined.

Assumption 1. Denote by C? the class of functions V(z,x) twice
continuously differentiable with respect to x and once continuously
differentiable with respect to 7, LV the Lyapunov operator of function
V,and I = {r : t > 0}. Throughout this paper, when «(r) and B(r) are
given by the stochastic differential equations (3), we always assume
that: (i) the functions f;(-) and g;(-) are locally Lipschitz functions
for any i = 1,2; (ii) there exists a nonnegative Lyapunov function
V(t,x) € C? defined on the domain I x R3 such that for some ¢ > 0
we have Vg = inf|,sg V(t,x) = o0 as R — oo, and LV < cV; (iii)
(@(0), f(0)) € RY.

Assumption 1 guarantees that System (4) admits a unique positive
solution x(r) on ¢ > 0 with probability one. An example that satisfies
the Assumption 1 is shown below.

Example 1. Assume that

fim) =n1(@ —n?), gm =o,m, i=12, ®

where ¢;,c, > 0 are constants and satisfies ¢; + ¢, > 1,¢, > 0. For any
given initial value x(0) € R, System (4) admits a unique global positive
solution on ¢ > 0 with probability one.

The proof of Example 1 is attached in Appendix. The system (4)
with feature (5) admits the following properties: (i) The long-term
average of the attach rate and the handling time, that is, @ and f are
finite, this is biological reasonable because the size of the generalized
predators is a constant; (ii) The intensity of stochasticity g,(a) (resp.
g,(p)) is positively correlated with the size of attack rate (resp. handling
time).

Two typical examples of (5) can be shown as

dn'= (i~ ndt+o,ndB, (1), )

)

where 75(t) = a(t) or n(t) = p(t). In the following sections, we study how
stochasticity affects the dynamics of population x(¢) both theoretically
and numerically.

dn = n@ —n)dt + o,nd B, (1),

3. Theoretical results

In this section, we study how stochasticity affects the long-term
dynamics of population x(¢) from the perspective of theoretical analysis.
We first investigate the scenario where demographic and environmental
stochasticity work together. Then we separately study scenarios where
demographic stochasticity of the scaled attack rate «(f) and the scald
handling time p(r) play a leading role. In addition, we explore the
impact of environmental stochasticity on population dynamics of x(r)
when demographic stochasticity does not work.

3.1. Joint effects of demographic and environmental stochasticity

In the following, we study the joint effects of demographic and
environmental stochasticity on the dynamics of population x(r). We
first study the stochastic persistence and extinction of population x(z).
Then, by using the Khasminskii theorem [72], we provide sufficient
conditions for the ergodicity as well as the existence of a unique
positive periodic solution for System (4).

Theorem 1. For any initial value x(0) € R, the population x(t) in System
(4) has the following stochastic dynamics

1. The unbounded case: Suppose the stochastic processes a(t) and f(t)
are given by SDEs (3). If a(t) and p(t) have a unique invariant measure
7, and z; on R, respectively, then the expected per-capita growth rate of
population x(t) can be defined as

2 x—/]Ra(s)ﬂ'a(ds)‘

Moreover, when A, > 0, the population x(t) will be stochastically persistent
in probability; when A; < 0, the population x(¢) will go extinct exponentially
fast.

2. The bounded case: Suppose that the stochastic process a(t) is
bounded below by & > 0 and the stochastic process f(t) is bounded above
by f, then the population x(r) will be strongly persistent in the mean if

a=1-1

'
1- l0'2 — liminf ! / a(s)ds > 0 almost surely (a.s.),
2 X t-o0 t [o

and the population x(t) will become extinct exponentially fast if either

1-%a§-a<0, a\/Esl

or
_%<0’ &\/;V>1.
ap

The proof of Theorem 1 is attached in Appendix. Theorem 1
suggests that: (i) In the unbounded case, the persistence and extinction
of the population x(r) is completely determined by the intensity of
environmental stochasticity and the demographic stochasticity from
the attack rate a(f). When the intensity of environmental stochastic-
ity and the demographic stochasticity from the attack rate a(r) are



T. Feng, H. Zhou, Z. Qiu et al.

small enough, the population x(r) will be stochastically persistent in
probability. Otherwise, the population x(r) will become extinct. In this
case, the demographic stochasticity from the handling time A(r) does
not affect the persistence of the population x(z). (ii) In the bounded
case, Theorem 1 provides sufficient conditions for the survival and
extinction of the population x(r). When the intensity of environmental
stochasticity and the long-term average of the attack rate a(f) are
small enough, the population x(r) will be strongly persistent in the
mean. In particular, when environmental and demographic stochastic-
ity disappear, the condition ensures that the deterministic model (2)
has a unique positive equilibrium x¥ which is globally asymptotically
stable, i.e., the population x(r) is persistent. When the intensity of
environmental stochasticity or the long-term average of the attack rate
a(t) is large enough, the population x(r) will become extinct.

Next, we study the ergodicity and the existence of positive periodic
solution of System (4). As an effective stochastic analysis tool, the
Khasminskii theorem [72] has been successfully applied to explore
the existence of ergodic stationary distribution and positive periodic
solution. In the scenario where the Khasminskii theorem works, the
construction of the Lyapunov function and the application of inequali-
ties are crucial and challenging. Since in System (4) the specific forms
of a(r) and f(¢r) are unknown, the Khasminskii theorem is difficult to
use directly. Next, we start with some special cases of a(r) and S(z),
and provide sufficient conditions for the existence of a unique ergodic
stationary distribution and positive periodic solution for System (4).

Theorem 2. For any initial value x(0) € R,, we have
1. The unbounded case: Suppose that the stochastic processes a(t) and
p(t) have the form of (7). If

1—(_1—%0')%>0,

then System (4) admits a unique ergodic stationary distribution.
2. The bounded case: Suppose that the stochastic processes a(t) and
p(t) are T—periodic in time t, and a(t) has an upper bound &. If

1-a- %aﬁ >0,
then System (4) admits a nontrivial positive T —periodic solution.

The proof of Theorem 2 is attached in Appendix. Theorem 2
provides sufficient conditions for the existence of a unique ergodic sta-
tionary distribution (resp., positive periodic solution) when System (4)
suffers from general (resp., periodic) demographic and environmental
stochasticity. The result suggests that: (i) When the demographic and
environmental stochasticity are small enough (i.e., @ + %0}% < 1or
a+ %0}2( < 1), System (4) has a unique ergodic stationary distribution
(resp., positive periodic solution) which is independent of the initial
level x(0) > 0. (ii) The demographic stochasticity from the handling
time p(r) will not affect the ergodicity (resp., the existence of a unique
positive periodic solution) of System (4). (iii) The existence of a unique
ergodic stationary distribution suggests that population x() does not
change its statistical properties (such as mean and variance) with time,
and the population x(r) has the same behavior averaged over time as
averaged over the probability space. Although the expression of the
unique stationary distribution is difficult to obtain, the ergodic property
guarantees that we can estimate the probability distribution of the
stationary distribution by simulating a single sample trajectory of the
solution x(7) to the stochastic system (4) (see, e.g., Mao [73], Ellner and
Rees [74]).

In the absence of demographic and environmental stochasticity,
ie, a(t) = & p(t) = f and o, = 0, System (4) degenerates to the
deterministic system (2). In this situation, the result of Theorem 2
suggests that as long as @ < 1, the solution starting from any positive
level will eventually reach a unique level, which is consistent with
the global stability of the positive equilibrium xX of the corresponding
deterministic system (2).
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3.2. Effects of demographic stochasticity from the scaled attack rate a(t)

To study how demographic stochasticity from the scaled attack rate
a(r) alone affects the population dynamics of x(r). We assume that
there is no environmental stochasticity in the population and the scaled
handling time is a constant, i.e., o, = 0 and f(f) = f. In this scenario,
we have the following theorem about the long-term dynamics of Model

4.

Theorem 3. For any given initial level x(0) € R, the population x(t) in
System (4) has the following dynamics

1. The unbounded case: Suppose the stochastic process a(t) is given by
the stochastic differential equation (3). If

t
1 — liminf ! / a(s)ds >0 a.s.,
=00 t 0
then population x(t) will be strongly persistent in the mean. If a(t) is ergodic

with measure = and satisfies

1— 5 2(ds) <0,
R, Bs+1

then population x(t) will become extinct exponentially fast.

2. The bounded case. (i) If a(t) is bounded above by a positive constant
& < 1, then population x(¢) will be uniformly persistent; (ii) If a(t) is bounded
below by a and satisfies # > 1, then population x(t) will become extinct
exponentially fast; (iii) If a(t) is a periodic stochastic process with period T
and satisfies

1 t+T
1- T/ a(s)ds > 0,
t

then population x(t) will be bounded below and above by positive constants
Xmax and X, respectively, ie., x> x(t) > xpi, > 0.

The proof of Theorem 3 is attached in Appendix. Theorem 3
provides sufficient conditions for the persistence and extinction of
population x(¢) when System (4) suffers from bounded and unbounded
demographic stochasticity from attack rate a(f) respectively. Some of
the results indicate that: (i) When the (average) relative attack rate
is small enough, e.g., & < 1 (resp. liminf,_ o, %/0' a(s)ds < 1 a.s.), the
population x(¢) will be survive. (ii) When the (average) relative attack
rate is large enough, e.g., HLH > 1 (resp. fR+ /ﬁfr(ds) > 1), then
population x(r) will become extinct. The description of demographic
stochasticity can be extended to a variety of scenarios related to popula-
tion dynamics. For instance, when «(?) is a bounded stochastic process,
it covers many types of life-depending coefficients in existing litera-
ture such as periodic coefficients [75,76], interval coefficients [77,78],
semivarying coefficients [79], and Markov switching coefficients [80,
81]. The unbounded stochastic processes can be applied to describe
relevant parameters of population communities such as the unbounded
growth constraints [82-85].

3.3. Effects of demographic stochasticity from the scaled handling time p(t)

In this subsection, we study how demographic stochasticity from
the scaled handling time f(¢) affects the dynamics of population x(z).
To proceed, we set o, =0 and a(t) = a.

Theorem 4. For any given initial level x(0) € R, we have

1. If @ < 1, then population x(t) of System (4) will be uniformly
persistent regardless of the form of p(r), i.e, 0 < 1 —a < liminf,_, x(r) <
limsup,_,, x(7) < 1.

2. If p(v) is ergodic with measure r and satisfies fR+ &5‘11 z(ds) > 1, then
population x(t) will become extinct exponentially fast. Particularly, if f(¢) is
bounded above by constant f and satisfies aﬂ% > 1, then population x(t)
will become extinct exponentially fast.
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The proof of Theorem 4 is very similar to the proof of Theorem 3,
so it is omitted here. Theorem 4 suggests that although the handling
time suffers from demographic noise, as long as the attack rate is small
enough (i.e., @ < 1), the population x(¢) will be persistent. In this
situation, the demographic stochasticity of the handling time will not
affect the survival of the population. Moreover, when the attack rate
is large enough, a sufficiently large demographic stochasticity from
handling time is a sufficient condition to cause the population x(¢) to
become extinct.

Comparison. Both Theorems 3 and 4 show that if the attack rate is small
enough, then the population will be persistent; while if the attack rate is
large enough or the handling time is small enough, then the population will
become extinct exponentially fast. One difference is that when the population
subject to demographic stochasticity from the handling time, as long as the
attack rate is small enough, the population will be persistent. At this time,
demographic stochasticity from the handling time does not play a role in the
persistence of the population.

3.4. Effects of environmental stochasticity

We next explore how environmental stochasticity affects the dynam-
ics of population x(#) by studying the stochastic dynamics (e.g., stochas-
tic ultimate boundedness, stochastic persistence and extinction, and the
existence of a unique ergodic stationary distribution) of System (4). To

continue, we choose «(f) = @ and A(t) = . Now we have the following
results.

Lemma 1. For any given initial value x(0) € R, the solution of System
(4) satisfies the following property

plp— 1|02
2p+ 1)

t—o00

p+l
limsup E[x”(1)] < [1 + - qb] ,Vp>0, (8)

where ¢ = ¢(a) is a non-negative constant, and ¢ = 0 if and only if a = 0.

The proof Lemma 1 is attached in Appendix. The following theorem
is straightforward by using the Chebyshev’s inequality [86] to (8).

Theorem 5. For any given initial value x(0) € R, the solution of System
(4) is stochastically ultimately bounded, i.e., for any € € (0, 1), there exists
a positive constant 5 = 6(¢) such that

limsup P{x(?) > 6} < e. 9
1=

Stochastic ultimate boundedness is an important property of
stochastic population systems, indicating that the solution will be
ultimately bounded with large probability, i.e., the population system
(4) is biologically well-defined. Theorem 5 shows that no matter
how the environmental stochasticity changes, the stochastic ultimate
boundednesss always holds for System (4), i.e., the boundedness is very
robust under the environmental stochasticity.

The following theorem provides a critical threshold for the survival
and extinction of population x(7) in System (4).

Theorem 6. Define the expected per-capita growth rate of population x(r)
as

/12=1—%a)2(—6:a.s.

For any given initial value x(0) > 0, the population x(t) described by
the system (4) will be stochastically persistent in probability if i, > 0.
Alternatively, the population x(t) will become extinct exponentially fast if
Ay <O0.

The proof of Theorem 6 is a direct application of Theorems 3.1 and
3.4 in Hening et al. [87] and is therefore omitted here. Theorem 6
provides necessary and sufficient conditions for the persistence and
extinction of population x(r) when environmental stochasticity plays a
major role: (i) If the intensity of environmental stochasticity ¢, and the
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coefficient a are small enough, then population x(r) will be stochasti-
cally persistent in probability, i.e., the long-term level of population
x(t) is away from zero. (ii) If either the density of environmental
stochasticity or the value of attack rate is large enough, the population
x(¢) will die out exponential fast.

Theorem 7. For any initial value x(0) > 0, System (4) admits a unique
ergodic stationary distribution u(-) if 1, > 0.

The proof of Theorem 7 is attached in Appendix. Theorem 7
indicates that when the environmental noise and the coefficient a are
small enough, System (4) has a unique ergodic stationary distribution
which is independent of the initial level x(0) > 0. The main biological
meaning of Theorem 7 is similar to that of Theorem 2, so we do not
repeat it here.

4. Numerical results

We have theoretically explored how demographic and environ-
mental stochasticity affect the long-term dynamics of population x(z).
However, there are some interesting biological issues about transient
dynamics that remain unknown. For example: (i) Is the effect of stochas-
ticity on population dynamics related to the initial population level? (ii)
When the population is definitively extinct, can stochasticity change the
trend of extinction? Or can stochasticity affect the time of extinction?

Next, we try to uncover the above interesting questions by studying
how stochasticity affects the transient dynamics of population x(7) in
the three scenarios presented in Table 1: (A1) the weak Allee effects
case; (A2) the strong Allee effects case; and (A3) the extinction case.
In this section, all simulations are carried out using ©Matlab2019b
software with Euler-Maruyama numerical method (Higham [88]) over
500 replicates. The “mean” mentioned below refers to the arithmetic
mean of the solutions over 500 replicates. Moreover, x() is considered
to become extinct if the value of x(¢) is less than 107°.

4.1. Impact of demographic stochasticity from the scaled attack rate a(t)

We first provide some numerical simulations on System (2) to
explore how demographic stochasticity from attack rate a(r) affects the
dynamics of population x(¢), i.e., the case o, = 0, §() = f. To continue,
we assume that the scaled attack rate a(7) has the form of (7). It is a
special example of Theorem 3 for the unbounded case, which describes
a type of demographic noise that has a long-term average level @, and
the noise-intensity is proportional to the current rate of a(r). We first
have the following estimates about the stochastic process a(r).

Lemma 2. The stochastic process a(t) given by (7) is an ergodic process
with measure r. For any given initial value «(0) € R,, we have

Ela(®)] = @ + (a(0) — @)e™" and tlim Ela(®)] = a a.s.

Moreover, we have

5 a.s., if 0'2 <1,
lim sup E[a?(1)] <

t—o0 &

a.s., if 0',3 € [1,2).

The proof of Lemma 2 is attached in Appendix. Lemma 2 provides a
good reference for how to choose effective density of stochasticity and
other parameters.

In the following, we respectively study how demographic stochas-
ticity from attack rate a(r) affects the dynamics of population x(¢) in
the three scenarios given by Table 1. For the stochastic system (4), we
specify the three scenarios according to the value of attack rate @ in the
deterministic system. Now we have the following simulation results.

Case (A1). In the weak Allee effects case (i.e., a € (0, 1)), demographic
stochasticity from the attack rate o, may be beneficial to the population
level x(t). Fig. 1 (red lines) shows that in the absence of demographic
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Fig. 1. Weak Allee case (a = 0.6). Histogram and empirical mean of the solution x(r) to Model (4) with «(0) = 0.6, x(0) = 0.26, ¢, =0, (1) = f = 2 over 500 replicates. In area Al

(i.e., @ € (0, 1)), the equilibrium x¥ of Model (2) is globally asymptotically stable. In area A2 (i.e., @ € (1,1.207)), the equilibrium x° of Model (2) is globally asymptotically stable

if x(0) < x?, and the equilibrium x¥

asymptotically stable. In Fig. 1g, the red line indicates that the survival equilibrium x¥
respectively are the empirical mean levels of the stochastic solution x(t) over 500 replicates with ¢, =0.2,0.3 and 0.4.
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Fig. 2. Strong Allee case with @ = 1.2. Histogram of the solution x(7) to Model (4) at ¢ = 2000 over 500 replicates with o, = O,ﬁ(t) =f=2,a0)=12,x0) =
= 0.333 of Model (2) is globally asymptotically stable. In area Al (i.e., @ € (0, 1)), the equilibrium x¥
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that the equilibrium x¥

x(0) > x°. In area A3 (i.e., @ > 1.207), the unique equilibrium x°

stochasticity (i.e., o, = 0), the population x(¢) survives at level xX =
0.6667, which is consistent with the theoretical result (see case (Al) in
Table 1). To study how demographic stochasticity from attack rate a(r)
affects the population x(r), we choose 6, = 0.2,0.3 and 0.4 respectively.
The numerical simulation shows that demographic stochasticity from
the attack rate can cause the mean population level x(r) (over 500
replicates) to fluctuate above xX, and the mean population level x()
is positively correlated with the intensity of demographic stochasticity
o, (see Fig. 1g). Besides, when the time is long enough (e.g., 1 =

0.26. Red line indicates
of Model (2) is globally asymptotically stable. In

, and the equilibrium xX of Model (2) is globally asymptotically stable if

2000), the variance of population level x(z) over 500 replicates is pos-
itively related with the intensity of demographic stochasticity o, (see
Fig. 2d-f). From the perspective of mean level, the result suggests that
demographic stochasticity from the scaled attack rate a(z) is beneficial
to the population level x(z).

Case (A2). In the strong Allee effects case, how demographic stochastic-
ity from the scaled attack rate a(t) affects population dynamics is related to
the initial population level x(0). If the initial population level is large enough
(i.e., x(0) > x?), demographic stochasticity from the scaled attack rate a(t)
may be detrimental to the survival of population x(t), otherwise if the initial
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Fig. 3. Mean extinction percentage and mean extinction time of solution x(f) to Model (4) over 500 replicates. The parameters are ¢, = 0,& = 1.2, (1) = f = 2, «(0) = 1.2, x(0) = 0.26.
The black pentagons and red lines denote the numerical results and fitted curves (see (10) and (11)), respectively. In this study, the mean extinction percentage is computed at

time T = 2000, and the solution (¢) is considered being extinct if x(t) < 107>,
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Fig. 4. Histogram of the stochastic solution x(f) to Model (4) at T = 2000 over 500 replicates. The parameters are o, = 0,a = 1.2,4(t) = f = 2,(0) = 1.2,x(0) = 0.24. Red line
indicates that the equilibrium x° = 0 of Model (2) is globally asymptotically stable. In area Al (i.e., @ € (0, 1)), the equilibrium xX of Model (2) is globally asymptotically stable.
In area A2 (i.e., @ € (1, 1.207)), the equilibrium x° of Model (2) is globally asymptotically stable if x(0) < x?, and the equilibrium xX of Model (2) is globally asymptotically stable
if x(0) > x. In area A3 (i.e., @ > 1.207), the unique equilibrium x° of Model (2) is globally asymptotically stable.

population level is small enough (i.e., x(0) < x?), demographic stochasticity
from the scaled attack rate a(t) may bring the possibility of survival for the
deterministically extinct population x(t). Choose @ = 1.2 and f = 2. It
follows from Table 1 that the dynamics of population x(r) in System
(2) depends on the initial population level x(0): if x(0) < x? = 0.25, the
extinction equilibrium x° = 0 is globally asymptotically stable, while if
x(0) > x?, the survival equilibrium x¥ = 0.333 is globally asymptotically
stable. In the following, we study how demographic stochasticity from
a(t) affects the population dynamics of x(¢) in these two cases: x(0) > x?
and x(0) < x?.

We first study the case x(0) > x?. Fig. 2 shows the histogram
of the stochastic solution x(¢) over 500 replicates when time is large
enough (¢ = 2000): (i) When low-intensity demographic stochasticity is
involved, all 500 samples of the stochastic solution x(¢) stay within the
small neighborhood of xX = 0.333 (see Fig. 2a and d); (ii) As the noise
intensity increases, a certain proportion of the samples still stay near
xX = 0.333, while the remaining part is attracted to the extinction state
x% = 0 (see Fig. 2b and e). In this case, the mean extinction percentage
(MEP) of the stochastic solution (over 500 replicates) attracted to x’ = 0
is positively correlated with the intensity of o, (see Fig. 3), and the
relationship can be approximated as

04 —0.1078

0,-0.06204 \2
003828

0.03064

2
MEP(c,) = 0.9007e_( ) + 0.59966_( (10)

where o, € (0,0.1). (iii) When the intensity of noise ¢, is large enough,
all 500 samples of the stochastic solution x(¢f) are attracted to the

extinction state x° = 0 within a limited time (see Fig. 2c and f). In this
case, the mean extinction time (MET) of the solution x(¢) attracted to
x% = 0 is negatively related with the intensity of ¢,, and the relationship
can be approximated as

04 +4.446

2
MET(c,) = 1.466><10‘6e‘< i) +216.9e_(

0q—=7817\2
14.67

1D

where ¢, € (0.1, 1).

Next, we study the case x(0) < x?. Let x(0) = 0.24 and keep other
parameters unchanged (compared to the case x(0) > x? above), it
follows that x* = 0 of Model (2) is globally asymptotically stable (see
reds line in Fig. 4). The simulation results in Figs. 4 and 5 indicate
that: (i) When the intensity of demographic stochasticity is small or
large enough, the 500 samples of the stochastic solution x(r) are at-
tracted to the extinction state (see Fig. 4d and f), and the relationship
between the mean extinction time and the intensity of noise o, is
non-monotonic: if the intensity of demographic stochasticity is small
enough, the extinction time is positively correlated with the intensity of
demographic stochasticity (see Fig. 5a), otherwise the extinction time
is negatively correlated with the intensity of demographic stochastic-
ity (see Fig. 5¢). The relationship between the mean extinction time
of stochastic solution x() over 500 replicates and the intensity of
demographic stochasticity o, can be expressed as

g —0.01654

0.01228

04 +0.004321 )2
001763

2
) + 89.83_(
04 +3.969

2
2.907><10”e‘( 06828 ) +7307e‘(

70.08¢(
MET(c,) = 12

0q+25.35\2
1298
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Fig. 5. Mean extinction time and mean extinction percentage of the solution x(t) of Model (4) over 500 replicates. The parameters are 6, = 0,a = 1.2, (1) = f =2, a(0) = 1.2,
x(0) = 0.24. The black pentagons and red lines denote the numerical results and fitted curves (see (12) and (13)), respectively. In this case, the mean extinction percentage is

counted at time 7 = 2000, and the solution is considered extinct if x(r) < 107,

where o, € (0,0.01) and ¢, € (0.1,0.6), respectively. (ii) Demographic
stochasticity with appropriate intensity may bring the possibility of
survival for the population x(¢) that is determined to be extinct (see
Fig. 4b, compared to Model (2) where the extinction boundary x° = 0 is
globally asymptotically stable), and the relationship between the mean
survival percentage of the stochastic solution x(¢) over 500 replicates
and the intensity of demographic stochasticity ¢, can be approximated
as

04 —0.09527

0,—0.00604 \2
0.1024

2
MEP(c,) = 0.9917e_( ) + 0.513e_( 0:020% 13)

where ¢, € (0.01,0.1).

Case (A3). In the extinction case, demographic stochasticity from the
attack rate a(t) cannot change the extinction trend, but has delayed effects.
In this case, the unique equilibrium x° = 0 of Model (2) is glob-
ally asymptotically stable. The results show that: (i) The demographic
stochasticity cannot change the population being extincted, but the
variance of extinction time of the stochastic solution x(#) under 500
samples increases as the intensity of demographic stochasticity o,
increases (Fig. 6a—f); (ii) The mean extinction time of the stochastic so-
lution x(r) under 500 samples is positively correlated with the intensity
of demographic stochasticity (Fig. 6g):

6,—0.5399 04 —0.4101 )2

2
MET(c,) = 10.91e_( 0.09443 ) +95.56e_( 05317 a14)

where ¢, € (0,0.5).
4.2. Impact of demographic stochasticity from the scaled handling time B(t)

Next, we explore how demographic stochasticity from the scaled
attacking rate f(t) affects the population dynamics of x(r) by performing
numerical operations on System (4) with ¢, = 0,a(r) = @. Similar
to Section 4.1, we assume that the handling time f(¢) is given by (7).
We have the following insights.

Case (A1). In the weak Allee effects case, an increase in the intensity
of demographic stochasticity o, may cause a decrease in the mean level of
population x(r). Fig. 7 shows that when there is no stochasticity (i.e., the
deterministic case), the population level of x(¢) will converge to xX =
0.553 (see Fig. 7g, red line). When the demographic stochasticity from
the scaled handling time exists, the mean level of the population x(z)
under 500 replicates decreases, and the magnitude of the decrease is
positively correlated with the intensity o, (see Fig. 7g). This result
suggests that the demographic stochasticity from the scaled handling
time is not conducive to the survival of the population x(¢). In addition,
the variance (at time r = 2000) of the stochastic solution x(z) under
500 replicates increases as the intensity of demographic stochasticity
oy increases.

Case (A2). In the strong Allee effects case, the influence of demographic
stochasticity from the handling time p(t) on the dynamics of population
x(t) is related to the initial population level. If the initial population level
is large enough (i.e., x(0) > xY), demographic stochasticity from p(t) may
be detrimental to the survival of population x(t) (see Fig. 8). If the initial
population level is small enough (i.e., x(0) < x?), demographic stochasticity

from p(t) may bring the possibility of survival for the deterministically
extinct population x(t) (see Fig. 10). In this scenario, the demographic
stochasticity from g(¢) has a similar impact on the population x(¢) as
that from «a(7), so we do not elaborate here. The relationship between
intensity of demographic stochasticity o; and mean extinction time
(MET(U,,)) as well as mean extinction percentage (MEP(aﬁ)) is shown
in Table 2.

Case (A3). In the extinction case, demographic stochasticity from (1)
cannot change the population being extinct, but can affect the time of
population extinction. In this case, the unique equilibrium x° = 0 of
Model (2) is globally asymptotically stable. The numerical results show
that (i) When the intensity of demographic stochasticity o, increases,
the variance of extinction time of the stochastic solution x(¢) over 500
replicates increases (Fig. 12a—f). (ii) When the intensity of demographic
stochasticity o, is small enough, the increase in o, can lead to a pro-
portional increase in the mean extinction time (under 500 replicates).
(iii) When the intensity of demographic stochasticity o, is large enough,
the mean extinction time decreases as o, increases (see Fig. 12g). The
relationship between the mean extinction time of population x(r) over
500 replicates and the intensity of demographic stochasticity o, can be
approximated as

0501198 05-0.07592 )2

2
MET(UQ)=183.16_< °'°33°8> +126.4e_< R (15)

where o5 €(0,1).
4.3. Impact of environmental stochasticity

Next, we implement simulations on System (4) with a(r) = a, f(t) =
f to study how environmental stochasticity affects the dynamics of
population x(7) for the three scenarios as before. We have the following
numerical results.

Case (A1). In the weak Allee effects case, environmental stochasticity
may be detrimental to the survival of the population x(t): the population level
x(t) (on average) is negatively correlated with the intensity of stochasticity,
and the population x(t) may become extinct when the noise intensity is
large enough. In this scenario, the relationship between environmental
stochasticity and the population level x(¢) is depicted in Fig. 13: (i) In
the absence of environmental stochasticity, the population x(¢) of the
deterministic model (2) will survive at level xX = 0.6667 (see red lines,
Fig. 13). (ii) When the environmental stochasticity with small intensity
intervenes, the population level x(¢) will fluctuate around the level x¥
(gray lines, Fig. 13a), and the mean population level x(r) over 500
replicates is lower than the level in the deterministic model (2) (black
line, Fig. 13a). (iii) When the intensity of environmental noise is large
enough, the mean population level x(¢) and all the 500 samples will
converge to x* = 0 within limited time (see Fig. 13b).

Case (A2). In the strong Allee effects case, the relationship between
environmental stochasticity and population level x(t) depends on the initial
population level. If the initial population level is large enough (i.e., x(0) >
x?), environmental stochasticity may be detrimental to the survival of
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population x(1). If the initial population level is small enough (i.e., x(0) < deterministically extinct population x(¢). In this scenario, the dynamics of

x?), environmental stochasticity may bring the possibility of survival for the the deterministic system (2) depends on the initial population level:
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Relationship between the intensity of demographic stochasticity o, and the mean extinction percentage as well as the mean
extinction time of the population x(#) in System (4). The mean extinction percentage is counted at time 7" = 2000, and the

population is considered extinct if x(f) < 1073,

Case Mean extinction time & Mean extinction percentage Interval Figure
0> MEP(s)= 0.403¢ 55 +0.9661¢™ ‘s 7, €(0,0.16) Fig. 9a
x> x MET(c,)= 1408417 4 156.4¢=071247% o5 €(0.16,1) Fig. 9b
MET(c,)= 118.8¢"737% +0.1968¢'*4% o4 € (0,0.022) Fig. 11a
X(0) < x° MEP(c,)= 7'°jj;;§;f+;;;§§j;” 6y € (0.022,0.15) Fig. 11b
MET(o,)= 409.9¢™'%4% 4 129.9¢052%% oy €(0.15,1) Fig. 11c
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Fig. 9. Mean extinction percentage and mean extinction time of the solution x(r) to Model (4) over 500 replicates. The parameters are ¢, = 0, a(f) = @ = 1.2, = 2, f(0) = 2,
x(0) = 0.26. The black pentagons and red lines denote the numerical results and fitted curves (see Table 2), respectively. In this study, the mean extinction percentage is computed

at time T = 2000, and the solution is considered extinct if x(r) < 107>,

if x(0) > x? = 0.25, the positive equilibrium xX = 0.333 is globally
asymptotically stable and the population x(r) will persistent (see Table 1
and red lines in Fig. 14), otherwise if x(0) < x? = 0.25, the equilibrium
x¥ = 0 is globally asymptotically stable and the population x(r) will be
extinct (see Table 1 and reds line in Fig. 16). We are interested in how
environmental stochasticity affects population dynamics in these two
cases.

We first study the case x(0) > x?. Fig. 14 describes the dynamics
of population x(r) with different intensity of environmental noise: (i)
When the noise intensity is small enough (e.g., o, = 0.001), all 500
samples of the stochastic solution x(¢) fluctuate around the level xX =
0.333 (Fig. 14a); (ii) As the noise intensity increases, some samples
still fluctuate around the level xX, while the remaining part gradually
moves away from the neighborhood of x¥ and is eventually attracted
to the extinction state x = 0 (Fig. 14b). In this case, the result suggests
that increasing the intensity of environmental noise will result in a
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higher percentage/probability of population extinction (Fig. 15a), and
the relationship between the mean extinction percentage (MEP) and
intensity of noise o, can be fitted as

0, =0.04083
0.01585

0,—0.02226
001102

)2
where ¢, € (0,0.04). (iii) When the noise intensity is large enough,
all 500 samples of the stochastic solution x(r) are attracted to x¥ =
(Fig. 14c). In this case, an increasing in the intensity of environmental
noise will cause the population x(r) to become extinct fast (Fig. 15b),
and the relationship between the mean extinction time (MET) and the
noise intensity o, can be approximated as

2
MEP(s,) = 0.9494e‘( ) + 0.6537e_( (16)

ox+2473
0.4265

0, +3.03
1862

2 2
MET(s,) = 1.586 x 10177 ) + 14140 ) , a7

where o, € (0.04,1).
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Fig. 10. Histogram of the solution x(r) to Model (4) at T = 2000 over 500 replicates. The parameters are ¢, = 0, a(t) = @

12,5 = 2,(0) = 2,x(0) = 0.24. In area Al

(i.e., f € (1,1.983)), the equilibrium x° of Model (2) is globally asymptotically stable. In area A2 (i.e., @ € (1.983,4)), x¥ of Model (2) is globally asymptotically stable if x(0) > x?,
while if x(0) < x?, x° is globally asymptotically stable. Red line indicates that the equilibrium xX = 0.333 of Model (2) is globally asymptotically stable.
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Fig. 11. Mean extinction percentage and mean extinction time of the solution x(f) to Model (4) over 500 replicates. The parameters are ¢, = 0, a(t) = @ = 1.2, = 2, f(0) = 2,
x(0) = 0.24. The black pentagons and red lines denote the numerical results and fitted curves (see Table 2), respectively. In this study, the mean extinction percentage is computed

at time T = 2000, and the solution x() is considered extinct if x(f) < 1075,

We next study the case x(0) < x. The numerical results show that:
(i) When the intensity of environmental noise is small enough, all 500
samples of the stochastic solution x(¢) are attracted to the extinction
equilibrium x° = 0 of the deterministic model (2) (Fig. 16a). (i) As
the intensity of noise increases, a certain percentage of the samples
gradually move away from x° = 0 and are eventually attracted to
the neighborhood of the survival equilibrium xX = 0.333 (Fig. 16b).
(iii) When the intensity of noise is large enough, some of the samples
are attracted to the neighborhood of xX within the initial period, but
eventually converges to x = 0 (Fig. 16¢). Besides, in the scenarios
where all samples of the stochastic solution x(¢) are all attracted to
the extinction state x = 0 (Fig. 16a and c), if the intensity of noise
is small enough, the mean extinction time (MET) of the stochastic
x(1) over 500 replicates is positively correlated with the intensity of
noise (Fig. 17a), otherwise if the noise intensity is large enough, the
mean extinction time (MET) of the stochastic x(#) over 500 replicates
is negatively correlated with the intensity of noise (Fig. 17c). The
relationship between the mean extinction time (MET) of the stochastic
x(t) over 500 replicates and the intensity of noise can be expressed as

118.9¢072260x 4 (),08592¢737-30x

0 +1.058
0.1918

MET(o,) = (18)

0 +0.2719
0.4083

2
8.454 x 1015e‘( ) + 229.9e‘(

)2
where 6, € (0,0.005) and o, € (0.03, 1), respectively. In the scenario
where environmental stochasticty brings the possibility of survival to
the deterministically extinct population x(¢) (Fig. 16b), the relationship
between the mean extinction percentage (MEP) and the intensity of
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noise is non-monotonic (Fig. 17b) and can be expressed as

)

0, —0.02887
002906

0, —0.00273
0.08072

2
MEP(o,) = 1.003e_( ) + 0.5124e_< 19

where o, € (0.005,0.03).

Case (A3). In the extinction case, environmental stochasticity cannot
change the extinction trend of population x(t). However, larger environmen-
tal stochasticity may lead to smaller variance of extinction time (over 500
replicates) for the stochastic solution x(t) (Fig. 18a—c) and may cause a
proportionally lower mean extinction time for the stochastic solution x(r)
over 500 replicates (see Fig. 18d and fitted curve (20)). The relationship
between the mean extinction time (MET) and the intensity of stochasticity
o, can be fitted as

0,+26.83
585

)y

_( )2 _(oxf(),]lS )2
MET(c,) =1.314 x 10'!e +7.603¢ \ 009938
(20)

0, +0.6141
1.402

- 46.49e‘(

where o, € (0,2.5).

We also studied the dynamics of population x(rf) when demographic
and environmental stochasticity exist simultaneously through numer-
ical simulations. However, apart from the phenomena observed in
the previous Sections 4.1, 4.2 and 4.3, no new insights have been
discovered. Therefore, we omit the corresponding numerical simulation
here. Now we can summarize the findings of this section as follows.

Summary: The numerical results in this section address the ques-
tions that we proposed at the beginning of this section: (i) When the
population undergoes strong Allee effects (i.e., bistable), how does
stochasticity affect the dynamics of population x(¢)? (ii) When the
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stochastic solution x(), red line indicates that the equilibrium xX = 0.6667 of the deterministic model (2) is globally asymptotically stable, and black line denotes the arithmetic
mean of the stochastic solution x(f) over 500 replicates.
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deterministic model (2) is globally asymptotically stable. Gray lines indicate the trajectories of stochastic solution x(r) over 500 replicates.

population is deterministically extinct, can stochasticity change the what is the relationship between the intensity of stochasticity and
trend of extinction? Or, can stochasticity affect the extinction time of the extinction probability or extinction time? Our findings have many

population x(#)? (iii) When stochasticity leads to population extinction, profound biological significances such as

12
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1. In the scenario of weak Allee effects, demographic stochasticity
from attack rate a(f) may increase the population level x(¢) (in the
mean sense, Fig. 1), thus contribute to the survival of the population
x(1). However, demographic stochasticity from handling time $(r) and
environmental stochasticity may lead to the decrease of the population
level, and even the extinction of the population x(¢) (Figs. 7 and 13).

2. In the scenario of strong Allee effects, demographic stochasticity
(from «(t) and p(r)) and environmental stochasticity have similar effects
on the population x(¢), depending on the initial population level. Specif-
ically, if the initial population level is large enough (i.e., x(0) > x?),
demographic and environmental stochasticity may be detrimental to
the survival of population x(r) (Figs. 2, 8 and 14), otherwise if the
initial population level is small enough (i.e., x(0) < x?), demographic
and environmental stochasticity may bring the possibility of survival
for the deterministically extinct population x(r) (Figs. 4, 10 and 16).

3. In the scenario of extinction, both demographic stochasticity
(from a(r) and (1)) and environmental stochasticity cannot change the
trend of population extinction, but they may affect the extinction time:
(i) demographic stochasticity from a(r) and environmental stochasticity
may have promotion effects on the extinction of population x(¢) (see
Figs. 6 and 18); (ii) demographic stochasticity from §(r) may delay the
extinction of population x(¢) if the intensity o, is small enough, other-
wise demographic stochasticity from f(r) may advance the extinction
of population x(7) (see Fig. 12).

5. Conclusion

Literature show that stochasticity in the population dynamics of
most species should be responsible for random fluctuations rather than
periodic or chaotic phenomena [4]. In our work, we presented a novel
modeling framework based on stochastic differential equations to study
how random fluctuations including demographic and environmental
stochasticity affect the dynamics of population with cooperative com-
ponents that are measured by component Allee effects. This work is
adopted from the single-species model proposed by Kang and Udi-
ani [69], and is a good extension of the stochastic model presented by
Yu et al. [68] that study how environmental stochasticity affects single-
species dynamics with Allee effects. Our framework can be applied
to other dynamic systems such as competition models [89,90], coop-
eration models [62,91], infectious disease models [92,93], and social
insect models [94-96], to list a few.

We incorporated stochasticity into the single-population model con-
structed by Kang and Udiani [69] with two aspects. First, the life-
depending coefficients (i.e., attack rate and handling time) of the
population may suffer from random fluctuations. Without loss of gener-
ality, the coefficients can be described by stochastic processes defined
on the probability space. When the coefficients suffer from bounded
fluctuations (such as cyclic fluctuations driven by the seasonal fac-
tors [97]), we can use bounded stochastic processes to describe the
coefficients. More generally, we can define the stochastic process as the
solution to a stochastic differential equation. Second, the population
may affected by environmental stochasticity. By standard arguments
(see, e.g., [30,32,70]), the population level can be considered as a
Markov process.

We studied the stochastic dynamics of the single-species model
theoretically and numerically. These analyses addressed the question
of how demographic and environmental stochasticity affect population
dynamics separately and jointly. Our theoretical results provide suffi-
cient conditions for what kind of stochastic dynamics the population
may emerge, including stochastic persistent, extinction, strong persis-
tent in the mean, stochastic ultimate bounded, the existence of a unique
ergodic stationary distribution as well as periodic solution. Some of the
results suggest that the population may become extinct if the demo-
graphic or environmental stochasticity is large enough (see, for example
Theorem 1). On the contrary, if the demographic and environmental
stochasticity are sufficiently small, the system may have a unique
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ergodic stationary distribution, indicting that the population will be
persistent (see, for example Theorem 2). The ergodicity suggests that
the population does not change its statistical properties (such as mean
and variance) with time, and the population has the same behavior
averaged over time as averaged over the probability space. Therefore,
by the ergodicity we can estimate the probability distribution of the
stationary distribution by simulating a single sample trajectory of the
stochastic solution (see, e.g., Mao [73], Ellner and Rees [74]). In partic-
ular, the stochastic system may also produce positive periodic solutions
when the population suffers from periodic demographic stochasticity
(see, for example Theorem 2).

The influence of stochasticity on population dynamics may be di-
verse. For instance, in the scenario of weak Allee effects (see Table 1),
larger demographic stochasticity from the attack rate may lead to larger
mean population level (Fig. 1), while larger demographic stochasticity
from the handling time or larger environmental stochasticity may
lead to the decrease or even extinction of the population level (see
Figs. 7 and 13). This result suggests that demographic stochasticity
from the attack rate may have positive feedback on the survival of
the population, while the demographic stochasticity from handling
rate and the environmental stochasticity has the opposite effect. How
stochasticity affects population dynamics may also be related to the
initial population level. For instance, in the scenario of strong Allee
effects, if the initial population level is large enough, larger inten-
sity of demographic and environmental stochasticity may lead to the
extinction of the population (see for example Figs. 2, 8 and 14),
otherwise if the initial population level is small enough, demographic
and environmental stochasticity may bring the possibility of survival
for the population that deterministically would extinct indefinitely (see,
for example Figs. 4, 10 and 16). Stochasticity may also affect the time
of population extinction. In the extinction case, demographic stochas-
ticity from the attack rate can delay the population being extinct (see
Fig. 6), while environmental stochasticity can advance the population
being extinct (see Fig. 18). The relationship between the demographic
stochasticity from handling time and the extinction time of population
is non-monotonic: if the intensity of demographic stochasticity is small
enough, the demographic stochasticity from handling time can delay
the population being extinct (see Fig. 12), otherwise the demographic
stochasticity from handling time can advance the population being
extinct (see Fig. 12).

To go further, empirical data should be employed to validate the
theoretical results from a biological perspective. Besides, numerical
simulations showed that the stochastic system may admit a unique at-
tractor, additional theoretical analysis techniques need to be developed
to study the existence of quasi-stationary distribution. How demo-
graphic and environmental stochasticity and spatial factors together
affect population dynamics is also a point of future exploration.

Declaration of competing interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared to
influence the work reported in this paper.

Acknowledgments

This research was funded by the NSF-DMS (Award Number
1716802&2052820); the NSF-I0S/DMS (Award Number 1558127); and
the James S. McDonnell Foundation 21st Century Science Initiative in
Studying Complex Systems Scholar Award, United States (UHC Scholar
Award 220020472). T. Feng was partially funded by the National
Natural Science Foundation of China (Award Number 12201548),
the Natural Science Foundation of Jiangsu Province, China (Award
Number BK20220553) and the Natural Science Foundation of the
Jiangsu Higher Education Institutions of China, China (Award Number
22KJB110006). Z. Qiu was partially funded by the National Natural
Science Foundation of China (Award Number 12071217, 11971232).



T. Feng, H. Zhou, Z. Qiu et al.

Appendix

Proof of Example 1. Since the coefficients of System (4) satisfy the
local Lipschitz condition (Theorem 3.4, [86]), there is a unique local
positive solution x(r) on ¢t € [0,7,), where 7, is the explosion time.
If 7, = oo, then System (4) has a unique global positive solution. To
continue the proof, we define n, as a sufficiently large positive number
that x(0) € [nal,no]. For any integer n greater than n,, we define
following stopping time as 7, = inf{r € [0,7,) : min{x(?), a(?), f(1)} <
n~' or max{x(t),a(t), ()} > n}. Set inf f = co. It is easy to reach that
7, 1 as n —» . Since 7, := lim,_ 7, < 7,, System (4) has a unique
global positive solution if 7, = co. If this is not the case, i.e., 7o, < oo,
there must be constants N and ¢ € (0, 1) such that P{r,, < N} > &. As
a result, there exists an integer n; > n, such that

P{z, < N}>¢e, VYn>n. (21)
To continue, we define the Lypaunov function V as
X a

V=/ S_lds+2/ S=Las+p.

1 S 1 S
Applying It6’s formula [86] (Theorem 6.4, pp. 36) to V yields
dV =LVdt + (1 = x)o,d B, (1) + 2(1 — @), d B, (1) 2

+ 6,d By(1),
where

a = 1 2

LV =x-D(1-x- —p+=

(x )( x ﬂax+1)+ﬂ ﬂ+20'x

1 _ 2
+ 2(1 - ;)acl(a—a02)+0'a
<-2 (ac1+cz +&ac]71 — aa’l — aCI+C2’l)
+ a—(x—1)2+ﬁ_+%0'f+a§
=C < o0.
Integrating both sides of Eq. (22) on interval [0, 7, A N] yields that
EVI[x(N At,),a(N A1), (N AT,)l
<V(x(0), a(0), f(0)) + CN.

Define Q, = {7, < N}, Vn > n;. By Eq. (21) we know that P(22,) > . It
follows that, for any o € £, there exists at least one of x(z,,, w), a(z,, ®)
and f(r,, w) equals either n or n~!. Therefore, we get
V(x(z,,w),a(t,, w), f(t,,®
(x(7,, @), a( ), B( )) 23)
>—1-InmA@m ' =1=Innb).
By Egs. (22) and (23), we have
V(x(0), a(0), (0)) + CN
2E[1g (o) V (x(7,, @), a(z,, @), B(z,, )]
>e[(n—1-Inm) A~ =1 —Inn"h),
where 1, is the indicator function of €,. Letting n — oo, we obtain
the contradiction that
o0 > V' (x(0), (0), f(0)) + CN = oo,

which indicates that 7., = oo. This completes the proof of Exam-
plel. O

Proof of Theorem 1. (1) The unbounded case. The result is straight-
forward by applying Theorems 3.1 and 3.4 in Hening et al. [87] and is
therefore omitted here.

(2) The bounded case. Using Itd’s formula for In x(¢) yields that

o _10_2
Pax +1

dInx(t) = <1 —x- > dt + 6,dB.(1). 24

27X
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Integrating both sides of Eq. (24), we get
In x(#) — In x(0)

RN DERND Y (O N O
=1 26" t Jo ﬂ(s)a(s)x(s)+1ds I/Ox(s)ds (25)
+ l¢TXBX(1‘)
o M gas- L[ 1
>1 20" t/) a(s)ds t/ﬂx(s)ds+t0'XBx(t).

Since limsup,_, o, 1"# < 0 a.s. (see Lemma 3, Liu et al. [98]), taking

limit on both sides of Eq. (25), we get

t
fiminf 1 x(s)ds >1 — 162 timint L
1=t [y 2 X t-o0 t [o

>0 a.s.

t

a(s)ds

When a(?) is bounded below by & > 0 and f(z) is bounded above by f,
we have
In x(¢) — In x(0)

P N
<1-1g2- l/ (x(s)+ ;> ds+ 1o,B,(0)
2 t Jo Pax(s)+1 t
1 2 A, 1 if a7/ 6

. 1— 302 —a+ 10,B.(0), 1fa\/}£ 1,
/A \/’

1 70% af + ’O'XBX(I), ifay/p>1.
Therefore,
. nx@) |1-302-a if&\/;“sl,
lim sup <
t—oo0 ) —

1162 2‘“/?", if a\/;“ >1,

ap
<0 a.s.

This completes the proof of Theorem 1.

Define E =R/ x I and Uy = {x : |x| < R}. To prove Theorem 2, we
need the following lemmas.

Lemma 3 (Theorem 4.2, [72]). Let X(t) € R' be a regular time-
homogeneous Markov process given by
k

dX(1) = b(X)dt + Z 6,(X)dB,(1),

r=1
where b, 6, € R, B.(t) is a standard I-dimensional independent Brownian
motion. The Markov process X (1) has a unique stationary distribution if
there is a bounded open domain U c R! with regular boundary I satisfies
the following conditions

B.1 In the domain U and some neighborhood thereof, the smallest eigen-
value of the diffusion matrix A(x) = ((a;;(x)), a;(x) = X)_, 01(x)
ol (x) is bounded away from zero.

B.2 If x € R\ U, the mean time = a which a path issuing from x reaches
the set U is finite, and Y, .x E¥r < oo for every compact subset

K c Rl
Lemma 4 ([72]). For systems of the special form

t k '
X)) =X(0)+ / b(s, X (s))ds + Z / 0,.(s, X (s))dB,.(s), (26)
r=1"1%

fo
where b(s,x), 0,(s,X),..., o,(s,x), s € [t;,T], x € R! are continuous
functions of (s, x), such that for some constant B the following conditions
hold in every cylinder I x Ug

k
Ib(s, x) = b(s, )| + Y 10,(5,%) = 0,(5, )| < Blx )1,

r=1

. @7)
lb(s, )| + D lo,(s, )] < B+ |x]).
r=1
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If the coefficients of System (26) are T-periodic in t and satisfy (27) in every
cylinder I x Ug and, moreover, that there exists a non-negative function
V € C? in I x Uy which is T—periodic in t with the properties

B.3 inf V(x,1) > 00 as R — oo.
|x|>R
B.4 LV (x,t) < —1 outside some compact set, where the operator L is

given by

! !
d J 1 9?
L==+) b(x,)— + = (1) ——,
ot ; L0543 i,-z::l Al
where a;; = Zle ol (x, 0l (x,1).

Then there exists a solution of (26) which is a T-periodic Markov process.

Proof of Theorem 2. Case 1. To prove that System (4) admits a
unique ergodic stationary distribution, we need to verify that System
(4) satisfies the two conditions B.1 and B.2 in Lemma 3. Since the
diffusion matrix of System (4) is a non-singular matrix given by

o2x? 0 0
A(x,a,p)=| O o, 0% (VI
0 0 a§ﬂ2

the condition B.1 in Lemma 3 holds. In the following, we verify that
the condition B.2 also holds. According to Zhu and Yin [99], to verify
the condition B.2, it is sufficient to show that there is a non-negative
Lyapunov function V(x,a, f) such that the differential operator LV is
negative on R? \ U.

Consider the Lyapunov function

Xs_l o
V=/ ds+m1/
1 s 1
b
+m2/ s
1
Applying It6’s formula to V yields
04 -
ﬂax+l>+(a ?)
+m (1—1)(a—a)+m -1 (5-p)
1 p 2 7
+ %mlaaz + %o‘i + %mzo';
a 1
< (x—12+a (-_ _a 15
<—-x-D"+a+m(a—a a+1)+2zrx

S_lds+a

ds, ¥ my,my > 0.

LV=(x—1)(l—x—

p 1 1
7 +1)+ Emlo'o(2 + —mzotz?.

+m2<ﬁ—ﬂ— 2

For simplicity, we define the constant M as

_ = 1 2 1 2 1 2
M=a+ Emlda + Eax + §m26ﬂ'

It follows that

—maxoo+m @+1)+mp-1*+M
- —c0 as a— 0F,
—myxoo+m @+ 1) +mVE-12+M
— —00 as a — oo,

—myfxoco+my (f+1)+m(a—-12+M
— —c0 as f— 0F,
—m2><oo+m2(ﬂ_+1)+ml(\/5—1)2+M
— —00 as f — oo,
—1+a+ml(\/5—1)2+m2(\/ﬁ—1)2

2
B

(o= 1) +m, (\/5—1)2+m2(\/ﬁ‘—1)

+M —> -0 as x - .

LV < (28)

1 2 1 2 1 +
+3mo,” + 500+ 3myoy as x = 0%,

2
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Since a + %of < 1, by (28) we can choose m;,m, > 0 small enough
such that —1+a+m, (@ — 1)> +m, (- 1)2 + %mlo'az + %af + %mzaé <0,
which indicates that condition B.2 of Lemma 3 holds. This completes
the proof of Case 1.

Case 2. Note that a(t), f(t) are bounded positive T—periodic func-
tions, System (4) can be simplified to the following one-dimensional
non-autonomous system

dx=x(1 —x - > dt + o, xdB,(1). (29)

o
afx+1
Since the coefficients of System (29) satisfies the condition (27), in the
following we only need to verify that System (29) meets the conditions
B.3 and B.4 of Lemma 4.

Define V| = x?+x—Inx, where p > 0 is a constant. By It6’s formula,
we obtain that

a
afx+1

_ 1 _
LV1=—pxP<1—x— >+§p(p+1)a)2(x"

a 1 2
“Dl1=x- Z
+ (x )( x aﬂx+l>+26)‘
<px? ((x + %(p+ 1)0')% - 1) +px P 2x — X2
+ %Uﬁ +a-1.
Define V' = V| + w,;, where o, is a T—periodic function satisfying
/T
w; == / a(s)ds — a(t).
tJo
It follows that V' satisfies B.3 and

LV <px~? (ot + %(p+ 1)0')2{ - 1) +px Py 2x — X2

1T
+ —/ a(s)ds — 1.
tJo

Since & + %of < 1, we can choose a sufficiently small p > 0 such that

1 5
+§O'X

&+ %(p + 1)o? < 1. Therefore, we have

LV - - as x —» 0" or x — +oo.

That is, System (29) satisfies the condition B.4 and admits a nontriv-
ial positive T—periodic solution. This completes the proof of Theo-
rem 2. []

Proof of Theorem 3 (Unbounded Case). We first study the persistence
of population x(7). Using It6’s formula for In x(r), we get

dlnx(t):(l—x— — )dtz(l—x—a)dt. (30)
fax +1
Integrating both sides of Eq. (30) from 0 to ¢, we obtain
t 1
Inx®-nx©® ,, _1 / x(s)ds — + / a(s)ds. (31)
t t Jo t Jo

Taking limit on both sides of Eq. (31) with respect to 7, we get

t
liminfl/ x(s)ds Zl—liminfl/
t—o0 0 t—oo f 0

provided that

'
a(s)ds >0 a.s.,

t
lim inf l/ a(s)ds <1 a.s.
t—-oo f 0

Next, we study the extinction of population x(z). Since
dinx()=1—x— —%— <1- %,
fax +1 fa+1
it follows that
In x(t) — In x(0) <1- 1 ! _ a(s)
1 t Jo Pa(s)+1
Letting 7 — oo, by the ergodicity of a(r), we get

limsupw sl—/ _S
t—oo t ]R+ ﬂS+

ds.

7(ds) <0 a.s.,
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provided that [,

+ ﬁs+1
Bounded Case. (i) If a(r) is bounded above by & < 1, then we have

x’=x<1—x— _ >2x<1—x— _a >
afix +1 afx+1

2x(1-x-a),

which indicates that
O0<l—-a< 11m mfx(t) <limsupx(t) < 1.
=00

(i) If a() is bounded below by &, then we have

x’=x<1—x— — >§x(l—x— _& )
afx +1 apx +
x<1—x— _& )
ap+1

which indicates that limsup,_, , ——

(iii) The assertion when a(?) is a periodic demographlc stochast1c1ty
with periodic T is straightforward by using the Comparison theorem
and Theorem 2.1 of Wesley and Allen [100], hence it is omitted here.
This completes the proof of Theorem 3. []

In x(r)

Proof of Lemma 1. Applying It6’s formula to ¢'x?, we obtain that
& )] di
apx +1

Choose n, > 0 such that x(0) € [1/ny,ny]. For any integer n > n,, we
define the stopping time

:x(0) & (1/n,n)}.

Integrating both sides of Eq. (32) from 0 to 7 A 7, we get

(1—()——‘_’ )d ©3)
P i afx(s)+ 1 >

)|

Through direct algebraic operation, we know that

dle'xP(1)] =e'xP |1 + %p(p - 1)(73 +p (1 —-x— 32)

+ &' po xPdB.(1).

=inf{re R,

Ele""xP(t A 7,)] — xP(0)
p(p—1)o?
—_— +

AT,
=k / exP(s) |1+
0 2

Define

1 2
hx)=x" |1+ =p(p— Do +p| 1 —x— —
1(x) [ 21:(1) )} p< Wt

B <3 14 2p(p = 102+ p(1 =)
+1
plp— 1162 ]"
< [1 +—= ,Vp>0,

2(p+1)
and the first equal sign holds if and only if @ = 0. It follows that for
any a > 0, there exists a positive constant ¢ = ¢(a) such that

p+l
_¢] .

Letting n — oo, it then follows from Eq. (33) that

p+l1
A"

plp—1|o

hl(x) < |:1 + W

2
plp— 1o

2p+1)

p+1
_¢] .

O

e'E[xP(1)] < xP(0) + (¢' = 1) [1 +

which indicates that

[1 plp—1|o?

. »
limsup E[x"(1)] < 2(p+1)

t—oo

This completes the proof of Lemma 1.

Proof of Theorem 7. To prove Theorem 7, we only need to verify that
System (4) meets the conditions B.1 and B.2 of Lemma 3. Since the
diffusion matrix of System (4) is a non-singular matrix, the condition
B.1 holds. In the following, we verify that the condition B.2 also holds.
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According to Zhu and Yin [99], to verify condition B.2, it is sufficient to
show that there is a non-negative Lyapunov function V (x(r)) such that
the differential operator LV is negative on R, \ U.

Consider the Lyapunov function

Applying It6’s formula to V yields

3 1,
_ ¥z
ﬂax+1> 2%

LV=(x—1)<1—x—

1
=—(x-1)2=-(x-1 + =o2.
( ) = )ﬁ 1T 3%
It follows that
(oo—1)2+%o)2{—>—oo as x — oo,

LVS{_

which indicates that condition B.2 of Lemma 3 holds. This completes
the proof of Theorem 7. []

l+(§+%a§<0 as x — 0%,

Proof of Lemma 2. The ergodicity of a() is a straightforward result by
previous work (see, e.g., Mao [86], Diet et al. [101]). Through direct
calculation, we obtain that a(r) has an explicit solution

t
alt) =&/ SH 50D+, (Bo(D=By(5) 4 ¢
0

+ a(o)e—(l+%o-§)t+o-,,3a(t).
It follows that
Ela(®)] = @ + (a(0) — a)e™"
and
,1_1)12, Ela(®)] = @ a.s.
Applying Itd’s formula to e'a’(r), we have
dle'a®(1)] = ¢'[2aa + (62 — 1)a*]dt + 2¢'6,a°d B, (1). (34)

Choose ny > 0 such that a(0) € [1/ny,ny]. For any integer n > n,, we
define the stopping time

=inf{treR, : a@®) & (1/n,n)}.
Integrating both sides of Eq. (34) from 0 to 7 A 7, we get

E[ea?(t A 7,)]

l/\r,, ) (35)
=a%(0) +E / e*[2aa(s) + (62 — Da*(s)lds.
0

If 62 < 1, maximizing the quadratic function with respect to a(s) in the
integrand and letting n - oo, we obtain that

E[e?(®)] < (@®(0) - De™ +

(36)

)
a
Taking upper limit on both sides of Eq. (36) with respect to 7, we obtain

a2
)
5 as. ife, <1

a

lim sup ]E[a2(t)] <

=00

Similarly, if 62 € [1,2), setting n — oo in (35), we obtain

t
Ele'a®)] < f(O) + (o, = 1) / E[e'a’(s)] ds,
0
where
(1) = a?0) + 2a%(e" — 1) + 2a(a(0) — )t.

Applying Gronwall’s lemma yields

t
Eld®>(®)] < e f(t) + e / F(8)(e? = Delsa= =g, 37)
0
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Letting 7 - oo on both sides of Eq. (37), we obtain

lim sup E[a?(r)] <

1—0co

2a*
2 — o2

a

a.s., if 1 < 02 <2.

This completes the proof of Lemma 2. []
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