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The spectral form factor (SFF), characterizing statistics of energy eigenvalues, is a key diagnostic of
many-body quantum chaos. In addition, partial spectral form factors (PSFFs) can be defined which refer to
subsystems of the many-body system. They provide unique insights into energy eigenstate statistics of
many-body systems, as we show in an analysis on the basis of random matrix theory and of the eigenstate
thermalization hypothesis. We propose a protocol that allows the measurement of the SFF and PSFFs in
quantum many-body spin models, within the framework of randomized measurements. Aimed to probe
dynamical properties of quantum many-body systems, our scheme employs statistical correlations of local
random operations which are applied at different times in a single experiment. Our protocol provides a
unified test bed to probe many-body quantum chaotic behavior, thermalization, and many-body
localization in closed quantum systems which we illustrate with numerical simulations for Hamiltonian

and Floquet many-body spin systems.
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I. SYNOPSIS

The ongoing development of quantum simulators pro-
vides us with unique opportunities to study quantum
chaos in many-body systems and its connections to random
matrix theory (RMT) [1] and the eigenstate thermalization
hypothesis (ETH) [2,3] in highly controlled laboratory
settings. This refers to not only the experimental realization
of engineered Hamiltonian dynamics of isolated quantum
systems, which can be tuned from integrable to nonintegr-
able, but also the ability to measure novel observables
beyond standard low-order correlation functions [4-8]. It
includes recent measurements of the growth of entangle-
ment entropies in quantum many-body systems [9-12]
as well as of the decay of out-of-time-ordered correla-
tion functions [13-19]. In this work, our interests lie in
developing experimentally feasible probes of universal
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RMT predictions for the statistics of energy eigenvalues
[1,20-24] and predictions of ETH for the statistics of
energy eigenstates [2,3,25-29] of quantum chaotic many-
body systems. Using these probes, we are further interested
in distinguishing many-body localized (MBL) systems
[30,31] from the chaotic ones, where in the former the
eigenvalue statistics are described by the Poisson distribu-
tion [32-34] and ETH is violated.

In this paper, we identify the spectral form factor (SFF)
and its generalization to partial SFF (PSFF) as observables
of interest to reveal energy level and eigenstate statistics.
The SFF is defined in terms of the time-evolution operator
of the quantum many-body system of interest and provides
us with statistics of energy levels [1]. The PSFF will be
defined in terms of the time-evolution operator restricted to
a subsystem of the many-body system and contains
information on both the statistics of energy eigenvalues
and energy eigenstates. We derive analytic expressions for
the PSFF in Wigner-Dyson random matrix ensembles.
More generally, in chaotic quantum many-body systems,
ETH imposes constraints on the statistics of eigenstates,
which are, however, typically violated in localized systems.
Therefore, the PSFF provides a direct probe of eigenstate
thermalization and localization.

Published by the American Physical Society
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The goal of the present work is to develop measurement
protocols for the SFF and PSFF in quantum spin models
of arbitrary dimension, as realized, for instance, with trap-
ped ions [4,6], Rydberg atoms [7], and superconducting
qubits [8]. We extend the randomized measurement tool-
box [35-53] to infer the SFF and PSFF from statistical
correlations of local random operations applied at different
times in a single experiment. In contrast to the previous
works utilizing randomized measurements to infer proper-
ties of many-body quantum states [11,35-37,39-46,48-57]
and (out-of-time-ordered) correlation functions of
Heisenberg operators [18,38], the present protocol yields,
with the SFF and PSFF, genuine properties of the time-
evolution operator. We emphasize that the present protocol
is ancilla-free. This is in contrast to Ref. [58], where a
measurement scheme for the SFF is proposed, requiring
time evolution of an extended system comprising of the
quantum simulator and an auxiliary spin.

Our protocol to measure the PSFF and SFF in a quantum
simulation experiment can be readily implemented in
existing experimental platforms. It requires one only to
implement local (single-spin) random unitaries and pro-
jective measurements, which have been previously dem-
onstrated with high fidelity [11,17,18,56]. Interestingly, in
our protocol, we obtain the SFF and PSFF from the same
experimental dataset. This enables an efficient scheme to
test universal RMT predictions for the energy eigenvalue
spectrum and, at the same time, to probe properties of the
energy eigenstates and thermalization via ETH.

We now turn to an overview of the main results of the
paper. We start by recalling the standard definition of the
SFF, define the PSFF, and describe their estimation using a
randomized measurement protocol. We then illustrate the
key features of the (P)SFF and demonstrate our measure-
ment protocol using an example of a chaotic, periodically
kicked spin-1/2 model. We argue on the basis of this
example and show in later sections with detailed analytical
and numerical calculations that the SFF and PSFF provide
unique insights into the eigenvalue and eigenstate statistics
of quantum many-body systems.

A. Spectral form factor

The SFF in a many-body quantum system with time-
independent Hamiltonian H and energy spectrum {E,} is
defined as the Fourier transform of the two-point correlator
of the energy level density [1]. It can be expressed as

K(1) = %Zei(Ef‘Eﬂf - #Tr[r(z)m[r*(z)]. (1)

Here, we normalize K (¢) such that K(0) = D=2Tr[1]* = 1,
with D the Hilbert space dimension, and define the unitary
time-evolution operator 7'(¢) = exp(—iHt). The overline
denotes a possible disorder or ensemble average over an
ensemble of 7(¢), which is needed due to non-self-averaging
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FIG. 1.

Illustration of the characteristic properties of the SFF
and PSFF using the chaotic spin-1/2 Floquet model V5. (a) We
display the SFF K(¢) for the Floquet model V3 with N = 6 qubits
as a function of time 7. We observe characteristic features such as
the ramp between ¢ ~ 7 to t = t;; = 2V and a plateau for t > 1.
(b) For the PSFF K 4(t), we observe a ramp, a plateau and, in
particular, a constant, additive shift of the PSFF compared to the
SFF, which depends on the subsystem size N, of the subsystem
A. We have chosen subsystems A from the middle of the total
system. In both, the colored lines show the numerically calculated
SFF and PSFFs, averaged over 8000 disorder realizations. In
addition, we illustrate our measurement protocol (see Sec. I C) by
simulating M = 2 x 103 experimental runs (single-shot random-
ized measurements) at each time and display the estimated SFF
and PSFF as black dots with associated error bars. The dashed
green line in (a) sketches the form of the SFF generically
expected in a many-body localized model.

behavior of the SFF [59]. Replacing the energies E; with
quasienergies, this definition carries over to Floquet models
with time-periodic evolution operator T(¢ = nz) = V"
(n € N) and V the Floquet time-evolution operator for a
single period 7 [60].

The SFF is a probe of the universal properties of the
statistics of energy eigenvalues in chaotic and localized
systems. Lately, it has played a key role in a variety of
different fields, interconnecting quantum chaos [1], quan-
tum dynamics of black holes [61-64], condensed matter
systems [65-75], and the dynamics of thermalization [76].
In Fig. 1(a), we illustrate its behavior in the context of a
periodically kicked spin-1/2 system. The time-evolution
operator T at integer multiples n € N of driving period 7 is
given by T(t = nt) = V% with

Vs = e—iH<X>T/3e—iH<v>f/3e—iH<:>T/3_ (2)

Here, the Hamiltonians H*-?) contain nearest-neighbor
interactions with strength J = 377! and disordered trans-

verse fields with strength 4\ € [—J, J]:

i

N-1 N
HEy) — JZ GSX-y,Z) cFrd 4 Z hl(_y.z,X) Gl(y,zvx)’
i=1

i+1
i=1

and 6“ [a € (x,y, z)] denote the Pauli matrices. We denote
the number of spins with N such that D = 2. An ensemble
average is naturally performed by averaging over many
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instances of T(r = nz) = V%, each with local disorder

potentials hg“) sampled independently from the uniform
distribution on [—J, J].

As shown in Fig. 1(a), the SFF K(¢) for this model and
choice of parameters exhibits a period of linear growth,
before transitioning to a constant at time ¢/t~ D = 2V,
This ramp-plateau structure of the SFF is a characteristic
feature of quantum chaotic systems [1,77,78], originating
from (quasi)energy level repulsion and spectral rigidity
[77], and is predicted by RMT [1,24]. In particular, as we
briefly review in the Appendix A, RMT for time-evolution
operators T(t = tn) = V", with V from the circular unitary
ensemble (CUE), yields

k() ,1){” e O<tstn 3)

1, > ty.

Here, the slope of the ramp and the onset of the plateau is
determined by the Heisenberg (or plateau) time 5, which is
connected to the mean inverse spacing of adjacent (quasi)
energies. It typically scales with the Hilbert space dimen-
sion ty /7 ~ D—for V from CUE, ty/7 = D [1,64]. Thus,
the SFF is expected to drop with increasing Hilbert space
dimension D =2V, as D72 at times 1 <1/t < D and as
D~! at times ¢/7 2 D. Figure 1(a) shows that the SFF K(¢)
for the V3 model closely follows the CUE prediction after
the initial few time steps. This time, after which the many-
body model shows the same SFF as the one in RMT, is
known as the Thouless time #y,, [65]. For the model V5, we
note that fr, ~ 57 (see also Sec. III). Therefore, the
quasienergy eigenvalues of the Floquet operator V5 exhibit
Wigner-Dyson statistics (see also Ref. [58]).

In contrast to the example of a chaotic system Vj;
presented above, the energy eigenvalues of integrable
and localized models are known to exhibit Poissonian
statistics [30,32—34]. This corresponds to a flat SFF with-
out a ramp which is, after an initial transient regime,
constant in time [1]: K(#> 0) = 1/D. This is schemati-
cally shown in Fig. 1(a) with green dashes. These distinct
features of the SFF are pivotal in characterizing many-body
chaotic and MBL phases [58,69,70].

B. Partial spectral form factor

The SFF reveals information on the statistics of
(quasi)energy eigenvalues. It is, however, by definition
insensitive to properties of the (quasi)energy eigenstates. In
this subsection, we define the PSFF and illustrate its
essential properties connected to properties of eigenvalues
and eigenstates.

For a fixed subsystem A C S of the total system S with
complement B (AU B =S) and Hilbert space dimen-
sions D, and Dy, respectively (D = D4Dy), we define
the PSFF as

1
DD,

Ka(1) = > e EE) Try oy (E;)pi (E;)]

i.j

= 55 Tl T T T ()] (4)

where pg(E;) = Try[|E;)(E;|] denotes the reduced density
matrix obtained after partial trace of the eigenstate |E;) of
the Hamiltonian H (the Floquet time-evolution operator V)
with energy (quasienergy) E;. Here, the normalization
of K,(t) is chosen such that K,(0) = Trp[Try[1]?]/
(DD,) = 1. Hence, the SFF and PSFF coincide when
A=S, ie., Kyu_s(t) =K(t). We emphasize that, for
A C S, the PSFF K, () contains nontrivial contributions
from the eigenstates |E;): We obtain terms of the form
Trlpp(E;)*] and Trpg(E;)pp(E;)] (i # j) which corre-
spond to the purity and overlap of reduced eigenstates.
As shown below, a measurement of the PSFF allows one to
extract these purities and overlaps, averaged over spectrum
and ensemble, i.e., allows one to characterize (second-order
moments of) the statistics of eigenstates.

We remark that K, (¢) has been previously discussed as a
topological invariant in the classification of symmetry-
protected matrix product unitaries in Ref. [79]. Its limiting
cases for special subsystems (A or B consisting of a single
site, in the limit of a large local Hilbert space dimension)
have been used to study matrix elements of local operators
in the energy eigenbasis in 1D Floquet circuits, with
comparisons to random matrix predictions for eigenstate
statistics in these subsystems (as a special case of
ETH) [80].

In this work, we identify a general shift-ramp-plateau
structure of the PSFF, which reveals a direct connection to
ETH contained in the subsystem dependence of the PSFF.
In Fig. 1(b), we display the PSFF for the Floquet model (2)
for various subsystems A, where N, denotes the number of
qubits in the subsystem such that D, = 2V4, We first
note that the PSFF also has a ramp and plateau, similar to
the full SFE. The slope of the ramp is nearly identical
for the displayed subsystem sizes N, = N/2 = 3, which
holds more generally for D, > 1 in the CUE model, and
the onset of the plateau in the PSFF takes place at the
Heisenberg time 7. Crucially, we find that, at late times
comparable to the onset of the ramp, there is a subsystem-
dependent additive shift of the PSFF K 4 (7) compared to the
full SFF K(1).

Similar to the case of the full SFF, we can compare the
behavior of the PSFF to predictions of RMT. As detailed
in Sec. II, we find that RMT yields for time-evolution
operators T (¢t = zn) = V", with V from the CUE, and
sufficiently large subsystems A, B (D, Dg > 1)

0<t<ty,

K, (1)

1 1 { t/ty, (5)

:—+—
DY D1, t>ty.
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As shown in Fig. 1(b) and analyzed in detail by further
numerical studies in Sec. I1I, the PSFF (and SFF) for the V5
model follows closely the RMT predictions. This indicates
that both (quasi)energy eigenvalues and eigenstates of V;
exhibit the Wigner-Dyson statistics of the CUE. We remark
that this is consistent with previous works demonstrating
that (sub)systems of chaotic Floquet systems thermalize to
infinite temperature states as per RMT [33,80-84].

Partial spectral form factor and eigenstate thermal-
ization hypothesis.—Using the example of a chaotic
Floquet model, we have illustrated above the essential
features of the PSFF in chaotic quantum systems. In Sec. II,
we analyze its behavior in detail, invoking subsystem ETH
[29] for the reduced eigenstates, which is a conjecture
regarding the distribution of eigenstates responsible for the
thermal behavior (in the standard sense of ETH) of few-
body observables in chaotic systems.

By separating out the components of the reduced density
matrix into maximally mixed, smooth and fluctuating parts
as a function of energy, a generic late-time expression for
PSFF can be obtained. From here, we later conclude that the
features of the ramp, plateau, and shift are generic features of
the PSFF in chaotic quantum many-body systems. These
features are directly connected to the spectrum and ensemble
averages of the subsystem purities Try[pg(E)?] and of
the overlaps of reduced eigenstates Trgz[pg(E;)pg(E;)].
Furthermore, the magnitudes of these features in the chaotic
systems follow specific constraints when the eigenstates
satisfy subsystem ETH; see Sec. II B 2. In particular, we
show that this shift, connected to the average overlaps,
enables the detection of thermalization of eigenstates in the
framework of subsystem ETH.

Let us take, for instance, the shift seen in Fig. 1, defined
precisely in terms of the fluctuating part of the density
matrix later in Sec. II B. For chaotic models, the shift can be
identified as the time-independent constant during the
linear ramp phase, and for D, < D it is approximated
by K4(ty) — K(t), where tyy, < tq < ty. If the eigenstates
follow ETH, it is expected that

Kalto) = Klto) %0 ). ©
A

This can be noted for the CUE in Egs. (3) and (5) as well as
for the V3 model in Fig. 1, where the shift above SFF is
seen to be increasing as the N, decreases and is found to
follow Eq. (6) (see Sec. III for more numerical details). On
the other hand, for eigenstates which do not thermalize,
the time-independent shift above SFF is generically much
larger than O(1/D3).

As illustrated above, the SFF and PSFF of a quantum
many-body system provide crucial insights into the sta-
tistics of energy eigenvalues and eigenstates, which results
in a joint observation of chaos and validity of ETH.
The question arises of how to probe the SFF and PSFF

in today’s quantum devices. In the next subsection, we
present our measurement protocol, which can be directly
implemented in state-of-the-art quantum simulation plat-
forms realizing lattice spin models. It builds on the toolbox
of randomized measurements.

C. Randomized measurements of spectral form factors

Initially, randomized measurements have been pro-
posed and experimentally implemented to characterize
many-body quantum states [11,35-37,39-46,48-57] and
(out-of-time-ordered) correlation functions of Heisenberg
operators [18,38]. Randomized measurements on quantum
states exploit statistical correlations obtained between
measurements obtained from different random bases.
However, for measuring an object like the SFF, we need
to access the full trace of the time-evolution operator 7'(1),
summing contributions from all its eigenstates. Therefore,
we need to devise a protocol that can measure how various
initial states are propagated via 7'(¢), in a way that allows us
to extract the SFF from standard projective measurements.
This subsection provides this protocol and the estimation
formulas to achieve this. We also comment on statistical
errors arising from a finite number of experimental runs
which are elaborated in detail in Sec. V.

1. Description of the protocol

Before describing the experimental sequence in detail,
we first outline the key idea of our protocol: As visualized
in Fig. 2, we consider a system S of N qubits. The first step
of our protocol is to prepare a random product state of these
qubits. Next, this state is evolved with 7'(7). Finally, a local
measurement in the conjugate random product basis is
performed, in order to probe how the time-evolved state
compares to the initial random product state. This is
repeated for many random product states in order to sample
the complete trace Tr[T'(¢)] of the time-evolution operator
and its adjoint uniformly. For instance, in the trivial case
T(t=0)=1, we obtain that the “time-evolved” state
always matches to the initial random state corresponding
to D~'Tr[T(0)] = 1. At later times ¢, we obtain, in general,
a more complex statistics of measurement results from
which we can extract the SFF and PSFE.

In our protocol, we note that the ensemble average over
time-evolution operators in the definition of SFF and PSFF
can be favorably combined with the averaging over random
product states and measurement bases. As detailed in the
prescription of the protocol in the next paragraph, each
time-evolution operator can, thus, in practice be applied
only to a single random initial product state and measured
only once in the corresponding randomized basis; i.e., only
a single-shot measurement for each time-evolution operator
is sufficient in our protocol.

In detail, the experimental recipe reads as follows: (i) We
begin with a product state p, = |0)(0] with |0) = |0)®V.
(i1) On this initial state, we apply local random unitaries
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FIG. 2. Probing SFF and PSFF using randomized measure-
ments. We present our protocol for the measurement of the SFF
and PSFF using statistical correlations of local random unitaries
applied at different times in a single experiment. We begin with a
product state py = |0)(0|®V. Before and after the time evolution
T(t), we apply random local rotations U = ®u; and U 7, res-

pectively, where local unitaries u; are sampled from a unitary
2-design. Here, T(f) can be generated as Hamiltonian evolu-
tion, T(r) = exp(—iHt), or Floquet dynamics, T (1 = nt) = V",
n € N, where V is the Floquet evolution operator for time period
7. In the last step, a single-shot measurement is performed in the z
basis to collect a bit string of the form s = (s, 55, ..., sy) with
s; € {0,1}. This procedure is repeated M times, and M bit
strings are collected to estimate the SFF and PSFF using Eqgs. (7)
and (8). The gray shaded region shows one possible choice of
subsystem A.

U= ® u;, where u; are the local unitaries independently

sampled from a unitary 2-design [85,86] on the local
Hilbert space C?. Here, unitary 2-designs are ensembles
of random unitaries whose first and second moments match
the moments of the Haar measure on the unitary group
(defining the CUE) [85,86]. Examples of unitary 2-designs
on C? include the (discrete) single-qubit Clifford group as
well as uniformly distributed unitary 2 x 2 matrices which
can be sampled, for instance, via the algorithm presented in
Ref. [87]. (iii)) We evolve the system in time, i.e., apply a
time-evolution operator 7(¢), which is generated by a
Hamiltonian H (or Floquet operator V) with randomly
sampled disorder potentials. (iv) We apply the adjoint local
random unitary U resulting in the final state p.(r) =
U'T(t)UpoyU'TT(¢)U. (v) Last, we perform a single-shot
measurement in the computational basis with outcome bit
string s = (sy, ..., sy) with s; €{0,1} for i=1,...,N.
This concludes a single experimental run of our protocol.
Steps (i)—(v) are now repeated M times with new disorder
realizations and new local random unitaries such that a set
of outcome bit strings s with r =1, ..., M is collected.

2. Estimation formulas and illustrations

The statistics of the measured bit strings s, r=1,
.,M, depends on the applied time-evolution operators

T(t). Using the theory of unitary 2-designs, we can express
the SFF as a function of these data. We define

K=, > (-2, )

where |s| = ), s;. As we show in Sec. IV, K(7) yields an
(unbiased) estimate of the SFF for a finite number M of
experimental runs and converges to K(7) when M — oo.

Remarkably, from the same measurement data s(r), we
also have access to the PSFF K 4 (¢) for arbitrary subsystems
A C S via postprocessing. To this end, we simply project
the measured bit strings on the subsystem A of interest, i.e.,
define s, = (5,),e4» and use

which gives an (unbiased) estimate for K 4(¢) for finite M
and converges to K, () when M — oo (see Sec. IV).

In Figs. 1(a) and 1(b), we illustrate our measurement
protocol in the context of the periodically kicked spin-1/2
model V5 [Eq. (2)]. We consider a total system size of
N =6 qubits and present the simulated experimental
results (black dots and error bars) for K(z) and K,(7)
using M = 2 x 103 experimental runs for the single-shot
sequence shown in Fig. 2 at each time 7. We observe that the
simulated experiment agrees with the exact numerical
calculations at all times ¢ within error bars. Here, error
bars, indicating the standard error of the mean, quantify
statistical errors arising from the finite measurement budget
(i.e., the finite number M of simulated single-shot mea-
surements); see the next subsection.

3. Statistical errors and remarks

The SFF and PSFF can be accessed from the same set of
measurement data via the estimators defined in Egs. (7) and
(8). Statistical errors arise in practice from a finite number
M of experimental runs and are governed by the variance of
these estimators. We discuss statistical errors in detail via
numerical and analytical calculations in Sec. V and find a
typical scaling of M ~ 10V4 ~ 23324 to access the (P)SFF
of a (sub)system of size N, up to a fixed relative error. Such
exponential scaling of the measurement effort reflects the
exponential decrease of the SFF with system size [see
remarks below Eq. (3)]. We emphasize, however, that this
scaling of the experimental effort is substantially better than
for quantum process tomography which requires at least
around 2°V4 experiments to reconstruct the full time-
evolution operator 7(¢) [88]. Importantly, and in contrast
to quantum process tomography, the initial state and the
measurement basis coincide in our protocol.

As detailed in Sec. V, we can further decrease the
required number of experimental runs to observe the ramp
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and plateau of the (P)SFF, by considering an averaged
PSFF. Here, an average over PSFFs of all subsystems with
a fixed size is performed. This results in a further improved
signal-to-noise ratio.

Last, we remark that our protocol shares some similar-
ities with randomized benchmarking [89-93], where,
however, global random unitaries and their inverses are
applied sequentially. In the case of randomized bench-
marking, the goal is to characterize noise and decoherence
acting during the implementation of these global random
unitaries. In contrast, with our protocol, the aim is to
characterize a unitary time-evolution operator 7'(f) using
local random unitaries U = ®u; applied before and after

]

T(t), which can be prepared with high fidelity [11,40].

Organization of the paper.—In the remainder of the
manuscript, we elaborate on the contents of the above
synopsis with technical details, derivations, and examples.
In Sec. II, we provide an in-depth theoretical analysis
of the PSFF in RMT and in generic many-body models
in relation to ETH. The analytic results are compared with
numerics in Sec. III, where we consider many-body models
undergoing Floquet and Hamiltonian evolution. For the
latter, we discuss both chaotic and MBL phases. Section [V
contains the necessary background and proof of our pro-
tocol to measure the SFF. In Sec. V, we discuss statistical
errors, arising in our measurement protocol from a finite
number of experimental runs, and the influence of exper-
imental imperfections. Last, we summarize in Sec. VI with
some concluding remarks and future directions.

II. PARTIAL SPECTRAL FORM FACTOR:
ANALYTIC RESULTS

In this section, we analyze the origin of the main features
observed in the PSFF, namely, the ramp, plateau, and shift,
based on analytical calculations. We provide arguments
to show that the PSFF generically is a reliable probe of
eigenvalue correlations characterizing chaotic and localized
phases, signified by the presence and absence of a late-time
ramp-plateau structure, respectively. In addition, we show
that the specific features observed in the PSFF are related to
the ensemble- and spectrum-averaged second moments of
reduced density matrices of eigenstates at different energies
and, therefore, provide a useful measure of eigenstate
properties.

This section is organized as follows. In Sec. Il A, we
analyze the PSFF in standard Wigner-Dyson random
matrix ensembles (see Appendix A for a brief discussion),
which are mathematically idealized models of quantum
chaotic systems in which the PSFF can be obtained exactly.
These ensembles display the essential features of the PSFF
and present a clear example of the roles of eigenvalue and
eigenstate statistics in these features. This is followed by a
discussion of more general chaotic systems in Sec. I B,
where we show that the PSFF detects thermalization in the

sense of ETH [2,3,25-29] in addition to level statistics (see
also Ref. [80], that compares ETH for Floquet circuits to
random matrix ensembles using the PSFF for specific
subsystem sizes). We then discuss the PSFF in localized
systems in Sec. II C and summarize our main conclusions
for all cases in Sec. I D.

Common to all these cases is the fact that the time-
independent part of the PSFF in Eq. (4) is given by the plateau
value, which depends only on the eigenstate purities (assum-
ing no degeneracies), i.e., K,(t = o) = Pg/D,, where

= STl )] ©)

is the (spectrum- and ensemble-)averaged purity of the
reduced energy eigenstates. For later reference, we separate
out this time-independent plateau value:

7’3

Ky(t) =

> EEN Ty oy (E)py(E;)] - (10)

DDA —

and note that the time-dependent second term involves only
overlaps of distinct energy levels.

A. Random matrix ensembles

To understand the essential features of the PSFF, we
first analyze it in RMT, allowing for an exact determina-
tion of the PSFF. We choose Hamiltonians H (Floquet
operators V) from the canonical Wigner-Dyson random
matrix ensembles [1,20,21,24], yielding time-evolution
operators T(t) = exp(—iHt) [T(t = n) = V"]. To evalu-
ate the ensemble average in Eq. (10), we can utilize that for
these RMT ensembles the eigenvalues and eigenstates of H
(V) are uncorrelated. Thus, their ensemble average factor-
izes and can be performed independently. We find

Po=%6 pyouk(n,  (11)
D,

where Qp = [D(D — 1)}_1Zi;éjTrB[pB(Ei)pB(Ej)] and Pp
are the averaged overlap and purities of the reduced
eigenstates, respectively. We note that here the PSFF is
the full SFF with a scaling factor DyQp and a constant
subsystem-dependent shift (Pz — Qp)/D4 such that the
entire time dependence of the PSFF is captured in the SFF.
Therefore, the PSFF in these models preserves the char-
acteristic ramp-plateau structure and the relevant timescales
of the SFF.

As shown in Appendix B, we can evaluate Py and Qp
explicitly using Wigner-Dyson RMT for the eigenstates of
H (V). They are functions of only the Hilbert space dimen-
sions of subsystems A and B, i.e., Pg = Py(Dy4, D) and
Qp = Qp(Dy4, Dg). The precise functional form of P
and Qp depends on the symmetry class of the Hamiltonian
H (Floquet operator V). For the case of the unitary

Ku(1) =
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Wigner-Dyson ensembles, for example, H from the
Gaussian unitary ensemble or V from CUE, we find

D, + Dg )

- _ Dg(Ds2-1)
- DuDp+1’

P =84
B D2Dg% -1

o (12)

The analogous expressions for orthogonal Wigner-Dyson
ensembles can be found in Appendix B. In both symmetry
classes at D, Dg > 1, we find that Py — Qg ~ 1/D, and
Qp ~ 1/Dpg. Thus, in this limit, the PSFF has a constant
shift of 1/D3 added to the SFF, and the slope of the ramp is
the same as the slope of the ramp in the SFF, i.e., K () ~
K(t) + 1/D3 [see also Eq. (5)].

B. General chaotic systems

In the case of more general chaotic systems, we begin by
separating out the reduced density matrices of the energy
eigenstates into smooth and fluctuating functions of
energy:

po(E) =+ MalE) +opu(E). (13

Here, the first term is a constant corresponding to a
maximally mixed reduced density matrix; Apg(E) is trace-
less and a smooth function of E, while §pp(E) is again
traceless but required to fluctuate rapidly with E. For our
present purposes, it is useful to define the smooth and
fluctuating parts in terms of their Fourier transforms with
respect to a continuous energy variable as follows: For
some cutoff time 7, < O(D), we take their respective
Fourier transforms to satisfy [Apg(1)]; =0 for [t > 1,
and [6pp(1)]; = O for [t] < 1, (with some additional details
in Appendix C). The essence of the definition is that, as a
function of energy, the smooth part varies only over scales
much larger than some energy window of size t;l con-
taining several levels, while the fluctuating part varies only
over scales much smaller than t;‘.

We further assume that Spg(E) behaves as if it is
“randomized” within these energy windows over the
ensemble; i.e., it is uncorrelated with the smooth part
and satisfies Trg[0pp(E;)0pp(E;)] = 6, Trg[6p3(E;)] for
E;, E; closer than about t;l, fluctuating around an average
of zero (we do not require this behavior to persist over
larger energy scales |E; — Ej;| 2 t,'). We note that this
assumption is consistent with the general picture of random
behavior over small energy windows in chaotic systems
[27], and we can justify it more generally (irrespective of
whether the system or ensemble is chaotic) as follows. In
evaluating the SFF K(1), the ensemble is usually chosen to
have sufficiently large disorder so that the energy levels are
randomly distributed over some large energy window,
across different ensemble realizations. This is necessary
to eliminate the erratic fluctuations of the SFF at large ¢

that depend on the precise positions of levels and
obtain a smooth ensemble-averaged behavior (see, e.g.,
Refs. [59,68] for further discussion of this point). Our
assumption is essentially that this random redistribution of
levels over different ensemble realizations extends to an
energy window of size comparable to !, effectively
randomizing the fluctuations Spg(E) faster than this scale,
while Apg(E) which varies over scales larger than this
energy window is not randomized in this manner. We also
note that the eigenstates of a given ensemble realization
themselves may additionally be random superpositions of
those of a different realization, e.g., generally randomly
mixing all eigenstates of the latter within the energy
window in fully chaotic systems (i.e., systems with no
“physical” conserved quantities other than energy) [2,94—
96], which gives further weight to this assumption.

1. Shift-ramp-plateau structure of the PSFF

Using the form in Eq. (13), the overlaps occurring in
the definition of the PSFF in Eq. (4) separate out into
independent contributions from each part of the reduced
density matrix—the cross terms vanish, due to traceless-
ness for terms involving overlaps with the maximally
mixed part or due to the randomization of Spg(E) for
terms involving overlaps of the smooth and fluctuating part
for 1> 1,. We can write this as

Ka(t>1,) = K(t) + AK4(t) + 6K4(1),  (14)

where AK,(t) involves only overlaps of the form
Trp[Apg(E;)Apg(E;)] and, similarly, 6K 4 (¢) involves only
those of the form Try[6pg(E;)dpp(E;)]. On decomposing
6K 4 (1) in a manner analogous to Eq. (10), it follows that its
time-dependent part for 7> ¢, (which sees contributions
only from variations of the overlaps of fluctuating parts
within energy windows much smaller than #,') vanishes
on ensemble averaging, an important consequence of the
randomization of pg (E). This leaves only a constant contri-
bution from the purity of the fluctuating part, 6K 4 (1 > t,) =

6Pg/D,, where 5Py = D™'>", Try[6p3(E;)] (here, we use
“purity” to generally mean Tr[x?] for a Hermitian operator x).
We see that this constant late-time shift is a generic feature of
the PSFF, independent of the specific form of the full SFF
K (1). Tt merges into the plateau of the PSFF when K (7) and
AK 4(t) show only a plateau behavior—and, therefore, the
shift is an independent observable only if the other two terms
show nontrivial time dependence at late times 7> 1,,.

We note that AK,(#) is modulated only by a smooth
function of two energy variables varying over scales larger
than t;l. For > 1,, it should then essentially see the
contribution to K(z) from each part of the spectrum but
modulated by the value of the function for nearly equal
energies in that part. In Appendix C, we show this by direct
calculation for a fully chaotic system with Wigner-Dyson
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level statistics, obtaining a modulated linear ramp and
plateau in addition to the late-time shift, for # > tyy,, 7,:
Ka(t> try.t,)

—@+l{<ﬁﬂD>_1yt(l+D3KﬁB) for 1L ty,

Dy D1+ DyAP, for t > ty.

(15)

Here, f = 1, 2, respectively, for the orthogonal and unitary
classes, while y = >, Q7!(E;) is the range of energies in
the spectrum with Q(E) representing the (smoothened)
local density of states, in agreement with known results
for the full SFF (see, e.g., Refs. [64,97]). To keep the
expressions simple, we are ignoring corrections that are
prominent near t ~ ty [see, for instance, the exact form of
the Gaussian orthogonal ensemble (GOE) SFF in
Eq. (A2)]; we focus instead on the <ty regime,
where the ramp appears linear for all values of f and
profiles of Q(E), and the ¢> ty regime with a con-
stant plateau. However, both expressions are exact
throughout the range of times when f = 2 with constant
density of states Q(E) = t5/(2x). In Eq. (15), we also
introduce two ensemble-averaged quantities corres-
ponding to slightly different spectrum averages of the
purity of the smooth part: APy = D~'>", Trz[Ap3(E;)]
and APy = y 13, Q7 Y(E;) Trg[Ap%(E;)], the latter includ-
ing the contribution to the coefficient of the linear ramp
from each part of the spectrum. We note that the purities of
the smooth and fluctuating parts are (exactly) related to the
overall average purity by Pg = D! + APy + 6P, giving
the expected plateau value of Pg/D, in Eq. (15). There are
also two competing timescales for the onset of the ramp, #y,
and t,—the former entirely determines the behavior of
K(t), but the latter appears in AK,(¢) and 6K ,(1).

For direct comparison with numerics, it is useful to
define the ensemble-averaged overlap of adjacent states,
Qp = (D —1)7" 3, Trglpg(E;)pp(Eis1)]- Using Eq. (13),
we note that

1
=—+A
Qp Dy + APg,

PB - QB - 6PB, (16)

which follow from the assumption of uncorrelated 5pg(E)
in the ensemble and taking Apg(E;) ~ App(E;,1). We note
that this definition of Qp is equivalent to that in Sec. I A
for random matrix ensembles, where the ensemble-
averaged overlaps between distinct states are independent
of their energies. Section III directly uses Pg and Qp, with

the implicit assumption that ﬁ)B is of similar order of
magnitude to AP [due to Q(E) being of a similar order of
magnitude throughout the spectrum] and is, therefore,
similarly well represented by Qp.

2. Constraints from eigenstate thermalization

We see that, at late times, the PSFF preserves the char-
acteristic features of the SFF, such as the ramp and the
Heisenberg time [as in Eq. (15) for fully chaotic systems].
However, there are non-negative subsystem-dependent

parameters Pp, 6Pg, and APy (~APp) that, respectively,
influence the plateau value, the magnitude of the shift, and
the magnitude, i.e., slope of the ramp. The purity Pp
measures the extent of delocalization of eigenstates in a
physical basis (e.g., a product basis of qubits), while we
show that 6P and APy are complementary probes of
thermalization of these eigenstates. Specifically, we mean
thermalization in the sense of ETH—that eigenstates
corresponding to sufficiently close energies show nearly
identical behavior in the dynamics of few-body observables
[2,3,25-28].

For our purposes, it is convenient to use subsystem ETH
[29], which amounts to imposing ETH on an entire
subsystem, i.e., for all observables in the subsystem, and
is directly expressed in terms of reduced density matrices. It
can be interpreted as the requirement of a small fluctuating
part for the reduced density matrices of thermal eigenstates,
as opposed to large fluctuations for nonthermal eigenstates.
We can, therefore, apply it directly to the decomposition of
reduced density matrices in Eq. (13). An important advan-
tage of this version of ETH is that the dependence on
subsystem size is made more explicit, whereas more
conventional statements of ETH restrict themselves to
few-body operators, corresponding to extremely small
subsystems and, therefore, negligible subsystem depend-
ence. This subsystem size dependence turns out to be the
primary nontrivial indicator of the properties of eigenstates
in the PSFF.

In Appendix D, we discuss the general constraints
from (an extension of) subsystem ETH for eigenstates
with an arbitrary extent of delocalization in a physical
basis. Here, we present the results for a system with fully
delocalized eigenstates, characterized by subsystem puri-
ties that follow the volume law of entanglement [31],

Py = D3' + 0(D3') + O(D3Y), (17)

which cannot be less than D3! as well as D;!. This is the
case relevant for the numerical examples in Sec. I11. If these
eigenstates are thermal, subsystem ETH requires the
smooth and fluctuating parts to satisfy

APy = 0(D3"), 5Pg = O(Dy"). (18)
Nonthermal eigenstates are characterized by much larger
fluctuations, 5Pz > O(D3'), with APy being correspond-
ingly smaller so as to satisfy the constraint Py = D3' +
APp + 6Pg. A narrower class of such chaotic systems
(e.g., Floquet systems) have uniformly random eigenstates
that are distributed in close agreement with the standard
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random matrix ensembles (Sec. IT A); the leading forms of
the corresponding exact results in Eq. (12) are seen to be
consistent with Egs. (17) and (18), on relating the two using
Eq. (16). In this context, we note that Ref. [80] observes
subleading corrections to the random matrix prediction for
eigenstates in 1D Floquet quantum circuits.

C. Localized systems

Now, we consider localized systems, which show
Poisson level statistics (i.e., uncorrelated neighboring
levels) with localized nonthermal eigenstates, for strong
disorder [30,31]. Here, K(r) shows only a plateau at late
times, allowing us to access only the purity Pp through the
PSFE. Fully localized states are essentially nearly pure
states with Pg ~ O(1) (more precisely, following an area
law of entanglement [31]) and, additionally, have large
fluctuations 5P ~ O(1) < 1 — D3!. In other words, fully
localized states cannot thermalize, as they would have to be
distributed over different physical basis states due to
orthogonality. An O(1) plateau value is, therefore, all
we need to characterize the eigenstates of such systems.

On the other hand, when the eigenstates become more
delocalized in the approach to a chaotic phase, thermal-
ization becomes a possibility. The moment any nontrivial
correlations between nearby energy eigenvalues emerge in
the spectrum, leading to a time dependence of K(r) for
t > t,, 6P becomes a meaningful observable in the PSFF
according to the discussion following Eq. (14). Here, the
PSFF can be used to study the extent of thermalization in
addition to the delocalization of the eigenstates.

D. Summary

Let us summarize the main conclusions of this section
from a unified perspective, before moving on to illustrate
them with numerical examples in the next section. The
PSFF in a subsystem A combines energy level statistics, as
reflected in the SFF, with the purities and overlaps of
the reduced energy eigenstates in the complementary
subsystem B. The plateau value of the PSFF encodes the
(spectrum- and ensemble-averaged) purity, which is O(1)
in a fully localized phase and small for fully delocalized
states in accordance with the volume law of entanglement
[Eq. (17)]. Something more interesting happens at late
times if the SFF has a ramp or other time-dependent feature
due to the existence of local level correlations. The PSFF
inherits the ramp, but the ramp couples only to the smooth,
slowly varying part of the reduced energy eigenstates. The
rapidly fluctuating part is left over as a nearly time-
independent shift [Eq. (15)].

Eigenstate thermalization is primarily encoded in the size
of the fluctuating part as measured by the shift—namely, an
exponential suppression of the latter with subsystem size
N, is indicative of thermalization [Eq. (18)], while the lack
of such a suppression translates to a failure of the

eigenstates to thermalize. The smooth part is correspond-
ingly large for thermal eigenstates and small for nonthermal
eigenstates, so as to preserve the overall purity (i.e., extent
of delocalization). Finally, there are special systems for
which much more precise predictions for the PSFF can be
theoretically derived or motivated and tested, such as
chaotic Floquet systems with their random-matrix-like
eigenstates [Eqgs. (11) and (12)].

Thus, the PSFF complements the SFF in analyzing late-
time quantum chaos by being able to probe if the
eigenstates satisfy ETH, in addition to (and because of)
capturing information about level correlations as contained
in the ramp of the SFF. In particular, we expect that it could
potentially be useful in studying the joint emergence or loss
of Wigner-Dyson level statistics and eigenstate thermal-
ization (which are formally independent notions of late-
time quantum chaos) and their interdependence, across a
transition or crossover between chaotic and nonchaotic
phases. This could be done by tuning the parameters of a
system (say, in a quantum simulator) between such phases
and measuring PSFFs across different choices of subsys-
tems of different sizes—analyzing the extent of delocal-
ization of eigenstates in the absence of a ramp via the
plateau value and, additionally, the extent of thermalization
through the value of the shift if a ramp or other time-
dependent feature is present at late times. Among the
interesting possibilities that have been considered for such
an intermediate regime, which could conceivably be probed
with the PSFF, is the existence of so-called nonergodic
extended states [98—103], where the eigenstates are incom-
pletely delocalized but do not thermalize, or alternatives in
which the eigenstates thermalize without being fully
delocalized [104].

III. PARTIAL SPECTRAL FORM FACTOR:
NUMERICAL RESULTS

Having discussed features of the PSFF and its connec-
tion to the SFF utilizing Wigner-Dyson random matrix
ensembles and ETH, we now present our numerical results
of PSFFs in locally interacting many-body models, as
realized in quantum simulators. For this purpose, we focus
on two examples: the Floquet model [Eq. (2)] and the
Hamiltonian model [Eq. (19)]. Our results are in agreement
with the analysis of the previous Sec. II, in particular,
regarding the orders predicted for the averaged purity Pp
and the overlap Qp via Eq. (16). We consider the Floquet
model in the chaotic phase and the Hamiltonian model in
both the chaotic and MBL phases.

A. Example 1: Floquet system

The Floquet time-evolution operator V5 has the same
quasienergy eigenvalue statistics as the CUE random
matrix ensemble [58,81]. As mentioned in Sec. I, the
Floquet models are known to thermalize to infinite temper-
atures as per RMT, and, thus, we expect the eigenstate
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FIG. 3. Results for the Floquet V; model. (a) The SFF and
PSFF are presented for N = 6, N, = 3,4, 5 in red colors. In gray,
we plot the same quantities in a CUE model. (b) The plateau
value K(co) multiplied with the subsystem dimension D, is
plotted in black circles and matches with the averaged purity Pp
plotted with red crosses. The average overlap Qp and the
difference Py — Qp are presented in brown and green, respec-
tively. We observe a perfect match with the respective quantities
in CUE plotted in gray, indicating the same averaged eigenvalue
and eigenstate statistics in CUE and V3. In the numerical
computation, we take 8000 disorder realizations to perform
ensemble averaging, and the subsystems A are chosen from
the middle of the spin chain.

statistics to also be the same as in the corresponding RMT
class. To show this, we present in Fig. 3(a) numerically
obtained SFF and PSFF for a total system size of N = 6 and
subsystem sizes N4, = 3, 4, and 5 for the model V5. We plot
with gray lines the corresponding K, (¢) in a CUE model
where the analytic forms can be exactly calculated (see
Sec. IT A and Appendix B). For the PSFF K (1) at Ny = 3
and very early times, we notice that the onset of the ramp
takes a few initial periods to set, but eventually the PSFF
follows the CUE prediction.

The closeness between the statistics of CUE and V5 can
further be seen from the average overlaps of reduced
densities of eigenstates Py and Q. In Fig. 3(b), we
present the average purity and overlaps as functions of
subsystem size N,. At plateau time ¢ > ty(= Dz), the
PSFF becomes K (t - o) = Py/Dy; see Eq. (10). We
plot numerically obtained K,(o0)D, in black circles, and
the average purity Py with red crosses; they confirm the
analytic expectation. The average overlap Qp and the
difference Py — Qp are plotted in brown and green circles,
respectively, and match with the CUE data.

In conclusion, the SFF, PSFF, averaged purity, and
overlaps match in the CUE and V3 model, and, thus, we
expect the form of the PSFF in Eq. (5) to hold for the model
V3, after a small initial time period. We know from
Eq. (12), for large Hilbert space dimensions, that Qp ~
1/Dg and Py — Qp ~ 1/D,4. Therefore, utilizing Eq. (16),
we find that APy = 0 and 6Pz = O(1/D,) for V5 and the
RMT models. The purity of the smooth part (of the form of
Tr[Ap%(E)]) appears in the ramp part of the PSFF in
Eq. (15), and, thus, we note that the ramp coefficient is
approximately 1/D? for D, > 1. On the other hand, the
purity of the fluctuating part (of the form of Tr[dp%(E)])
comes in the time-independent term added to the SFF in

Eq. (15), which is to the leading order 1/D3, as also in the
CUE model [Eq. (5)]. To further have another numerical
example of the Floquet model thermalizing according to
RMT, we present the example of a chaotic Floquet model
with time-reversal symmetry in Appendix E.

B. Example 2: Hamiltonian system

As our second example, we consider a transverse field
Ising model in the presence of longitudinal local disorders:

N N N
1
H= J( E 0 _j)aaf-aj + ;:1 65»‘) +W ;:l hio;,  (19)

ij=1
i<j

where h; are drawn uniformly at random from (-1, 1). The
coefficient J and the exponent a denote the strength and
range of the interactions, respectively. The disorder strength
W is known to specify the nature of the dynamics; W ~ J
depicts the chaotic regime, and W > J corresponds to the
localized regime (for a similar model, see Ref. [64]). In
Appendix F 1, we present the adjacent level gap ratio as a
function of W/J and a and find that the chaotic and
localized phases exist for short- (@ > 1) as well as for long-
(¢ < 1) range interactions. In this work, we choose
a = 1.2, and, as examples of the chaotic and localized
phases, we take W =J and W = 10J, respectively. In
contrast to the presence of the ramp and plateau in the SFF
for chaotic models, the SFF for localized models stays flat
for all times 7 > 0. In the numerics, we find that the PSFF
preserves this flat feature of the SFF and has a subsystem-
dependent shift added over the SFF, as predicted in Sec. II C.
In Figs. 4 and 5, we present numerical results for the
Hamiltonian model (19) in these two phases. For clarity,
we use red for the chaotic phase (W = J) and blue for the
MBL phase (W = 10J). We note that the Hamiltonian of
Eq. (19) has the time-reversal symmetry of complex con-
jugation in the computational (¢7) basis [1,105,106]. A
chaotic Hamiltonian with this symmetry is known to follow
the eigenvalue statistics (or the SFF) of GOE after the
Thouless time ¢ > t1y, [1,24,27,105,106]; thus, we also put
the results for GOE class in gray in Fig. 4.

As a side remark, we emphasize at this point that the
spectrum of the local Hamiltonian model [Eq. (19)] does
not have the same density of states as the GOE spectrum,
and, thus, the Hamiltonian SFF should be compared with
an average of GOE SFFs, each with t5 determined by
different parts of the Hamiltonian spectrum. Often, this is
circumvented by removing the nonuniversal effects arising
from the edges of the local Hamiltonian spectrum by using
a filter function such that only the middle part of the
spectrum contributes [69] or considering very large system
sizes where the edge effects are effectively smaller. In our
work, we focus on the measurement of chaotic features
through the observation of the ramp, plateau, and shift,
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FIG. 4. Results for the Hamiltonian model. In a log-log plot, we
present the chaotic phase (W = J) in red, MBL phase (W = 10J)
in blue, and the GOE in gray. In both phases, the SFF and PSFF
are plotted for (sub)system sizes Ny =6, 7 and Ny = N = 10.
The SFF for the chaotic phase has the characteristic ramp and
plateau and follows the GOE SFF at late times. The PSFF in this
phase also has the shift, ramp, and plateau; we plot these in a
focused linear scale plot in Fig. 5(a). The MBL phase shows a flat
SFF and PSFF for all times # > 0. The mean level spacings (i.e.,
the Heisenberg time) in the MBL phase and GOE are numerically
rescaled to match to the one in the chaotic phase.

which can already be observed without filtering for
moderate system sizes, which we focus on.

In Fig. 4, the SFF and PSFF are presented for the system
size N = 10 and subsystem sizes N, = 6 and 7. In order to
have the same Heisenberg time 7y, the eigenvalues are
numerically rescaled such that the average mean level
spacing for W = 10J matches with the one for W = J. Asa
guide, we plot in gray the GOE SFF where the 7y is
determined from the full width of the chaotic Hamiltonian
spectrum and observe that the SFF for the chaotic phase
follows the GOE SFF closely. The PSFF for the chaotic
phase, shifted up compared to the SFF, also shows the ramp
and plateau behavior which are seen better in a linear plot in
Fig. 5(a). Here, focused to display chaotic features, we use
solid lines for the chaotic Hamiltonian and dashes for the
GOE. The different subsystem sizes are shown in different
colors. We note that the PSFF for the chaotic local model
and GOE are different (see the magenta and green curves).
These differences arise due to the differences in eigenstate
properties of the local Hamiltonian and GOE.

Furthermore, to concretely discuss second moments of
eigenstates, in Fig. 5(b), we present the averaged purity Pp
using crossed markers. We also plot here the plateau values
K4(0)D,4 (in black circles) for both chaotic and MBL
phases which agree with their respective purities following
K4(t = o0) =Pp/Dy [see Eq. (10)]. Note that these
average purities are consistent with a volume law of
entanglement in the chaotic phase and an area law in the
localized phase [31]. For the remainder of this section, it is
useful to discuss the two phases W =J and W = 10J
separately.

For the chaotic phase W = J, the average overlaps Qg
and Py — Qp are presented in red in the bottom in Fig. 5 as
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FIG. 5. Results for the Hamiltonian model. (a) In linear scale,

we present the SFF and PSFF for the chaotic phase (W =J).
(Sub)system sizes Ny = 6, 7 and Ny, = N = 10 are plotted with
magenta, green, and red, respectively, for both the Hamiltonian
model (with solid curves) and the GOE (with dashes). We observe
differences in the PSFF for chaotic Hamiltonian and GOE. These
differences are investigated in (b)—(d) through Py and Qp. We
use red for the chaotic phase (W = J) and gray for the GOE. For
comparison, we also plot these quantities in the localized phase
(W = 10J) using blue. (b) We plot K 4 (c0)D 4 using black circles,
which matches with the corresponding average purity Pp of the
MBL and chaotic phase. (c) The average overlap Qp for MBL,
chaotic, and GOE follow closely the behavior 1/Dp. (d) The
difference Py — Op ~ 6Pp, which encodes the shift of the PSFF,
is larger for large disorders (MBL) compared to small disorders
(chaotic). In the numerical computation, we take 200 Hamil-
tonians to perform ensemble averaging, and the subsystems A are
chosen from the middle of the spin chain.

functions of N,. Assuming ETH for the chaotic systems,
we discuss orders of magnitude of these overlaps in
Sec. IIB. Utilizing Eq. (16), we can comment on the
orders of APy and 0Py (see Appendix F 2 for more details
on the numerical extraction of these orders). From Qp
[Fig. 5(c)], we find APg = O(1/Dg), and from Py —
Qg = 6P [Fig. 5(d)], we find 6Py ~ O(1/D,), confirm-
ing ETH predictions for chaotic systems. We verify that the
value of the shift of the PSFF in the linear ramp region is
given in terms of the purity of the fluctuating part, i.e., by
6Py/D,, in Appendix F 3. For comparison, we plot the
same quantities in a GOE model in gray. We note a
difference between the overlaps (properties of the eigen-
states) in the local chaotic Hamiltonian and GOE, which is
not surprising, because the statistics of eigenstates need not
be the same in the two models.

Next, we look at the orders of magnitude of the overlaps
in the phase W = 10J, plotted in blue in the bottom in
Fig. 5. Following Eq. (16) from the Qp [Fig. 5(c)], we find
APg = O(1/Dg), and from Py — Qp = 6Py [Fig. 5(d)],
we find 6Py~ O(1)> O(1/D,). The localized phase
is not expected to satisfy ETH, and, as discussed in the
Sec. I C, we expect such a large shift in the PSFF in MBL.

011018-11



LATA KH JOSHI et al.

PHYS. REV. X 12, 011018 (2022)

systems. Because of larger 6Py in the MBL phase, we
notice a larger overall shift of the PSFF in the MBL phase,
shown in blue in Figs. 5(b)-5(d).

IV. PROOF OF THE PROTOCOL

In Sec. IC, we present our measurement protocol
and define estimators for the SFF and PSFF [Egs. (7)
and (8)] in terms of the measured bit strings. In this
section, we prove analytically that these are unbiased
estimators of the SFF and PSFF utilizing the theory of
unitary 2-designs.

A. Useful results from unitary 2-designs

Unitary n-designs are ensembles of random unitary
matrices, whose averages of polynomial moments of the
order of up to n coincide with ones of the Haar measure (or,
equivalently, the CUE) [85]. With the help of Weingarten
calculus, these moments can be expressed analytically
[107], allowing us to relate the statistics of randomized
measurements to the quantity that we would like to
measure. Since the measured bit strings from the protocol
are sampled from the Born probabilities |(s|UTT(¢)U|0)?
which are polynomial functions of order two in U, we
restrict ourselves to Weingarten calculus of order two.
Using independent local unitaries U = ®u;, one finds for

1

any operator C defined on the “two-copy” Hilbert space
H®? [108]

Ey[(U® U)C(UT @ UT)| = ZwMTr [6Clz.  (20)

Here, E;; denotes the average over local unitaries of the
form U = ®u; with u; sampled for each i independently
1

from a unitary 2-design on the local Hilbert space C®2.
Furthermore, the sum extends to all two-copy permutation
operators ¢ = ®6, and 7= ®r, with o;,7;, = 1,,S;.

Here, the 1dent1ty 1, and the swap operator S; act as
Uls) ® [s)) = [sy) @ [s}) and Sils;) @ [s)) = |s)) @ |s;)
on local basis states |s;) and |s}). Finally, the coeffi-
[1, W@ (6,27') is determined by the
Weingarten function Wg?®?), with WgV®?)(1,) = 1/3 and
Wgl@)(S;) = —1/6. The expression above, which is valid
for any operator C, is the mathematical backbone of
randomized measurements. In randomized measurement
protocols, the goal is then to identify an operator C, whose
expectation value can be inferred from the experimental
data, such that the right-hand side of the above equation
reveals the quantity of interest.

In order to reconstruct the SFF, it turns out to be
particularly useful to choose C =0 ® p, with py =
|0)(0| and

cient w,, =

— (10015 1001)™ = =2yl

S

where the sum extends to all bit strings s = (51, ..., sy)
with s; € {0, 1} and |s| = >, s;. For this choice, we obtain

Ey[(U® U)(O®po)(U' @ UT)] =47"S  (22)

Y s |8')(s| ® [s)(s'|. The swap opera-

tion S is the key operation to extract nontrivial quantities,
such as the purity, in randomized measurements [108].
Here, to access the SFF, it is convenient to take the partial
transpose operation A @ B — AT ® B in the above equa-
tion, leading to

with S = ®S; =

Ey[(U" @ U)(O ® po)(UT ® UT)] = 27N | )(®y .
(23)

where |@}) = ®|®;) =27V23" |s) ® |s) is a product
of Bell pairs |®;) = 271/2(|0) ® |0) + |1) ® |1)).

B. Rewriting the SFF in a form suitable
for randomized measurements

For clarity, we focus on the measurement of the full SFF
K(t) and present the case of the PSFF in Appendix G. We
first define for a fixed time-evolution operator 7T'(r)

Ky = 4™NTr[T (1) Tr[T7 ()] (24)

such that the ensemble (disorder) average K(f) = Kr(,
yields the SFF, according to the definition Eq. (1). Second,
we show that K7(;) equals the survival probability of the
Bell state |®};) under the dynamics generated by 1 ® 7'(1),
ie.,

Kry = (@y[1 @ T(1)|@})(@y[1 & T*(1)|@y).  (25)

To this end, we use the following identity for any two
operators A and B on H:

Tt[AB] = 2V (@5 |AT ® B|o}), (26)

which can be proven by inserting the definition of the Bell
state |®3) = 27V/23" |s) ® |s) in terms of computational
basis states. Equation (25) follows directly by choosing
A =1 and B = T(t). We note that the identity Eq. (25) has
been discussed in the context of holographic duality [109].
In this case, generalized finite temperature form factors can
be written in terms of thermofield double states, which take
the form of Bell states in the limit of infinite temperature.
With the help of Eq. (23), we can now replace one Bell state
projector in Eq. (25) with O ® p, averaged over random
unitaries U. We find Ky, = Ey[Kz) 0] with Kpyy
defined as
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Ky p =205 |U0TUT ® T(t)UpoU'T'(1)|®@5). (27)

Using once more the identity (26), it follows that K7,
equals the expectation values of the operator O in the final
state p/(1):

Kr(yw = Tr[OUTT (1) UpoU' T (1) U]

pr(1)

= 3" (=2)H|(s| U T (1)U |0) P (28)

Here, |(s|UTT(¢)U|0)|* is precisely the Born probability of
finding a bit string s, in the computational basis measure-
ment performed at the end of our measurement sequence
when the state p/(f) has been prepared (cf. Sec. IC). It
follows, thus, that

Kr(o.0 = Equl(=2)"1] (29)

where Eqgy 18 the quantum mechanical average and s
denotes the outcome of the computational basis measure-
ment at the end of the measurement sequence.

In summary, it follows that, for each measured bit
string s, (—2)% provides an estimation of the SFF, which
in expectation over ensemble (disorder) average, over
random unitaries and quantum mechanical averaging,
yields the SFF

K(r) = EyEoml(-2)"]. (30)

In practice, we repeat our measurement protocol by
performing M independent experimental runs (with inde-
pendently sampled time-evolution operators and random

—

unitaries) and calculate the empirical average K(r)

[Eq. (7)]. Using Eq. (30), it follows that I?(?) converges
to K(¢) in the limit M — oo. For finite M, statistical errors

—

are governed by the variance of K(¢) and are discussed in
the next section. In Appendix G, we extend our derivation
to the case of the PSFF and illustrate the mapping between
randomized measurements and the (P)SFF graphically.

V. STATISTICAL ERRORS AND IMPERFECTIONS

We have discussed the characteristic features of the SFF
and PSFF, such as shift, ramp, and plateau. The crucial
question arises whether these can be measured in today’s
quantum simulators, utilizing our protocol (Sec. I C) with a
finite measurement budget (number of experimental runs
M) and in the presence of unavoidable experimental
imperfections. In the following, we first analyze in detail
statistical errors which arise from a finite number of
experimental runs M. These determine the signal-to-noise
ratio for a measurement of the shift of the PSFF (extracted
from measurements at a single point in time) and the

slope of the SFF and PSFF (extracted from differences of
measurements at various points in time). Subsequently, we
discuss the influence of experimental imperfections, such
as imperfect implementation of our measurement protocol
or decoherence during the time evolution.

A. Statistical errors

We discuss statistical errors arising from a finite number
of experimental runs M. We first consider the estimation of
the SFF and PSFF at a single point in time and, second, the
estimation of (the slope of) the ramp from measurements of
the SFF and PSFF at different times.

1. Observing PSFF and SFF

—

We can bound the statistical errors of the estimator K 4 (¢)
[Eq. (8)] by its variance. As shown in Appendix H, we find
that

— 1 2
Varl] =5 (2 ke -83) =h. @D

BCA

where we drop the time argument for brevity. Here, Kp
denotes the PSFF defined in subsystem B, and the sum

—

extends over all subsystems B C A. The variance of K ()
[Eq. (7)] follows by taking A to be the full system. We

obtain an expected relative error £, = 6,/(K4v/M) of an

estimation K, (7) with M experimental runs. As can be
rigorously shown via Chebyshev’s inequality, the required
number of measurements to obtain with high probability
an estimate of K,(r) with fixed relative error scales
as M ~ % /K3.

The expected statistical error £, and, hence, also the
number of required experimental runs, depends, thus, on
the value of K4 itself, as well as on the PSFF Kj of all
subsystems B C A. For Hamiltonian (Floquet) operators
from Wigner-Dyson RMT, we can explicitly evaluate o,
(see Appendix H). As the worst-case estimate, we find that
at the point of weakest signal, after a single time step t = 7
in Floquet dynamics 7'(t = nt) = V" with V sampled from
CUE where K,(t = 17) = 272N4, the expected relative

statistical error is given by &, = /10M/M. A total
number of measurements M ~ 10V /2 x 2332V4 /€2 is thus
required to obtain a fixed relative error €. This is to be
contrasted with the number of measurements required for
quantum process tomography, which requires, without
strong assumptions on the process of interest [88], at least
r2°N+ /€2 measurements, with r = r(N,) > 1 being the
Kraus rank of the process [110]. In addition, we can reduce
the exponents associated with the scaling of statistical
errors in randomized measurement protocols further using
importance sampling [48,111-113].

In Fig. 6(a), we plot the relative error £, as a function of
the number of experimental runs M in the V3 model (2) at
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FIG. 6. Statistical errors in the Floquet model V5. (a) The
relative error £, = 0,4/ (K /M) is plotted for total system size
N = 6 and subsystem sizes N4, = 3, 4, and 6 as a function of the
number of measurements M at time /7 = 5. For a fixed M, we
perform 100 numerical experiments, each with M single shots,
and present the average £, using colored lines. The gray lines
represent corresponding errors in a model with CUE dynamics
(calculated analytically in Appendix H). (b) The relative error £,
as a function of subsystem size N, at two times 7/7 =5 and
t/t = 30 is shown. (c) Single PSFF with subsystem size N, = 4
for two choices A = [2,3,4,5] (red line), A = [1,2,5, 6] (green
dashed line), and the average PSFF K| (black line) follow each
other; the numbers in the [---] denote qubit index. (d) For the
observation of the ramp, we plot the SNR of the slope,
SNR[c4(t2, ;)] (in red) and SNR[c|4((t,, )] (in black). Both
SNRs are constructed from a single dataset of M = 10°. As a
guide to the eye, we also present in gray the SNR[c|4|(2, )]
when all the measurements in the averaged PSFF are done
independently, i.e., when )4 = O‘A(]O;)_l/z. This requires M(lf,‘i)
number of independent measurements.

time ¢/t = 5 with total qubits N = 6. The relative error
decays as 1/4/M with increasing M, as expected from
the central limit theorem. Furthermore, it decreases with
decreasing subsystem size. This is also shown in Fig. 6(b),
where we display, for a fixed M, the relative errors as
a function of subsystem size N, at two different times
t/t=15 and r/7 = 30. As expected, we observe that the
relative error is largest at early times where the PSFF is
smallest. At early times, the relative error increases with the
subsystem size, thereby requiring more measurements
as Ny — N.

2. Observing the ramp in chaotic models

The relative error £, = 6,/(K,v/M) determines the
required number of measurements to estimate the PSFF
at a single point in time. While this reveals important
information on the overall magnitude and, in particular, the
“shift” of the PSFF, signatures of energy level repulsion are
encoded in the ramp of the SFF and PSFF (see Sec. II). To
detect the ramp, we aim, thus, to measure the difference

KA(1,) — K4(t,) at two points in time 7, > #,, in particular,
the slope of K,:

ealtaty) = % (32)

To quantify the experimental effort to resolve c,(1,,1;), we
introduce its signal-to-noise ratio SNR[c, (5, 71)], which,
for independent measurements of the PSFF at times 7, and
1, is given by

B Ka(tr) = Ku(t)
SNR{c (12, 11)] = \/M—UA(tz) Foun) (33)

As shown in Secs. II and III, the slope c4(,,1;) of the
PSFF (i.e., the signal) is approximately constant as a func-
tion of the subsystem size N, = N/2. At the same time, the

absolute value of the noise, here [64(t,) + o4(t1)]/VM,
decreases with increasing N4 (as the absolute value of the
PSFF decreases). Thus, as shown in Fig. 6(d) (red curve)
for the V3 model, SNR[c, (15, #1)] typically increases with
increasing subsystem size N,, reaching a maximum when
the subsystem is the system itself, i.e., Ny = N (= 6 in the
example here).

In chaotic quantum systems, our protocol enables
detection of the ramp with further improved SNR: First,
we note that the order of magnitude of different features of
the PSFF does not depend on the actual choice of sub-
system A but only on its size |A| = N,. Hence, as numeri-
cally shown in Fig. 6(c), we can replace the PSFF K, of a
specific subsystem A with its average

Ko (1) = (13’ ) S Ka(0) (34)

‘A‘:NA

where we sum over all subsystems A of fixed size Ny
(including disconnected subsystems).

Second, we note that from a single experimental dataset,
taken on the full system S, we can estimate K 4(z) for all
subsystems A C S, via spatial restriction in the post-
processing. Thus, we can also obtain the average PSFF
K\5|(t) and its slope c4/(t,, ;). Since, for N4 < N, there
are multiple subsystems A of size Ny, we can expect an
increased SNR[c|4((%,. ;)] for these average quantities.

In Fig. 6(d), we display the numerically determined signal-
to-noise-ratio SNR{c4((t,, )], for the averaged PSFF in
black. Indeed, compared to the SNR for a single subsystem
A, SNR[c4(2,,1;)] in red, we observe an enhanced
SNR[c|4/(t2. 11)] for subsystem sizes 1 <N, < N. We

remark that we do not reach an enhancement () )12 of

the SNR which would result trivially from (]f,\i ) separate

experiments [i.e., ( Ifl\i ) - M experimental runs in total, gray

line], since the estimations K 4(¢) for various subsystems A
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from a single dataset are not independent. Nevertheless,
Fig. 6(d) shows that the average PSFF K|, extracted at a
subsystem size N4 =~ N /2 has the largest SNR for determin-
ing the slope of the ramp from a given measurement dataset.
Thus, as compared to the PSFFs K4 () for fixed subsystems
A or the full SFF K (t), the average PSFF K| 4, at half system
size provides a favorable tool to observe the ramp of the (P)
SFF, i.e., signatures of level repulsion in chaotic quantum
many systems.

B. Experimental imperfections

First, we consider an imperfect implementation of our
measurement protocols, with errors arising from an erro-
neous decorrelation of the applied initial and final local
random unitaries. We model such imperfection as the
effective application of a unitary u; before and a unitary
v; = ”J exp(—inh;) after the time evolution, with &; being a
local random Hermitian matrix sampled for each i inde-
pendently from the Gaussian unitary ensemble (GUE) [1].
While the case # = 0 corresponds to the ideal case, we
display in Fig. 7(a) the average relative error ¢, = 1 —

n

[KX(\t)]”/KA(t) of the estimated [K,(7)], as a function
of the error strength #, obtained numerically from simu-
lating many experimental runs. We find €, increases
approximately as 7°, indicating a decrease of the estimated

[Ka(1)],-

Second, we consider that a measurement of the SFF and
PSFF is affected by decoherence acting during the dynami-
cal evolution of the system. As shown in the context of
other randomized measurement protocols, one can correct
the effect of depolarization errors (or readout errors) based
on a randomized measurement of the purity [11,35-37],

10° .
b
° 0.10 (b) .

—
+

<0.05 "

10—2 7]2 . NA =2 ‘ ..-;.;.r;'..:.?\?.:l
*Noa=N=4 = Dec. g-RAc: — Uni.
0.05 0.10 0.20 0.40 0.80 0 20
n t/T

FIG.7. Experimental imperfections and decoherence. We study
effects of measurement errors and decoherence on the estimated
SFF and PSFF K,(t) using the example of the kicked spin V3
with total system size N = 4. In (a), we display the relative error

€ = [f(; = (Ka),l/ K, of the estimated form factors induced by
a decorrelation of local random unitaries applied before and after
the time evolution up to the Heisenberg time ¢, with strength #
(see the text). In (b), we display the estimated SFF (K)g. (blue
dots) and PSFF (K ) 4. (blue squares) as a function of time in a
system subject to global polarization with strength p = 0.03 (see
the text). For this type of decoherence, rescaling according to
Eq. (38) allows one to recover the SFF (green dots) and PSFF
(green squares) for unitary dynamics (red line).

which allows one to extract the value of the noise strength
[37,114]. Note that, if the type of noise is a priori unknown,
one can also mitigate errors with randomized measure-
ments. This is done via a calibration step that allows one to
convert randomized measurements into faithful “classical
shadows” estimations of the quantum state [115-117].

Here, for concreteness, we consider a Floquet system
with global depolarization, acting at each time period 7z with
strength p; i.e., the final state p /() at time ¢ = 7n, defined
in Sec. IC, is altered to pgec(t) = a,ps(1) + (1 —a,)1/D
with a, = (1 — p)".

Thus, we obtain via our measurement protocol

1-a,
D}

(KA)dec(t) = anKA(t) + (35)

With increasing time ¢ = 7n, decoherence leads, thus, to a
smaller measured value (K )4 (7) than the actual spectral
form factor K, () [see Fig. 7(b), blue dots and squares].
However, if we know the value of p, we can rescale our
estimator of the SFF. For this purpose, we can measure the
purity of the time-evolved state. The purity is

1—al
D ’

P, = Tr[pdcc(t)z] = a%z + (36)

which gives [37,114]

DP, — 1
S it/ iy 37
n D-1 (37)

Thus, from a measurement of the purity P, at all times, we
can find a, and rescale the erroneous PSFF (35) to obtain

(KA)res(t) = (KA)dec(t) —a(l — an)/Dﬁ '

(38)

In Fig. 7(b), using green, we present this rescaled SFF
(using dots) and PSFF (using squares). We note that using
the rescaled (P)SFF (38) we recover here the (P)SFF of the
unitary dynamics (red curve).

In summary, while we show in this subsection that we
can partially correct for decoherence effects via indepen-
dent measurements of decoherence parameters, we empha-
size that imperfections and decoherence discussed in this

—

section lead to a decay of the estimated K, (). They, thus,
cannot cause a false-positive detection of the ramp.

VI. CONCLUSION AND OUTLOOK

In this work, we have presented randomized measure-
ment protocols to access the statistics of energy eigenvalues
and energy eigenstates of many-body quantum systems
in present-day quantum simulators via (partial) spectral
form factors. The SFF [K(¢) in Eq. (1)] is known to be a
key diagnostic of many-body quantum chaos. In chaotic

011018-15



LATA KH JOSHI et al.

PHYS. REV. X 12, 011018 (2022)

systems, it reveals universal properties of energy eigenvalue
statistics and possesses a characteristic ramp-plateau struc-
ture (see Sec. I A). In addition, we have defined PSFFs
[K4(¢) in Eq. (4)], which contain both the statistics of
energy eigenvalues and eigenstates (see Sec. I B). PSFFs
are natural restrictions of the SFF to subsystems A C S of
the full system S, such that, for A = S, PSFF and SFF
coincide: K,_s(t) = K(z). Utilizing random matrix theory
and ETH, we have shown in Sec. II that PSFFs in generic
chaotic quantum many-body systems possess a character-
istic shift-ramp-plateau structure [Eqs. (11) and (15)] and
reveal crucial differences between thermal and nonthermal
eigenstates in the sense of ETH. In Sec. III, we investigated
the PSFF numerically with examples of many-body quan-
tum models, discussing, in particular, differences between
chaotic and localized phases.

With our protocol to measure the SFF and PSFF in
quantum simulation experiments, we have extended the
toolbox of randomized measurements to access genuine
properties of dynamical quantum evolution, without any
reference to the initial state or measured observable (see
Secs. IC, IV, and V). We have shown that our protocol
gives simultaneous access to the SFF and PSFF, thereby
providing a unified test bed of the statistical properties of
eigenvalues and eigenstates. Our protocol can be directly
implemented in state-of-the-art quantum devices, based, for
instance, on trapped ions [4,6], Rydberg atoms [7], and
superconducting qubits [8,19], providing crucial experi-
mental tools for the quantum simulation of many-body
quantum chaos and the study of thermalization in closed
quantum systems.

Our work can be generalized in various directions. First,
while we have concentrated here on quantum simulators
with local control realizing lattice spin models, our protocol
can be also realized in collective spin systems with only
global operations [118]. Second, while we have considered
form factors which are second-order functionals of the
time-evolution operators 7'(¢), partial restrictions of higher-
order form factors provide possibilities to investigate
thermalization of quantum many-body systems and emer-
gent randomness beyond second order [119,120]. To access
such higher-order (partial) form factors, our randomized
measurement protocols could be readily combined with the
classical shadows framework [42]. Third, we have focused
on determining the properties of unitary quantum dynam-
ics. Beyond that, our measurement protocol readily extends
to the study of noisy quantum channels. This includes
applications in the field of verification and benchmarking
of quantum devices [89-93,121,122], as well as the inves-
tigation of noise-induced quantum many-body phenomena
such as entanglement phase transitions [46,123—-125]. In
addition to the directions listed above, it will be interesting
to explore the PSFF from an analytical perspective analo-
gous to Ref. [80] to study the physics of thermalization and
entanglement in Hamiltonian many-body systems as well

as in quantum gravity, where there have recently been path
integral derivations of the SFF [63].
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APPENDIX A: SPECTRAL FORM FACTOR
IN WIGNER-DYSON RANDOM
MATRIX ENSEMBLES

In this Appendix, we review the definition and essential
properties of the Wigner-Dyson random matrix ensembles.
Furthermore, we recall the expressions of the SFF for
Hamiltonian and Floquet dynamics modeled with random
matrices from these ensembles.

The Wigner-Dyson ensembles are standard distributions
of random matrices used to model some of the properties
of energy or quasienergy eigenvalues and eigenstates of
chaotic Hamiltonian and Floquet systems [1,20,21,24]. We
work with two classes of the Wigner-Dyson ensembles—
the unitary (U) class for systems that are not time-reversal
invariant, and the orthogonal (O) class for some systems
with time-reversal invariance [the symplectic (S) class
applies to other systems with time-reversal invariance
but is not relevant for our examples]. We note, in particular,
that nonconventional time-reversal symmetries should also
be considered [1], e.g., invariance under complex conju-
gation in some basis (which corresponds to the orthogonal
class). Each class is characterized by a symmetry group
comprised of the corresponding set of similarity trans-
formations (i.e., all unitary or orthogonal transformations).

For Hamiltonian systems with time-evolution operator
T(t) = exp(—iH1), it is conventional to choose the GUE of
Hermitian matrices or the GOE of real symmetric matrices
to represent the Hamiltonian H of the appropriate class. In
the case of periodically driven Floquet dynamics with time-
evolution operator 7(t = tn) = V", n € N, where V is the
unitary Floquet operator corresponding to a time period 7,
the appropriate representative ensembles for V are the CUE
of unitary matrices and the circular orthogonal ensemble
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(COE) of symmetric unitary matrices. These ensembles
accurately model the local eigenvalue correlations of the
corresponding systems (but not necessarily global eigen-
value features larger than the inverse Thouless timescale
[27,64], e.g., the smoothened density of states) and describe
an idealization of the eigenstate distribution (which is
generalized by ETH [27,29]). But, for the special case
of chaotic Floquet systems, the eigenstate distribution is
seen to be in close agreement with the Wigner-Dyson
ensembles [33,80-84].

For these random matrix models, the spectral form factor
can be calculated analytically (see, for instance, Ref. [97]).
For completeness, we recall the well-known expressions
here. For Hamiltonians H from GUE or GOE, one finds the
following.

GUE model:

1 (L
K(r :rt2+{’ Al
() (1) D1 fort>ty (A1)
GOE model:
o1 2i—ilog(]—|—2i) for 0 <t <ty,
K(1)=r(t) +5 -
13
2- ilOg (zz—r:) for 1> 1y,
(A2)

where r(t) = tyJ,(4Dt/ty)/(2Dt) with J; denoting the
Bessel function of the first kind. The Heisenberg time 7y,
connected to the inverse spacing of adjacent energy levels,
depends on the width of the Gaussian distribution of the
matrix elements and marks the onset time of the plateau of
the SFF. For the results presented in Sec. III, we fix it
numerically, by matching plateau onset times for the
Hamiltonian Eq. (19) and the GOE model.

For the Floquet operators V from CUE or COE, one finds
the following.

CUE model:
1 (L, for0<t<ty,
K(1) = { RS
D 1, fort>1y.
COE model:
. zz_é_élog (1 +2é) for 0 <t <1y,
K() =7 -~ (A4)
t/ty+
_510g<2t/t:—1) for t > ty.

Here, ty; = Dz with 7 to be identified with the period of the
Floquet system to be modeled.

APPENDIX B: PARTIAL SPECTRAL FORM
FACTOR IN WIGNER-DYSON RANDOM
MATRIX ENSEMBLES

In this Appendix, we derive the functional form of
the partial spectral form factors, discussed in Sec. II, for
Hamiltonian dynamics (Floquet dynamics) modeled with
the Wigner-Dyson random matrix ensembles GUE and
GOE (CUE and COE), as introduced in Appendix A.

Let & be a quantum system with Hilbert space H of
dimension D and A C § a subsystem with dimension Dy.
Its complement is denoted with B with dimension Dg. As
discussed in Appendix A, we consider

(i) Hamiltonian dynamics T(t) = exp(—iHt) with H

sampled from the GUE and GOE, respectively;

(ii) Floquet dynamics with 7(r = zn) = V" for n € N

with V sampled from the CUE and COE, respectively.
We can rewrite (1) = YD(t)Y" with D(¢) =diag(e~"*1", ...,
e 'En") the diagonal matrix of eigenvalues of 7(¢) and Y =
(1, .-, yp) the unitary (GUE and CUE) or orthogonal (GOE
and COE) matrix of eigenvectors of H or V. Crucially, we
note that all time dependence is contained in the diagonal
matrix D(z). In the following, we rely on Fact 1.

Fact 1.—For H from GUE or GOE (V from CUE or
COE), the distribution of the eigenvectors of H (V) is
independent of the distribution of eigenvalues of H (V).
Furthermore, Y = (yy, ..., yp) is distributed according to
the Haar measure on the group of unitary matrices U(D)
(for GUE and CUE) and the group of orthogonal matrices
O(D) (for GOE and COE).

Proof.-—This fact relies only on the invariance of the
random matrix ensembles under unitary (GUE and CUE)
and orthogonal transformations (GOE and COE). For GUE
and GOE, a proof is given in Ref. [126], Corollary 2.5.4.
It generalizes directly to CUE and COE. [

Using this fact, we can carry out the average over
eigenvectors in Eq. (4) explicitly (see the next subsection).

With the identification K(¢) = D~2|Tr[D(t)]|?, we find

Ku(t) =+ Pk, (B1)

where, for H € GUE and V € CUE,

(1) Dy’ -1 @ Dg*(Ds*=1) .

:4’ —_— B} B2
A4 T DD -1 “4 T DD, -1 (B2)

and, for H € GOE and V € COE,

n (Dg*+ Dp —2)
cy = ,
(DADg — 1)(D4Dp +2)
o _ Dg(DyDp +Dp+1)(Dy—1)
4 (DsDg —1)(DyDp +2)

(B3)

In particular, K,_s(7) = K(¢) for Dy = D,Dg =1 and
K,_y(t) =1 for D4, = 1,Dp = D holds, as expected.
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Relation to average purity and overlap.—For
Hamiltonian 7(7) = exp(—iHt) or Floquet dynamics
T(t =nt) = V", we can rewrite the PSFF in terms of
the (quasi)energy eigenvalues and (quasi)energy eigen-
states [see Eq. (4)]. For Hamiltonians H (Floquet operators
V) from the Wigner-Dyson random matrix ensembles, we
can use then Fact 1 to obtain the PSFF in terms of the
average purity Pp of reduced eigenstates and average
overlap of distinct reduced eigenstates Qp [see Sec. II,
in particular, Eq. (11)]. Comparing Eq. (11) with Eq. (B1),
we find that

(1) _PB - QB

Cyp’ = DA and CI(AZ) :DBQB'

(B4)

Using this and Eqgs. (B2) and (B3), we obtain Eq. (12) (for
GUE and CUE) and the corresponding expressions for the
orthogonal ensembles (GOE and COE), respectively.

1. Proof of Eqs. (B1)-(B3)

We denote the basis of H consisting of eigenvectors of
T(¢r) with |i) (i=1,...,D). Furthermore, we fix an
arbitrary product basis of H = H, ® Hp as |a, b) with
a=1,...D, and b= 1,...,Dg. With T(t) = YD(t)Y",
we rewrite Eq. (4) in these bases. Using the independence
of eigenvalues and eigenvectors (Fact 1), we find

DD, K (1) = Trg[Tra[T(1)]Trs [(T(2)"] (BS)

= Y(al~b1)~i1 (YT)il,(al,bz)Y(azwbz)aiz(YUizv(az»bl)
x D(1);, ;,[D(1)7] (B6)

i iriy?
where summation over repeated indices is understood. The
ensemble average over the matrix elements of Y can be
carried out using the Weingarten calculus on the unitary
group (GUE and CUE) and orthogonal group (GOE and
COE), respectively.

The Weingarten calculus for the unitary group and the
orthogonal group can be formulated in terms of pair
partitions, defined as follows.

Definition 1 (pair partitions).—For n € N, (a) we denote
with M?(2n) the set of all pair partitions of {1,...,2n},
partitioning {1,...,2n} into n distinct pairs. Then, each
pair partition m € M?(2n) can be uniquely expressed as

{{m(1),m(2)},...{m(2n — 1), m(2n)}}

with m(1) <m(3) <---<m(2n—1) and m(2i — 1) <
m(2i) for all i € {1,...n}.

(b) We denote with MY(2n) C M©(2n) the set of all
pair partitions of {1,...,2n} which pair elements in
{1,...,n} with elements {n + 1, ...,2n}. Then, each par-
tition m € MY (2n) can be uniquely expressed as

(B7)

{{m(1),m(2)},...{m(2n - 1),m(2n)}} (BS)

with m(1) <m(3) <---<m(2n—1) and m(2i - 1) €
{1,...,n}andm(2i) € {n +1,...,2n} foralli € {1, ...n}.

The following fact is shown in Ref. [127].

Fact 2 (Weingarten calculus).—(i) Let Y be distributed
according to the Haar measure on the orthogonal group
O(D). With indices iy, ..., i, and ji, ..., jo, in {1, ..., D},
it holds that

/ Yilvjl e Yiz;njzndY
YeOo(D)

n

— E 0(D) H A . . .

- Wg (m’ ll) 6lm(2k—])vlm(2k) 5]m(2k—l)x]m(2k)
m,neMO(2n) k=1

(B9)

with M9 (2n) the set of all pair partitions on {1,2, ...,2n}
and Wg@®) the Weingarten function on the orthogonal
group O(D).

(ii) Let Y be distributed according to the Haar measure
on the unitary group U(D). With indices i, ..., i,, and
Ji»--sjon in {1,..., D}, it holds that

GUE, CUE

% b B HDW :

. U

’U)eq

D(t) D(t)

(ﬁ
2
{—J
U
%

U
+Wneq

D(t)

T
o

U
+Wneq

+wh, D(t) Di(t)

0 Hq P e

FIG. 8. Diagrammatic evaluation of Eq. (B6) for Y € U(D)
(GUE and CUE case). To perform the average over eigenvectors
(green line), we remove the boxes Y and connect white deco-
rations of Y (rhombi) with white decorations of Y* (rhombi) and
black decorations of Y (circles and squares) with black deco-
rations of Y* (circles and squares) in all possible ways, corre-
sponding to the pair partitions m,n € MY(4) [108,128].
Summing over the resulting diagrams, weighted with the corre-
sponding value of the Weingarten function, yields Eq. (B2). In all
diagrams, each blue loop contributes a factor D4, and each red
loop a factor Dp.
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* *
/YEU(D) Yigi Y, Yin+1»jrz+1 Yiz;;»jz,,dY

n

— E ( u(D) H . . . .
- Wg (m’ ll) 5lm(2k—l)vlm(2k) 5Jm(2k—1)v]m(2k)
mneMY(2n) k=1

(B10)

with MY(2n) € M?(2n) the set of all pair partitions
on {1,2,...,2n} which pair elements in {1,...,n} with

GOE, COE

oo B o

[ wd )

wd U 'D(t) b UL 'D*(t)' -
@ J | /]

+w, U D(z) L‘] — D)
neq [_1 %—. j m
+wSeq U D(t) LJ — D) —
A J | /]
v, I Qo) S o Y
@ J | /]
+wd H D(t) E— m
@ /)
e I Do) D) Y
Q — /)
S J
+wheq H D(t) — m
+w$ U Di(¢) L_J D‘(t)J U
Q — /]

FIG. 9. Diagrammatic evaluation of Eq. (B6) for Y € O(D)
(GOE and COE case). To perform the average over eigenvectors
(green line), we remove the boxes Y and connect white decorations
(rhombi) with white decorations (rhombi) and black decorations
(circles and squares) with black decorations of the same type
(circles and squares) in all possible ways, corresponding to all
pair partitions m,n € M?(4) [108,128]. Summing over the
resulting diagrams, weighted with the corresponding value of
the Weingarten function, yields Eq. (B3). In all diagrams, each blue
loop contributes a factor D,, and each red loop a factor Dp.

elements {n+1,....2n} and WgU(®) the Weingarten
function on the unitary group U(D).

In our case, we are interested only in the case n = 2. As
shown in Ref. [127], when m,n € M?(4) and D > 2,

D+1
0 = Wg0D)(m, n) = f =n,
Wy g?P)(m,n) DD+ -1 orm=n
-1
Wr?quWgO(D)(m’n):D(D+2)(D—1) for m # n.
(B11)

Furthermore, it holds for m,n € MY(4) and D > 2 that

D
wY = W) (m,n) = I form = n,

~1
Wiy = Wgl®) (m,n) = =y rm#n (B12)

Using Fact 2 and these expressions, we can perform the
average over eigenvector elements in Eq. (B6) explicitly.
This is most easily performed diagrammatically and shown
in Figs. 8 and 9.

APPENDIX C: PARTIAL SPECTRAL FORM
FACTOR IN GENERAL CHAOTIC SYSTEMS

Here, we derive the typical behavior of the PSFF for
ensembles of chaotic systems, more general than random
matrix ensembles, as considered in Sec. II B in the main
text. As in Eq. (13), we decompose the reduced density
matrix into a pure trace, a traceless smooth part, and a
traceless fluctuating part: pg(E) = D3'1 + Apg(E) +
Spp(E). For the smooth part, we assume that there exists
an extrapolation of each matrix element to a continuous
energy variable such that, for some (as yet unspecified)
time ¢, < O(D),

(875(0)= [ dEeHpp(EY =0 Vidi>1,. (€D

The remaining energy-dependent part of pp(E), i.e.,
the part that oscillates rapidly and has no low-frequency
Fourier component (on extrapolation to continuous
energy), is taken to be the fluctuating part:

[675(1)] ;1 = /dEe_iE’[épB(E)]jk =0 V<1, (C2)

Up to this point, such a decomposition is always possible.
We additionally take 7, to be set by the scale of randomi-
zation in the ensemble discussed in Sec. II B, so that the
fluctuating part can be identified as the part that is
completely randomized in the ensemble. We note that
the smooth part may fluctuate between different ensemble
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realizations but cannot be randomized in the same sense as
the fluctuating part, as it is roughly constant within an
energy window of size #,'. Similarly, we do not require
randomization of the correlators of pz(E) between ener-
gies much further apart than t;l, for which the correlator
may have to be nonvanishing to maintain zero Fourier
component of the fluctuating part at # <z,

To understand the effect of this decomposition in the
PSFF, we first perform a prototype calculation with simpler
notation. Consider two functions f(E) and ¢(E) of a
continuous variable E, with respective Fourier transforms
F() and §(1), both of which potentially vary over different
realizations of the ensemble. We eventually associate these
functions with (components of) the different parts of the
reduced density matrices of the energy eigenstates. Define
the quantity

1 -
—ﬁzy@ﬂW@wwu
2/dl‘l ZezE] 1) =B (t+1,)
D

(C3)
Now, it is convenient to define an ensemble-averaged
unequal time SFF K(1,,1,) = D7), £ =tz which
reduces to K(t) at equal times #; = t, = . The sum of
phases D23 eEiH)=E(F) in Eq. (C3) fluctuates
strongly over dlfferent ensemble realizations at large ¢; and
t, corresponding to fluctuations of the positions of energy
levels, much like the SFF without ensemble averaging [59];
if we assume the ensemble is such that these fluctuations
are not correlated with those of f and ¢ (i.e., the reduced
energy eigenstates), we can perform the ensemble average
over the sum of phases independently, allowing us to
formally replace it with K(z + 1,1+ t,):

/%/—mewﬁmm<»<m>

For instance, in a fully chaotic system as we soon specialize
to, this assumption can be justified by considering the
energy eigenstates in an ensemble realization as sufficiently
random superpositions of those of another ensemble
realization (in the spirit of Refs. [2,94-96]), which should
then be uncorrelated with the precise positions of the
energy levels.

To simplify Eq. (C4) further, we need to know the form
of K(t,, t,). For mathematical simplicity, we assume (fully
chaotic) level statistics in the unitary Wigner-Dyson class.
The ensemble-averaged two-level correlation function for
nearby energy levels E; and E; (closer than the scale of 1
in this class takes the universal form [1,24,97]

() [0

= QX(E) {1 + % — sinc?[wrQ(E)] } (C5)

where Q(E) is the smoothened (continuous and ensemble-
averaged) density of states, whose Fourier transform
satisfies Q( > t1,,) ~ 0. The ensemble-averaged sum over
E; and E} in the definition of K () can then be replaced by
an integral weighted by the two-level correlation in
Eq. (C5). Using methods analogous to the calculation of
K () for this correlation function in Ref. [97], we obtain the
following late-time behavior for #;, #, > fy,:

el

T12 > 27TQ(E) VE,

(712),
Lk T12 < 27Z'Q(E) v E,

K(tl’ tz) |® (712)

D’

ﬂ

(Co)

where ff = 2 for the unitary Wigner-Dyson class and we
introduce the shorthand symbols T, = (¢; +#,)/2 and
71, = 1, — t;. Og(f) is the Fourier transform of the unit
step function ®[Q(E)], the latter being 1 where Q(E) > 0
and zero elsewhere. Essentially, the unequal time SFF is
generally negligible for (large) unequal times, with a small
spread around #; = t, determined by the variation of the
density of states; as noted earlier, it reduces to the SFF at
precisely equal times. We also identify 2zQ(E) with the
Heisenberg time ¢y, assuming that Q(E) is at least of the
same order of magnitude throughout the spectrum. In
the orthogonal and symplectic Wigner-Dyson classes, there
are significant corrections (relative to the unitary class) to
the form of the equal time SFF K(7) near 7 ~ ty. But, for
t < ty, virtually the same results hold with # =1 for the
orthogonal class and = 4 for the symplectic class [97] (of
course, the plateau behavior for 7>ty is generally
independent of such specifics). Analogously, we expect
similar replacements (the appropriate value of S and
focusing on the 7', > ty and T, < ty regimes) to work
for the unequal time SFF in Eq. (C6) as well. With this
expectation, we write

Q(le) Ty > ty,
2

@ o(712), 7

K(t).t)) = !
b D? T, <ty,

for ¢, t, > ty, in any Wigner-Dyson symmetry class.
Using the decomposition of pg(E) with these definitions
then gives several terms for K, (¢) of the form of Eq. (C3),
where f and g independently go over each of Dg!, App,
and 6pp, with an additional trace of the product over the B
subspace. Now, we argue that all cross terms with f # g
may be taken to vanish. When f = Dg!, the overlap
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becomes Trz[fg] = D3'Trg[g], which is zero when
g = App, 6pp, which are both traceless. When, say, f is
App and g is Opp, the cross term vanishes due to the
assumption that ensemble averaging randomizes dpp.

Dropping the cross terms for the above reasons gives
the form of Eq. (14) in the main text, K,(f) = K(r) +
AK (1) + 6K (), where K(t) is the full SFF and

AK, (1) = Z !B EI Ty [App (Ej)ApB(Ek)]

. (C8)
v DD,
ei(Ej_Ek)tTrB [5/)3 (E )5/03 (Ek)]
OK () = : . ()
j,zk DD,

In the main text, it is argued that 6K, (¢ > ¢,) amounts to a
constant shift after ensemble averaging due to the ran-
domization of 5pg(E). Here, we complete the evaluation of
AK4(7) using the prototype Eq. (C4) with f=g=
(App),, and the expression in Eq. (C7) with t; =7+,
and 7, = 1 + t,. As the definition of App sets #;,1, < 1,, we
have |T,| = |t| +sgn(t)(t; +1,)/2 at large times (i.e.,
1>ty t,). For t <ty in this regime, this gives

AK(t:tm. t, <t < ty)

1 dt; [dt. |1 41\ ~
e [ﬁﬂ(msgn(r) ! )@gm ‘)

< (X 0nm(1)a 730L )|

a,b

(C10)

The Hermiticity of App implies that [Apg(—1)],, =
[Ap3(1)],,- Consequently, making the integration variable
transformation #; - —t,, t, — —f; in Eq. (C10), we see that
inside the parentheses in the second line the |f| term is
unaltered, but the sgn(7) term transforms to its negative,
while all factors outside the parentheses remain unaltered.
It follows that the contribution from the sgn(z) term
actually evaluates to zero, leaving only a linear ramp term
from |7|. For ¢ > ty, we directly obtain only a plateau
contribution. Now, it is straightforward to Fourier transform
back to the energy variable E:

AK,(t> try. t,)

_ 1 /dE Q(E)Tr[Apg(E)]. 13> 1y,
- DD, =OQ(E)|Trg[Ap3(E)], 1< 1y,
(C11)

For ease of interpretation, we can convert E back to
a discrete energy variable from its present continuous
form via the following correspondence relations for sums
over energy levels: Y, <> [dEQ(E) and ), Q7'(E;) <
J dE®[Q(E)], which become equalities on ensemble aver-
aging. Then we get the expression

AK, (1> try. t,)
o [ETisE)L

DDs | 307 (E)Trp[Ap3(Ey)), 1 <ty

> 1y,

(C12)

Together with the expression for the full SFF [f; =1, in
Eq. (C7)] and the constant contribution from the fluctuating
part, this directly leads to Eq. (15) in the main text.

APPENDIX D: CONSTRAINTS FROM
EIGENSTATE THERMALIZATION

In this Appendix, we discuss the constraints on the
spectrum- and ensemble-averaged PSFF parameters Pp
(purity of reduced density matrices), 6Pp (fluctuating part),
and APy (smooth part), as measures of the extent of
delocalization and thermalization of energy eigenstates. In
Appendix D1, we discuss these constraints based on a
qualitative picture of subsystem ETH, paying particular
attention to thermalization as a distinct phenomenon from
delocalization. We justify this qualitative picture in the
subsequent section, first in terms of a version of the original
conjecture of subsystem ETH [29] for fully delocalized
states in Appendix D2 a and argue for its extension to
eigenstates of arbitrary delocalization in Appendix D 2 b.

1. PSFF as a probe of thermalization
and delocalization

We begin with a qualitative discussion of thermaliza-
tion (in the sense of subsystem ETH) and delocalization.
We work in a “physical basis”—one whose basis vectors
are close to pure states in most physically accessible (e.g.,
local [30]) subsystems, such as a product basis of qubits.
Thermalization then corresponds to a significant overlap of
the macroscopic features of eigenstates of nearby energies
whose individual components are sufficiently random (and,
therefore, macroscopically similar), whereas nonthermal
behavior is seen when nearby eigenstates do not have a
large overlap. This is to be distinguished from the extent
of delocalization of an eigenstate, which is the number of
bases states £ < D that it has a significant probability of
being found in.

It is useful to introduce an effective dimension DS <
D,, ¢ of the Hilbert space of subsystem A, corresponding
to the typical number of degrees of freedom of subsystem
A over which the eigenstate is delocalized within its support
in the physical basis. In particular, DT = D, if the
eigenstates appear completely delocalized over subsystem
A, and, more generally, Djff is typically larger for larger D 4
(up to #). For instance, DT is a monotonically increasing
function of D, when the latter is varied by successively
choosing larger subsystems A containing the previous

one; additionally, it increases from DT =1 for D, =1
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to DS = ¢ for D, = D. We also use the notation O(x) to
mean a non-negative number whose magnitude is at most
of the order of magnitude of x, to leading order when
x> 1. In particular, we take D > D,,Dp > 1.

Assuming that DS is typical for A throughout the
spectrum, the purity in subsystem B satisfies

Pp = (D3'/¢) + O(D§'/¢) + O(1/DgT).  (D1)

subject to Py > (D/£), (1/DST). The first two terms
are due to the eigenstate being delocalized in subsystem B
with effective dimension (£/D¢"), with the second term
containing larger scale variations of its components. We
call this the “macroscopic” contribution, which grows
with DS, The last term is due to the randomness of the
eigenstate components, i.e., the “microscopic” contribu-
tion, which decays with DS [and is also typically bounded
from below by (1/D¢")]. Being a linear combination of
the macroscopic and microscopic contributions, the purity
shows an initial decay with D! for small values of the
latter and eventually a growth for larger values of DS > /7.
Both D! = 1, correspond to pure states with Py = 1.

The parameters 0Pp and APp satisfy the following
order-of-magnitude inequalities:

&Py 2 O(1/D5"), (D2)
D3' + APy < (DS /€) + O(DST /). (D3)

The first inequality is the statement that the fluctuating part
must include at least the randomness of eigenstate compo-
nents; the second says that the smooth part or overlap of
such eigenstates can at most contain all their macroscopic
features. They are also subject to the constraint Pz =
Dg! + APy + 6Pp, which can be interpreted in the present
context as follows: The macroscopic contribution to
the purity must be distributed in some manner between
the smooth and fluctuating parts (with the exception of the
maximally mixed part D3'); the microscopic contribution
is, however, completely contained in the fluctuating part.

According to ETH, the only difference between thermal
eigenstates of nearby energies is in their microscopic
random fluctuations, with all their macroscopic features
completely contained in their overlap. This means that the
inequalities in Egs. (D2) and (D3) are satisfied as equalities
for thermal eigenstates. In particular, §Pp can decay only
with increasing D$f—a fact that is responsible for the
nearly identical dynamics of observables in subsystem B
(for large D,) in such eigenstates. In contrast, nonthermal
eigenstates have at least some of the macroscopic con-
tribution included in the fluctuating part and, therefore,
satisfy Egs. (D2) and (D3) much further from equality. In
this case, the macroscopic contribution to the fluctuating
part may even show up as a growth of 5P with DS if the

latter is sufficiently large (analogous to the behavior of the
purity), for choices of subsystems where the incomplete
overlap of neighboring eigenstates remains “visible.” At the
same time, all eigenstates trivially satisfy 6Pz = APz =0
for D4 = D.

We conclude that Pp is a measure of delocalization of
eigenstates, while 6Py and APy are probes of thermal-
ization. Setting £ = D gives the results discussed in the
main text for chaotic systems with fully delocalized
eigenstates (Sec. 1IIB2). For fully localized systems,
¢ = 0(1) gives D& = O(1), with Py = O(1) and 6P =
O(1) £ (1 = D3'), automatically implying a lack of ther-
malization (Sec. II C). Additionally, the same results hold
when the PSFF is defined only over a portion of the
spectrum, where the parameters merely become averages
over that portion of the spectrum. This suggests that such a
filtered [64] PSFF can access equivalent information about
the properties of a smaller set of eigenstates of interest.

2. Subsystem ETH constraints
a. Fully delocalized eigenstates

Subsystem ETH [29] is a hypothesis concerning the
behavior of energy eigenstates in a chaotic system, apply-
ing in its original version to fully delocalized eigenstates.
It states that the eigenstates are of such a form as to lead to
the thermal behavior of all observables on subsystem B,
when it is a physically accessible subsystem—in the sense
of diagonal and off-diagonal ETH (e.g., as presented in
Refs. [27,28]). Denoting the eigenstates by |E), there are
two statements of the hypothesis: the diagonal statement
stating that the reduced density matrix pz(E) = Try[|E) (E|]
is close to some smooth density matrix Pz (E) that does not
vary rapidly with energy and the off-diagonal statement
requiring the reduced transition operators qg(E,, E,) =
Tru[|E)(E,|] with E| # E, to be small. We adapt these
statements, in their subsystem-dependent version (which
does not need the restriction Dy < D, to few-body
subsystems) for our present context as follows:

Try[lpp(E) - Py(E)]’] = O(Dy").

Trylgy(Er. Eo)] = O(Dy'),

(D4)
(D5)

where we use the notation x> = xx for an operator x for
simplicity. Equations (D4) and (D5) should be considered
leading-order constraints on the order of magnitude of these
quantities when Dy, Dg > 1, as noted in the main text.
They are also slightly different in some minor technical
details from the main statements in Ref. [29], which we
refer to as the “original conjecture” in this Appendix, and
we now comment on these differences.

We replace the density of states Q(E) with its O(D)
scaling behavior in all subsequent discussions though the
original conjecture is stated in terms of Q(E). This is
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justified by assuming an O(1) spectral width for the D
energy levels and that Q(E) is of a comparable order of
magnitude throughout the spectrum [consistent with, e.g.,
ty = O(D) in fully chaotic systems]. As the PSFF involves
averages over the entire spectrum, it is only this scaling
behavior that is of interest to us rather than Q(E)-dependent
variations in smaller regions of the spectrum.

The smallness of (pp — Pg) and ¢z are enforced
above by requiring the trace of their squares Trg[x?]
(which we generally call purity) to be O(D;'). How-
ever, the original conjecture is stated in terms of the

trace norm (1/2)Trg[(x?)"/?] restricted to be O(y/Dy/Dy).
As Ref. [29] notes, on account of the inequality
{Trp[(x*)/?]}? < DyTrg[x?], the constraints in terms of
purity would imply the original conjecture but are also
slightly stronger, and it is, in fact, these stronger constraints
that they verify numerically. We use the stronger statement,
because it is more convenient for our purposes and also
because there appears to be no compelling theoretical reason
to rule out such stronger statements, in general. For instance,
Ref. [29] motivates the diagonal statement of the original
conjecture in terms of the trace norm based on analogous
canonical typicality [129,130] constraints for the thermal-
ization of Haar-random superpositions of energy eigenstates
derived in Refs. [131,132]; but, in the process of the
derivation in the latter, constraints in terms of purity similar
to Eq. (D4) are also seen to hold. We also note that the purity
constraints remain < O(1) for Dy > D,, whereas the
corresponding constraints on the trace norm (which cannot
be greater than 1 for differences of density matrices [133]) are
> O(1) and, therefore, meaningless in this regime. The
original conjecture has to restrict the subsystem-dependent
formto Dy < D, (in our notation) for this reason. However,
in Sec. III of the main text, we find numerical support for the
validity of Egs. (D4) and (D5) even for Dy > Dy,.

Finally, we note that the smooth reduced density matrix
P3(E) is not precisely characterized in Ref. [29]—but it is
also unnecessary to be too precise in specifying it, as
Eq. (D4) is only an order-of-magnitude constraint. Here, in
analogy with Eq. (C1), we define Pz(E) to be that part of
pp(E) that varies slower than some rate 7,:

dr . o ,
Po(E) = [ SEe = [d) [ dEe (). (D6)

effectively amounting to a weighted average of p(E) over
energy windows of size comparable to #;'. We assume
Eq. (D4) is satisfied for any choice of ¢, larger than some
minimum magnitude fgry << O(D) [intuitively, because
the more the smooth part is allowed to fluctuate, the more
closely it can approximate p(E)]. Then, if our ensemble is
such that 7, 2 fgry, we can choose 7, = t,. This allows
the identification Pz(E) = D3' + Apy(E) in the decom-
position pg(E) = D' + Apg(E) + Sp(E) of Eq. (13).
Equation (D4) then gives

Trylsp3(E)] = O(D3)). (D7)
The constraint §Pg = O(D,') then follows directly
from here.

To similarly obtain a condition from Eq. (D5) that
applies directly to the PSFF, we note that this equation
can be rewritten in terms of reduced density matrices of the
complementary subsystem A as

Tralpa(E1)pa(Es)] = O(D3'). (D8)
On taking the ensemble average and using the
expansion of p4(E) in terms of its smooth and fluctuating
parts, the contribution from the fluctuating part 5p,(FE)
to the left-hand side vanishes due to the randomi-
zation assumption in Sec. IIB. We are then left with

D;' + Tra[Aps(E,)Apy(E)], in which we can take E, —
E, < t;l (e.g., neighboring levels) so that the second term is

approximately Try[Ap3 (E|)]. From this, we get the smooth
purity constraint AP, = O(D3') on taking the appropriate
spectrum averages. In the context of APp (and K?SB) in the
main text, these purities are evaluated in subsystem B rather
than A, and the corresponding constraints are, therefore,
consequences of off-diagonal subsystem ETH [Eq. (D5)]
applied to subsystem A instead of B.

b. Extension to partially delocalized eigenstates

We begin with a complementary approach to that of
the previous subsection, to argue that the purity-based
expressions of subsystem ETH should generally hold
for chaotic systems with fully delocalized eigenstates.
Consider requiring each matrix element of pgz(E) to differ
from the corresponding matrix element of Pz(E) only by a
small amount O(y/D4 /D), as a stronger diagonal statement
that implies Eq. (D4) (a weaker, D 4-independent version of
such a statement is also considered in Ref. [29]). To justify
this constraint, we consider the following situation. Let
|E\) and |E,) be two “typical” nearby eigenstates that are
completely delocalized over the D basis vectors (in some
“physical” product basis of subsystems A and B) with
random (real or complex) phases. Their density operators
p(El) = |E1><E1| and p(Ez) = |E2> <E2‘ have matrix ele-
ments of the schematic form

Pab(E) ~ O(D™")e'e=tts, (D9)
The difference p(E;) — p(E,), after a partial trace over A,
can be taken to represent the fluctuations of pg(E) around
Pg(E). Given our above assumptions on the eigenstates,
the matrix elements of p(E,) — p(E,) are typically O(D~!)
in magnitude with random signs or phases (i.e., with zero
two-point correlation, which crucially requires even large-
scale nonuniformities in the magnitudes to agree up to
random fluctuations). The sum of D, such matrix elements
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in the partial trace over subsystem A then has magnitude
O(\/D,/D), justifying the above constraint. Similarly, the
operator q(E;,E,) = |E|)(E,| for such eigenstates has
O(D™') matrix elements with random phases, giving
O(v/D4/D) matrix elements after the partial trace and,
therefore, the off-diagonal statement Eq. (D5). Such a
picture of random energy projector matrix elements of
comparable magnitudes is reminiscent of Berry’s conjec-
ture for chaotic wave functions [134] (as well as other
related statements, e.g., Refs. [2,94-96]), which can be
interpreted as the origin of eigenstate thermalization in
chaotic systems [2,3].

Using an analogous argument for eigenstates that are not
necessarily delocalized over all D basis vectors, we can
clearly highlight the difference between delocalization
and thermalization and the distinct information contained
in the overall purities as opposed to the smooth and
fluctuating parts of the reduced density matrices. For this
purpose, consider an eigenstate |E,) that is randomly (but
not necessarily uniformly) distributed only over a set of
approximately £ < D physical basis vectors, with negli-
gible support outside this set. Its density matrix p(E;) then
has an ¢ x ¢ block (after suitably permuting rows and
columns) of nonvanishing elements each of typical mag-
nitude O(£7!), and all elements outside this block may be
taken to vanish. As always, all the diagonal elements
are strictly non-negative and add to 1, while the indepen-
dent off-diagonal elements could have arbitrary signs or
phases (which are typically random). Thus, we have the
schematic form

Pap(Ey) ~[0(£7)e?=n]O(1 < {p,. py} £ ). (D10)

where ©(x) = 1 if x is true and 0 otherwise, and p; denotes
the index corresponding to k after a permutation p of rows
and columns.

The behavior of p(E;) under a partial trace depends on
the choice of the subsystem A. We choose subsystems
which can be traced out by factorizing the chosen basis
(which means the basis states are pure states within the
subsystem). This identifies a class of subsystems which
are sensitive to the specific extent of delocalization £ of
eigenstates; in a more general basis in the Hilbert space, the
eigenstates may appear delocalized by an arbitrary extent,
including fully localized in the energy eigenbasis and
generically fully delocalized (£ = D) in a Haar random
basis according to canonical typicality [130,131]. An
equivalent, more physically motivated viewpoint is that
the extent of delocalization of eigenstates ¢ should be
determined by their minimum such delocalization in bases
comprised of nearly pure states (e.g., a product basis) in
most physically accessible subsystems—so that a small
subset of eigenstates may be treated as if they each have
independent random components (neglecting the global

constraint of orthonormality) under a (sufficiently small)
partial trace.

For convenience, we first consider the case where the
eigenstate looks fully delocalized in subsystem A within
its support on the physical basis—in other words, the
partial trace over A does not mix the zero and nonzero
elements of p(E,). In this Appendix, we call such a
subsystem A an unbiased subsystem (from the point of
view of the eigenstate of interest). Then, pg(E,) has
an approximately (£/D,) x (¢/D,) nonvanishing block
with non-negative diagonal elements of magnitude
O(D,/¢) and off-diagonal elements of typical mag-
nitude O(y/D4/¢) in the case of an eigenstate with random
phases (as long as the partial trace combines several basis
vectors where the eigenstate has comparable magnitudes).
Now, we can evaluate the purity Trz[p%(E)], which sees a
net contribution of O(D,/¢) from the diagonal elements
and O(Dy") from the off-diagonal elements. Additionally,
normalization requires that the diagonal elements must
add up to 1; therefore, the sum of their squares is greater
than or equal to approximately #/D,—the inverse of the
number of diagonal elements. Their contribution to the
purity can then be written in a more descriptive form as
[(Da/€) + O(Da/?)], giving
Trplpy(E1)] = (Da/?) + O(D4/¢) + O(D').  (DI11)
Thus, we can extract information about the extent of
delocalization ¢ by looking at the subsystem size depend-
ence of the purity. We note that the purity can also be
written as Try[p? (E;)] from the viewpoint of subsystem A
giving an additional lower bound of D!, which is mostly
contained in the O(D3') term for D, > 1 [as the diagonal
contribution to purity from p,(E;) is primarily due to
contributions from the off-diagonal elements of pz(E;)].

A nearby eigenstate |E,) that is also distributed only
across Z basis vectors (but not necessarily the same ones or
in the same way as |E|)) again shows a subsystem purity of
the form of Eq. (D11). The two eigenstates thermalize if
their reduced density matrices do not differ significantly,
in small enough subsystems that trace out a lot of the
independent eigenstate components. This would be the case
if these two eigenstates are distributed across roughly the
same £ basis vectors in a largely similar manner (up to
random fluctuations). From this point of view, subsystem
ETH is a qualitative identification of the thermalization of a
set of otherwise random-looking eigenstates with the extent
of their overlap within subsystems, rather than merely with
entanglement as represented by their individual purities
(the latter being the canonical typicality approach that is
sufficient only for fully, uniformly delocalized random
eigenstates as in Appendix B).

We now consider two illustrative extreme cases of
fully overlapping (thermal) and fully nonoverlapping (non-
thermal) eigenstates. In both cases, we are interested in
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Trg[lps(E,) — ps(E,)]?] as a representative of the size of
the fluctuating part [pp(E) — Pg(E)] of reduced energy
eigenstates in subsystem B, as well as the (real-valued)
overlap Trp[pp(E;)pp(E,)] which is equal to the norm of
off-diagonal operators Try[qg(E/, E;)qp(E,, E;)] in sub-
system A. These are complementary quantities, being
related to the subsystem purities of the individual eigen-
states via

Trp(lpp(E1) — pp(Ea)]?] + 2Trglpp(Er)pp(E,)]
= Trplp3(E1)] + Trplpp(Ey))-

This relation quantifies the identification of thermalization
with overlap.

(i) Thermal eigenstates.—If |E|) and |E,) are distrib-
uted in a similar manner across the same basis
vectors, then [p(E,) — p(E,)] again has an £ x ¢
block structure, with random O(#~!) off-diagonal
elements within the block. However, the diagonal
elements, being differences of random O(£71)
non-negative numbers, also have at most O(£!)
magnitudes with random signs (if large-scale non-
uniformities match) and largely cancel each other
outin a partial trace. After the partial trace, all matrix
elements of [pz(E|) — pp(E,)] in an approximately
(¢/D,) x (¢/D,) nonvanishing block are, there-
fore, only O(y/D,/¢) in magnitude, and we have

(D12)

Trg(lpp(E)) — pp(E>))’] = O(Dy'),

consistent with diagonal ETH [Eq. (D4)] in sub-
system B. For the overlap Trglpg(E;)ps(E,)],
the positivity and normalization of the diagonal
matrix elements of each reduced density matrix
ensure that their contribution is of the form
[(Da/€)+ O(D4/¢)]. The products of the off-
diagonal matrix elements add up with random
phases, leading to a negligible O(#~") contribution.
We therefore have

(D13)

Trplpp(E1)pp(E,)] = (Da/€) + O(D4/¢), (D14)

which is the analog of off-diagonal ETH [Eq. (D5)]
for subsystem A.

(i) Nonthermal eigenstates.—In the nonthermal case,
|E|) and |E,) are distributed in completely different
ways, and the diagonal elements of [p(E;) — p(E,)]
do not have completely random signs among elements
with comparable magnitudes. Consequently, there is
no longer a significant cancellation of the diagonal
elements in a partial trace for a general choice of A.
The fluctuating part Trg[[pg(E,) — pg(E,)]?] is then
typically much larger than O(D;') with some
O(D,/¢) contribution, and the overlap is corres-
pondingly smaller. In the extreme case of the two

eigenstates being distributed across completely differ-
ent basis vectors, [p(E;) — p(E,)] has two different
¢ x ¢ blocks, and the reduced difference in subsystem
B also has the structure of two independent blocks. We
then obtain behavior analogous to the subsystem
purities:

Trg(lpp(Er) — pp(E>))’]

~2[(D4/?) + O(D,4/¢) + O(D")].  (DI15)

while the overlap for this case vanishes entirely:

Trplpp(E1)ps(Ey)] = 0. (D16)
We note that these trends hold only for D, < Z, due to the
assumption on subsystem A. The reduced energy eigen-
states in subsystem B are pure basis states when D, = ¢
and behave accordingly on a further partial trace.

The fluctuations in reduced energy eigenstates and their
overlaps, therefore, contain information about eigenstate
thermalization that is not visible to the purity alone, which
is merely an indicator of eigenstate delocalization. We
also see that, at least for typical eigenstates, diagonal
subsystem ETH should be understood (in a coarse,
order-of-magnitude sense) as a lower bound relation, while
off-diagonal subsystem ETH is a complementary upper
bound relation, related through Eq. (D12) to each other and
the subsystem purities. In place of Egs. (D4) and (D5), we
can therefore write the more general relations for partially
delocalized eigenstates:

Tryllps(E) — P3(E)’] 2 O(D}), (D17)

Tr[q3(E1. E2)] < (Da/€) + O(Da/?). (D18)
when A is an unbiased subsystem, with D, < 7. Both
bounds are saturated by thermal eigenstates.

For greater completeness of the present discussion, we
should account for a more typical choice of subsystem A—
one that mixes the zero and nonzero elements of these
eigenstate reduced density matrices on performing the
partial trace over A. We consider such a typical subsystem
to have an effective dimension Df‘ff < Dy, corresponding to
the typical number of nonzero density matrix elements
added together in the partial trace. This can be thought of as
a generalization of the notion of effective dimension,
discussed for the case of infinite-dimensional Hilbert
spaces in Ref. [29]. We ignore the more complicated case
where the number of matrix elements added together is not
approximately uniform for all nonzero matrix elements
(and, therefore, no effective subsystem dimension exists),
with the belief that it would not significantly alter our
qualitative conclusions. When the effective dimension does
exist, all the above conclusions hold for any system but
with D, replaced by the smaller quantity DST. As an aside,

011018-25



LATA KH JOSHI et al.

PHYS. REV. X 12, 011018 (2022)

Egs. (D17) and (D18) continue to hold even without this
replacement but are then not necessarily saturated by
thermal eigenstates unless A is an unbiased subsystem.

As a simple example, if subsystem A is unbiased with
respect to a set of eigenstates of interest, then its comple-
mentary subsystem B has effective dimension D4" = #/D ,
(note that B is not unbiased). Using this, we can finally
write off-diagonal ETH for subsystem B and diagonal ETH
for subsystem A as follows:

Trylgy(E. E2)] S D3+ O(Dy').  (D19)

Trallpa(E) = PA(E)P] 2 O(Da/?).  (D20)
More generally, expressing Eqgs. (D17) and (D18) in terms
of DSt gives the constraints discussed in Appendix D 1.

APPENDIX E: TIME-REVERSAL SYMMETRIC
FLOQUET THERMALIZATION

In this Appendix, we consider another Floquet model of

a periodically kicked spin-1/2 system. We consider one
period of duration 7 to be

Vy = e~ iHY7/2 ,=iHY7/2 (E1)

At multiples ¢ = nz (n € N), the time evolution of this

model is governed by the Floquet time-evolution operator

T(t = nt) = V4. The Hamiltonians H*Y) are HY) =

TN s a6 where the local dis-

order potentials hEy <) are uniformly and independently

sampled from [—J,J]. We fix the driving frequency to
77! =J/2. With these parameters, the time-evolution
operator V7 is known to have COE eigenvalue statistics
after a few initial kicks [81].

We present numerically obtained SFF and PSFF for a
total system size of N = 6 and subsystem sizes N, = 3, 4,
and 5 in Fig. 10(a) and observe a shift in the PSFF in
addition to the characteristic chaotic features, the ramp and
the plateau. We plot with gray lines the corresponding
K 4 () in a COE model where the analytic forms are exactly
calculated [see Eq. (B3)] and observe a good match
between V, and COE. The match between the statistics
of COE and V, can further be explored using the second-
order moments of the reduced density of eigenstates.

In Fig. 10(b), we present the overlaps Py and Qp as
functions of subsystem size N,. We plot numerically
obtained K 4(o0)D, in black circles and the average purity
‘Pp with red crosses and note a good match between the
two. Note that, unlike the SFF in the unitary class where
the transition to plateau at the Heisenberg time is sharp, the
transition to a constant plateau takes a long time in an
orthogonal model. This is why we observe slight differ-
ences in the numerically calculated plateau value and the
purity in Fig. 10(b). The average overlap Qp and the

()10 8 xPp oKalc)Dy
% “+9 xPp—Qp /
505 R %
=z % = g
0.0 + A+ F ek
20 40 60 80 0 2 4 6
t/T Na

FIG. 10. Results for the Floquet V, model. (a) The SFF and
PSFF are presented for N = 6, Ny = 3, 4, and 5 in red. In gray,
we plot the same quantities in a COE model. (b) The plateau
value K(oo) times the subsystem dimension D, is plotted in
black circles and matches with the averaged purity Py plotted
with red crosses. The average overlap Qp and the difference
Py — Qp are presented in brown and green, respectively. We
observe a match with the respective quantities in COE plotted in
gray, signaling the same averaged eigenvalue and eigenvector
statistics in COE and V/,.

difference Py — Qp are plotted in brown and green circles,
respectively, and match with those in COE. Therefore,
similar to RMT models and the model V5 (in Sec. III), the
Floquet dynamics V, also has APz = 0. Thus, numerically
we confirm that the reduced densities in the Floquet system
V, also thermalize to infinite temperature and the ramp is
governed entirely by the maximally mixed part of pg(E).
From the plots of Pz — Qp (in green), we conclude that the
constant term added to the SFF is approximately 1/D?, as
in the RMT models.

APPENDIX F: ADDITIONAL NUMERICAL
RESULTS FOR ISING HAMILTONIAN
DYNAMICS

In the main text, we consider the Ising Hamiltonian in
Eq. (19) as an example of local many-body models. In this
Appendix, we provide some supporting data which are
used in the main section. We first begin with analyzing the
interesting set of parameters for which we observe chaotic
and localized phases in the Hamiltonian model. In Sec. II,
we derive the orders for the purity and overlaps of the
reduced density matrices on the basis of ETH and present
them numerically in Sec. III. Here, we provide some
additional information on the numerics used to extract
the orders for the Hamiltonian model. In the last subsection,
we numerically cross-check the shift in the PSFF data with
the shift 0Py calculated using Eq. (16), where in the latter
we directly use the reduced densities of eigenstates.

1. Chaotic and MBL regimes in Ising Hamiltonian

We explain our choice of parameters in the Ising
Hamiltonian Eq. (19). The Hamiltonian contains ZZ
interactions with strength J, and the range of interactions
is given by a. It has a transverse field with strength J and a
longitudinal local random disordered field with strength W.
Our interests lie in the parameters such that the Hamiltonian
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0 2 4 6 8 10 12 FIG. 12. Validating the orders. We test the validity of Eq. (F2)
w/J for the chaotic and MBL phases of the Hamiltonian. As expected,

FIG. 11. Density plot for the mean adjacent gap ratio (r,,). The
behavior of the mean adjacent gap ratio (r,,) as a function of
disorder strength W/J and range of interactions « is presented.
We notice the presence of chaotic ({r,,) ~0.53) and localized
((r,,) ~0.39) phases for a wide range of a. We work with
a = 1.2, W =J (chaotic), and W = 10J (MBL).

dynamics is either in the chaotic phase or in the localized
phase. For this purpose, we analyze the energy level
statistics, using the adjacent energy gap ratio. From the
sorted energy eigenvalues E; < E, < --- < Ep, we com-
pute the energy gaps AE,, = E,, .| — E,,. Then we find the
adjacent energy gap ratio

— min(AEm’ AEm—H)
" maX(AEm’ AEnH—l) .

(F1)

Integrable systems are characterized by a mean ratio
of (r,)~0.39, whereas the chaotic systems with time-
reversal symmetry, obeying GOE Wigner-Dyson energy
level statistics, have a mean (r,,) ~ 0.53. We use this mean
value of r,, to choose the parameters for the chaotic and
localized phase in our Hamiltonian model. In a density plot
of the mean (r,,) as a function of W/J and a in Fig. 11, we
notice that the chaotic and localized phases exist for both
the short (@ > 1) and the long (@ < 1) range of interactions.
In this work, to discuss the two phases, we choose the
parameters to be a = 1.2, W/J = 1 (chaotic), and W/J =
10 (localized).

2. Orders of magnitude of APy and 6Py

Subsystem ETH specifies the orders of magnitude for
APg and 5Pp to be O(1/Dg) and O(1/D,), respectively,
for the chaotic models. For the localized models, which are
known to not satisfy ETH, Secs. Il C and III conclude that
the shift coefficient 5P > O(1/D,). We note that these
orders for the chaotic phase, expressed in terms of Pp and
Qp as deviations from the RMT prediction, amount to

DBAPB = DBQB - 1 ~ 0(1)

and DA(sPB_l :DA(PB—QB)—1N0<1) (FZ)

In Fig. 12, we plot these quantities for the Hamiltonian
model [Eq. (19)] for a total of N = 10 qubits. We find that

the chaotic phase (in red) satisfies the predicted order and the
MBL phase (in blue) violates it (in the right plot for Pz — Qp).

the chaotic phase W = J (in red) satisfies ETH results,
whereas for the localized phase W = 10J (in blue) the shift
coefficient Py — Qp > 1/D,, as predicted in Sec. II.

3. Comparison of the PSFF shift and 6Pp

Here, we numerically verify the prediction of Eq. (15)
for the constant late-time shift of the PSFF in the chaotic
phase—namely, that the shift is given by 6Pgz/D, in the
ramp region. For this purpose, we subtract the full SFF
from the PSFF at some time 7, in the linear ramp region,
satisfying fry,, I, < 1y < 1y, which gives

Kalto) = K() =2 410 DuPy ). (P

This difference has two contributions—the first term is the
additive shift which we are presently interested in, but the
second term is due to the differing slopes of the linear ramp,
from the excess purity of the smooth part of the reduced
density matrix. We now argue that it is reasonable to take

Pp

Ky(to) — K(tg) ~ D,

(F4)

for our purposes. In Eq. (F3), by subsystem ETH,
the former is O(D3?) while the latter is O[D™'(ty/1y)]
[taking y ~ O(1), consistent with 7;; ~ O(D)]. The second
term is, therefore, negligible if 7/t << O(Dg/D,). Thisis
immediately satisfied for any ¢#; in the linear ramp region if
D, < Dg; conversely, for a given choice of ¢, D4 can be as
large as approximately +/Dty/t, while maintaining the
validity of Eq. (F4). As t, < ty, in general, we expect
Eq. (F4) to be a reasonable approximation for a range of
values of D4 > \/5 as well. A minor additional effect that
improves this approximation is that, for large D,, the
coefficient DzAPy of the second term would be small,
though still O(1), from Fig. 12 (as DBEB ~[DgQp —1]).

On the basis of Eq. (F4) and the relation 6Py = Py —
Qp from Eq. (16), we compare D4[K4(ty) — K(ty)] for
some suitably chosen f#, to Py — Qp in Fig. 13 and observe
good agreement, especially for smaller D, as expected.
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FIG. 13. Results on the shift. (a) Linear-linear plot of the PSFF

for N, = 8 and SFF, reflecting the choice of comparison time ¢,
in the ramp region, with Jt, = 25; the Heisenberg time ?y
(marking the onset of the plateau) and the corresponding GOE
SFF (dashed curve) are also shown. (b) Comparison of the scaled
PSFF shift D, [K,(t) — K(#y)] with the predicted value 6Pz =
Pp — Qp for different subsystem sizes. The total system size is
N = 10 in both plots.

We note that this agreement is much closer than, for
instance, the difference between Pz — Qp for the
Hamiltonian system and the corresponding RMT predic-
tion in Fig. 5(d), which is considerable evidence that the
origin of the shift is indeed the randomization of the
fluctuating part of the reduced energy eigenstates, as
discussed in Sec. II B.

APPENDIX G: DERIVATION OF THE
MEASUREMENT PROTOCOL

In this Appendix, we show that our measurement
protocol indeed allows us to measure the PSFF and SFF.
We generalize the proof for the SFF in the main text
(Sec. TV) to the PSFF K,(¢) and provide additional

—

mathematical details. Our aim is to prove that K,(¢), as
defined in Eq. (8), is an unbiased estimator of K4 (1), i.e.,

—

E[K4(t)] = K4 (), where E comprises the expectation
value taken over the ensemble of time-evolution operators
(the disorder average) Er, the local random unitaries E;,
and projective measurements Eqy. Note that we use in this
Appendix E; in place of === to denote the expectation
over an ensemble of time-evolution operators.

We consider a quantum system S consisting of N qubits
with Hilbert space H = (C*)®" of dimension D = 2" and
A C S of N, qubits with dimension D, = 2V4. From the
r=1,..., M (single-shot) repetitions of our protocol with
outcome bit strings {s(”)},_, ,,, we obtain the estimator

=1,...,

—

K 4(¢) as defined in Eq. (8). For simplicity of notation, we

drop the time argument in the following in this Appendix.

As a first step, it is most convenient to reformulate

Eq. (8) as an average over r = 1, ..., M single-shot esti-

mates 6(") of an observable O = ®0; with 0; = |0)(0| —
1

1/2|1)(1| for i € A and O; = 1; for i & A:
M

— 1 NG 1 X Al
KA:MZ(_Z) \SA\:MEO(),

r=1

(G1)

Second, we note that the outcome bit strings {s},_;
of the M repetitions of our measurement protocol are
identically and independently distributed by construc-
tion: For each experimental run, a set of local unitaries
{uj};_,. .y and time-evolution operator 7 is independently
sampled and applied according to the experimental
sequence shown in Fig. 2. Last, a single-shot computational
basis measurement is taken. We, thus, have

E[KA(1)] = E[o")] (G2)
for an arbitrary r € {1, ..., M }. We drop the superscript (r)
in the following.

To make progress, we evaluate the expectation E[d] over
the ensemble of time-evolution operators (the disorder
average) E, the local random unitaries [E;;, and projective
measurements (the quantum mechanical expectation value)
Eqwm step by step using the law of total expectation:

E[o] = Er[Ey[Equ[o|U. T]|T]]. (G3)
Here, Eqm[0|U, T denotes the quantum mechanical expec-
tation value of the single-shot estimator o for a fixed unitary
U and a fixed time-evolution operator 7. By definition, this
is just the quantum expectation value of the observable O in
the output state py = U'TUpo U'T"U of our protocol:
=Tr[OU'TUp U'T'U).

Equ[o|U, T] = (0) (G4)

Pr

The key part of the proof is the evaluation of the expect-

ation value over the local random unitaries U = ®u; for a
1

fixed time-evolution operator 7"
Ey[Equ[o|U. T||T) = Ey[Tr[OU' TUpU'TTU]|T). (G5)

As also visualized in Fig. 14, this requires several steps: We
first rewrite

Ey[Tt[OU TUpo U T U)|T]
=2Y(@y[(1 ® T)Ey[U*0TUT ® UpoUT](1 ® T7)|@y)
(G6)

as an expectation value of two “virtual copies” of qubit i,

using the identity Tr[AB] = 2V (®}|AT ® B|®};) for any

two operators A and B. Here, we define |®y) = Q|®;") as
l

the tensor product of Bell states |®;") = 271/2(]00) + [11))
on the doubled Hilbert space C*> ® C2. We now use the
independence of the local random unitaries #; to com-
pletely factorize the expectation value [E; over the local
random unitaries U = Qu;:

]
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Ey[U*OTUT @ UpyU'] = ®

du;(uf ® u;) (0] ® pi)(uf ® uf). (G7)

where j du; denotes the Haar integral over the unitary group U(2). As shown in Refs. [41,107,135] [and also follows
directly from Eq. (B10)], we can use the 2-design identities of the applied local random unitaries u; to evaluate the Haar

integral. We find

/ duy(u; ® u;) (07 @ p,)(ul ® ul)

L (4] (@] [TH|0} (@} 10T @ pi] + 1THOT @ py] — 1T ) (@7 [OF @ p] -

@) (@] [Tr[0] ® pi])

(G8)

=3

= (20 @m0, + 1,10 - 31,100 - (07 (@7 10}
l{|<l>+><<l>+| €A,

211, i A

To arrive at the last line, we use p; = |0)(0| and that
= 10Y(0] — 1/2|1)(1| for i € A and O; = 1, for i & A.
Inserting this into Eq. (G6), we find

Ey[Equ[o|U, T]|T]
= (@1 @ T)(® |PF) (@ ])(1 ® T7)|y)

= 2~ WNHNOTE[Tr, [T T, [T1]).

Us0€psa P .o o o o
e o-#{Usp-+{0sp

1 JH
e Tt

FIG. 14. Diagrammatic proof of the measurement protocol. We

use the diagrammatic notation and calculus developed in

Ref. [128] (see also Ref. [108]). With the definitions of the text,

we have U, = %ui, pa=® =p;, Oy = -®i40i’ and accord-
1E. 1E,

i€A
ingly for subsystem B. From the second to the third line, we use
the 2-design identities of the local random unitaries u; [see also
Eq. (G8) and Refs. [108,128]].

[

Taking finally the ensemble (disorder) average over time-
evolution operators, we find

E[8] = Er[Eu[Equlo|U. T)T]]
Er[2- (V0 Te[Tr [T, 7]
K4

(1). (G10)

Thus, we see that K, is an unbiased estimator of K (7).

APPENDIX H: STATISTICAL ERROR ANALYSIS
AND REQUIRED MEASUREMENT BUDGET

As described in the main text [Eq. (8)], we obtain an
estimate of the PSFF K4 (for notational simplicity, we drop
the time argument in this Appendix) from r=1,...,.M
(single-shot) repetitions of our protocol with outcome bit
strings s") via

(H1)

LN 50
_M;O

Here, 6" is a single-shot estimate of an observable
0 =®O0; with 0; =1[0)(0[ —1/2[1)(1| for i€ A and
0, =1, for i € A, as defined in Appendix G. We show
in Appendix G that I/(:, is an unbiased estimator of the PSFF

K4, i.e., that [E[I/(';} = K, with the expectation value taken
over the ensemble of time-evolution operators (the disorder
average) Er, the local random unitaries [E;;, and projective

r=1

measurements [Eqy. The statistical error of I/(; and its
convergence to K, is controlled by its variance

1

Var[K,] = 77 Varle] (H2)

for any r=1,...,M. Here, we use that the individual
single-shot estimates &) are statistically independent and
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identically distributed by construction. We drop the super-
script () in the following. We can evaluate Eq. (H2) using
the law of total variance [136]:

+ Er[Vary[Equ[o|T, U]|T]]

+ Varr[Ey [Eqm[o|T, U]|T]|
= Er[Ey[Equ[0°|T, U]|T]]

— Er[Ey[Equm[o|T, UJ|T]P.

Var[o] = Er[Ey[Vargu[o|T. U)|T]]
|
|

(H3)

To arrive at the second expression, we employ the defi-
nition of the (conditional) variance Var[X|Y] = E[X?|Y] —
E[X|Y]? for any two random variables X and Y and use then
that various terms cancel out. As shown in Appendix G, the
last term in Eq. (H3) simply yields

ErE EuoT.UITIE = K3, (H4)
We, thus, concentrate on the first term in Eq. (H3). The
quantum mechanical expectation value Eqy[0?|T, U] of

the squared single-shot estimate 0 evaluates, for fixed 7" and
U, to

52

Equ[0°|T, U] = (0%), =Tt[0’U'TUpU'T'U].  (H5)

Next, we evaluate the average over local random unitaries.
With O replaced by O?, we follow the calculation presented
in Appendix G—we first rewrite Eq. (HS) as an expectation
value on two copies:

2-NEy[Tr[O* U TUpUTTTU)|T)
= (@y[(1 ® T)Ey[U*(0T)?U" ® UppU'](1 ® T)|®y,).
(H6)

Factorizing the average over local random unitaries, we
find

Eyl

O")U" @ UpyU'|
1

U*(
N
& / dulu: (OTV2u!l @ wpyul]  (H)

with [ du; the Haar integral over the unitary group U(2).
Using Eq. (G8), for O; — 02, we find
/dui[u?(OiT)zuiT ® wipiu]]

B { O (D |/2+1,/2 i €A,

H8
211, i & A. (H8)

Inserting this into Eq. (H6), we obtain

Ey[Tr[O?UTTUpUT U]|T]

= 27WHNON =N Te[ Ty [T]Trg [T7]).
BCA

(H9)

Taking the ensemble (disorder) average over time-evolution
operators T, we get

Er[Ey[Equ[0*|T, UJ|T]] = 2_NAZKB- (H10)
BCA
This finally yields
. Varlo
Var[K,] = arld] _ 2NN Ky~ K3 (HIL)
BCA

Given the variance Var[l/(;] = Var[o]/M of our estima-
tor, Chebyshev’s inequality asserts that

o~

Var[K ,] _ Var[0]

Prob[|[K, — K4| > €] <
H A A|— ]— €2 M€2

(H12)

for any ¢ > 0. This allows one to rigorously obtain an
estimate for the required number of measurements M to
achieve a certain relative error (for a similar treatment, see,
e.g., Refs. [42,43]).

Proposition 1.—Consider a subsystem A C S with N4 <
N qubits. Our aim is to estimate the PSFF K, using the

estimator I?A defined in Eq. (4). Then, for any ¢, 6 > 0, a
total of

M4

experimental runs (single-shot estimates) suffice to ensure

that the relative error of the estimator I/(:‘ obeys |I/(:‘ /K, —
1| < e with probability 1 — 8. Here, we define the rescaled
variance

_ 1
Va=17 (2‘NAZKB - Kf,), (H14)
A

BCA

where the sum extends over all subsystems B C A con-
taining Ny < N, qubits.

For the random matrix ensembles considered in
Appendix B, we can determine V, explicitly. In parti-
cular, for CUE dynamics 7'(t = nt) with V from CUE, we
find at the point of weakest signal, i.e., the dip time
t=1, V=10V —1.
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