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LOCALIZED STABILITY CERTIFICATES FOR SPATIALLY
DISTRIBUTED SYSTEMS OVER SPARSE PROXIMITY GRAPHS*
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Abstract. In this paper, we focus on localized conditions to verify exponential stability of
spatially distributed linear systems whose interconnection structures are defined using a geodesic on
proximity coupling graphs. We reformulate the exponential stability condition in the form of a fea-
sibility condition that is amenable to localized implementations. Using finite truncation techniques,
we obtain decentralized necessary and sufficient stability certificates. In order to guarantee global
stability, it suffices to certify localized conditions over a graph covering, where the computational
complexity of the verification of the proposed localized certificate is independent of network size.
Several robustness conditions against local matrix perturbations are obtained that are useful for
tuning network parameters in a decentralized manner while ensuring global exponential stability.
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1. Introduction. Let us consider an (in)finite-dimensional linear dynamical sys-
tem over an undirected and unweighted graph G = (V, £) whose dynamics is governed
by

d

(1.1) =

(t) = Ay(t)

with initial condition ¢(0) € ¢P for some 1 < p < oo, where () = [¢;(t)];cy, the
state matrix A = [a(4,])]i jev is time independent, and # := #(V),1 < p < oo,
are the linear spaces of all p-summable sequences on V with the norm denoted by
Il - lp- The exponential stability of linear system (1.1), where one needs to guarantee
existence of strictly positive constants E and « such that

(1.2) [l < Ee™ [l (0)]l2

for all £ > 0, is one of the fundamental and widely studied subjects in control system
literatures; see [9, 11, 20, 24, 41] and references therein. There is rich literature on
stability of linear systems over infinite chains. A common assumption in this context is
that the network topology enjoys some structural symmetries, e.g., shift or translation
invariance, that simplifies the stability analysis significantly [8, 9, 13, 18, 19, 21, 26,
30]. The objective of this paper is to characterize spatially localized certificates, in
the form of necessary and sufficient conditions, to verify the exponential stability
conditions (1.2) for a general class of spatially varying linear dynamical networks.
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918 NADER MOTEE AND QIYU SUN

This is particularly relevant to the following practical problem in analysis and design
of networked systems: how do localized modifications (e.g., adding new or eliminating
existing links in the coupling graph G or adjusting components of the state matrix A)
affect the global exponential stability? It is computationally advantageous to devise
a method that allows us to localize and inspect stability only in relevant parts of a
network, instead of verifying stability conditions globally. Moreover, localized stability
certificates are suitable for decentralized/distributed implementations as they are only
required to utilize local information.

The interest in stability verification of distributed and networked control systems
dates back to a few decades ago. In the context of infinite-dimensional systems, the
existing results in the literature are limited to characterization of stability conditions
in the form of global (centralized) conditions [5, 11, 13, 19, 20, 26, 27, 46, 47]. The
ongoing research in the context of finite-dimensional systems is mainly focused on
developing decentralized stability conditions for some particular classes of dynamical
systems [3, 23, 33, 36, 45]. The stability conditions for the class of spatially invariant
systems are studied in [9], where it is shown that stability conditions in space can be
equivalently verified in a proper Fourier domain using standard tools. In [21], the au-
thors use linear matrix inequalities to develop a framework to check stability of a class
of spatially invariant systems in a localized fashion. A more general methodology to
study stability properties of spatially interconnected systems is proposed in [32] that
does not require spatial invariance in the underlying dynamics of the system. In [37],
a spatial truncation technique is offered to check stability of a class of spatially decay-
ing systems using covering Lyapunov equations. In [3], the authors consider robust
stability analysis of sparsely interconnected networks by modeling couplings among
the subsystems with integral quadratic constraints. They show that robust stability
analysis of these networks can be performed by solving a set of sparse linear matrix
inequalities. The string stability of a platoon of vehicles is studied in [48], where the
authors extend the well-known string stability conditions for linear cascaded networks
to nonlinear settings. In [45], the problem of designing decentralized control laws using
local subsystem models is addressed, where their approach allows decentralized con-
trol design in subsystem level using standard robust control techniques. As discussed
in [45], analysis based on their results may result in quite conservative stability condi-
tions. The authors of [49] propose an approach based on quadratic invariance, where
one needs to verify stability conditions in a centralized manner. In [4, 57, 58], a local-
ized and scalable algorithm to solve a class of constrained optimal control problems for
discrete-time linear systems is proposed that uses a system level synthesis framework.
The authors define some notions of separability that allow parallel implementation of
their algorithm. Almost all these previous works deal with synthesizing a linear net-
work using decentralized sufficient conditions. The authors of [26] extend the notion
of £y stability to £, stability in order to allow the displacements or velocity deviation
of vehicles from their equilibria in an infinite chain to remain bounded. In [5, 6], the
authors consider a particular family of infinite-dimensional discrete autonomous sys-
tems where the state matrix is a Laurent polynomial matrix, the shift operator. They
provide necessary and sufficient conditions that the exponential /5 and /., stability
for such systems are equivalent, but the ¢5 stability is an outlier. In [7], they analyze
an infinite chain of kinematic points with nearest neighbor coupling and show that the
system will converge to an equilibrium point if the initial perturbations are bounded.

In [35, 38, 39], it is suggested that stability of the class of spatially decaying sys-
tems can be verified in a localized manner using spatial truncation techniques. In
section 2, we formally define a class of proximity graphs, introduce a notion of spatial
coverings for their corresponding networks, and provide several centralized quantita-
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tive characterizations of exponential stability property of spatially distributed linear
systems. It is shown that some of these characterizations are more amenable to
localized and decentralized verification schemes. Several necessary conditions for ex-
ponential stability are obtained in section 3 that can be verified in a localized manner.
In section 4, it is shown that global stability of a network can be guaranteed by only
verifying a set of localized sufficient conditions in the vicinity of leading subsystems.
We prove that these sufficient conditions are also necessary and almost optimal. The
significant feature of our localized verifiable conditions is that they depend only on the
spatially localized portions of the state matrix of the system and they are independent
of the size of the entire system. The sufficient conditions in Theorem 5.4 provide a
reliable tool to reexamine exponential stability of a symmetric linear system on spa-
tially distributed networks when coupling (e.g., communication) links between some
subsystems are lost or added, as it suffices to verify localized stability conditions for
affected subsystems. In section 5, we show that our proposed necessary and sufficient
conditions take a more tractable form for symmetric linear networks. It is proven
that the global stability threshold of a symmetric linear network can be enhanced
by improving the localized stability threshold via adjusting components of properly
localized portions of the state matrix. In section 6, we show how one can design a
new symmetric linear network via adjusting coupling weights (i.e., elements of the
state matrix) in a localized fashion. In section 7 we support our theoretical findings
by considering two thorough examples, and in section 8 we conclude the paper with
some remarks on the application of our proposed methodology to stability of spatially
distributed systems on ¢*° and (non)linear dynamical systems on a spatially distrib-
uted network. It should be emphasized that all technical conclusions in this paper
hold equally for finite- and infinite-dimensional linear systems.

Preliminary versions of this work appeared in [40, 42], whereas the journal version
contains new materials, including two extensive case studies in the simulation section,
several definitions including materials in subsections 2.1 and 2.2, proof of all the
technical results, an example in section 3, and remarks in section 4 and 5.

1.1. Notations. The set of nonnegative integers, nonnegative real numbers, and
complex numbers with nonnegative real parts are shown by Z,, R, and C,, respec-
tively. The real and imaginary parts of a complex number z € C are represented
by R(z) and 3(z), respectively. For a matrix A with complex entries, we denote its
Hermitian by A* and we define its Hermitian and skew-Hermitian matrix decompo-
sition by A = Ay + A,p, where A, = (A + A*)/2 and A, = (A — A*)/2. For a
countable set V, let (P(V),1 < p < oo, contain all vectors ¢ = [¢(4)];ey with bounded
norm |[[c|l, = (v \c(i)\p)l/p,l < p < 00, and ||c|joc = Sup;ey, |c(7)]. Whenever it
is not ambiguous, we simply use abbreviated notation £P to represent the linear space
2(V). The set BP,1 < p < oo, contains all matrices A on ¢? with bounded induced
norm [|A||gr = supjc,—1 [|Acllp. For a set F', we denote its cardinality by #F" and
define its characteristic function by xp, where xp(s) =1 for s € F and xp(s) = 0 for

2. Preliminaries. Our interest in the (in)finite-dimensional linear dynamical
system (1.1) is motivated by distributed control on spatially distributed networks
(SDNs). In section 2.1, we define a class of sparse proximity graphs to describe the
coupling topology of an SDN; see Assumptions 2.1 and 2.3. The localized stability
certificate developed in this paper depends on a covering of the graph with finite over-
lapping, which follows from Assumptions 2.1 and 2.3 [14]. To consider a local stability
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certificate, we always assume that the state matrix A in the linear dynamical sys-
tem (1.1) does not have large bandwidth, which indicates that the linear dynamic
subsystems with large geodesic distance have nondirect impact on each other’s dy-
namics; see section 2.2. Our localized stability conditions can be implemented in
a decentralized/distributed manner and their computational complexity is indepen-
dent of network size. Some exponential stability characterizations in the centralized
implementation is recalled in section 2.3.

2.1. Spatially distributed networks. This class consists of networks whose
subsystems are distributed over a spatial domain and interconnected to each other
through a coupling graph

(2.1) G =8,

where V is the set of nodes (also known as vertices) and & is the set of edges [14, 41].
Every node in the graph G corresponds to a subsystem and every edge represents a
direct coupling (e.g., communication/data transmission) link between those subsys-
tems at the two ends of that edge. For example, two subsystems may communicate
with each other via broadcasting their relevant information if their spatial distance is
less than their communication range. It is assumed that all subsystems have identi-
cal coupling characteristics, e.g., they all use identical communication modules with
similar communication range. The resulting coupling graph for this class of networks
can be modeled by spatially distributed proximity graphs.

Assumption 2.1. All coupling graphs are undirected and unweighted.

The above assumption implies that all coupling links are bidirectional and have
identical characteristics.

DEFINITION 2.2. For an undirected and unweighted graph G = (V,£), we define a
geodesic distance p : V xV — Z; U{+o0} by imposing (i) p(i,i) = 0 for all i € V; (ii)
p(i,7) is the number of edges in a shortest path connecting two distinct nodes i,j € V;
and (iil) p(i,j) = +oo if there are no paths connecting distinct nodes i,j € V.

A geodesic distance on a coupling graph can be utilized to assess coupling (e.g.,
communication) cost between two given subsystems [17]. When two subsystems are
not neighbors (i.e., not connected through a direct link), they are still connected with
each other via a chain of intermediate subsystems that connect them over a shortest
path; however, the coupling cost between two subsystems gets larger as their geodesic
distance increases.

For a given coupling graph G = (V, ) equipped with a geodesic distance p, the
r-neighborhood of subsystem i € V is defined by

B(i,r) == {j €V | pli,j) <r}.

We refer to Figure 1 for an illustrative example. In this paper, we require that the
coupling graph G = (V, £) has the following global feature: number of subsystems in
the r-neighborhood and 2r-neighborhood of each subsystem are comparable.

Assumption 2.3. The counting measure ug : 2¥ +—— Z, of the coupling graph
G = (V,€) is a doubling measure, i.e., there exists a positive number Dy(G) > 1 such
that

(2.2) 1g(B(i,2r)) < Do(G) ug(B(i, 7))
holds for all ¢ € V and r > 0, where pg(F') := #F for all FF C V.
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FiG. 1. Illustration of 2-neighborhood of subsystem i, marked by red color, on a generic
coupling graph.

The minimal constant Dg(G) for the inequality (2.2) to hold is known as the
doubling constant of the counting measure ug [14, 22]. For a coupling graph G, one
can verify that the doubling constant Dy(G) of its counting measure ug dominates
its maximal node degree, i.e., dmax(G) < Do(G). This implies that every subsystem
in an SDN, whose coupling graph satisfies Assumption 2.3, is coupled with at most
Dy(G) other subsystems in that network directly. Shown in the following examples
are two classes of coupling graphs satisfying Assumption 2.3.

Ezample 2.4. The first class consists of all (in)finite circulant graphs Co = Vg, £a)
associated with an abelian group
N1y Nk GZ}

k
G = {ngn
i=1

generated by G = {g1,...,9x}, where (\,\) € & if and only if either A(\)~!
NA~1 e G [10, 25, 28, 34]. This class of graphs enjoys a certain shift invariance in its
construction. Let Q = (=N, N7) X -+ X (=Ng, Ng) be an (un)bounded domain with
1< Nyp,...,Ng < ooand X = {x;} be a relatively separated subset of the domain
Q such that the family of open balls B(z;,1/2),x; € X, with radius 1/2 and center
x; € X is a covering of the domain €2 with finite overlapping,

1< mf Z XB(;E“1/2 x) < sup Z XB 931,1/2)( r) < 00.
2 X z€Q o X

The second class includes coupling graphs of SDNs whose agents i € V) are located
at x; € X in the domain 2 and a direct coupling between subsystems equipped on
agents ¢ and j exists if the spatial distance of their locations x; and z; is no more
than one [1, 14, 15, 35, 36, 51].

DEFINITION 2.5. For an integer N > 0, an N-covering of a coupling graph G =
(V,€) is a set of indices Vi = {im | m > 1} such that for every subsystem i € V there
exists at least one i,, such that i € B(ip, N/2).

A simple procedure to identify an N-covering is by the following procedure: (i)
taking an arbitrary subsystem i; € V for every connected component of G, and then
(ii) iteratively finding new subsystems i,, € V for all m > 2 such that

i1 ¢ U [ N/2}

By Assumption 2.3 on the counting measure, the resulting N-covering Vy from the
above algorithm satisfies the following property [14]: every subsystem ¢ € V is in

(2.3) pim,i1) = min { i,11)
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the (N/2)-neighborhoods of i,, € Vy at least once and in the 2N-neighborhoods of
im € VN at most (Dy(G))° times, i.e.,

(2.4) 1< a < as < (Do(6))°

in which

(2.5) oy = Z XB(in,N/2) (1), a2 = Z XB(inm.2N) (1),
imEVN imEVN

and Dy(G) is the doubling constant in (2.2); cf. Remark 4.3.

The set of all subsystems in Vy are referred to as leading subsystems of a spatially
distributed system. The importance of leading subsystems will become more evident
later in the paper, e.g., see results of Theorems 4.1, 4.2, and 5.4, where it is shown that
global stability of a network can be inferred by only verifying a set of localized sufficient
conditions in the vicinity of leading subsystems. Therefore, due to their crucial role,
the leading subsystems can be equipped with high performance computational units
to enable them to verify localized stability conditions using local information.

The set of leading subsystems constructed through the above procedure is neither
unique nor optimal; see Figure 2 for an illustrative example. Therefore, in our results,
we can safely employ any subset Vy C V that satisfies inequalities (2.4) as the set of
leading subsystems. The number of leading subsystems in an N-covering decreases
as N increases. This may impose some trade-offs between the number of leading
subsystems and their minimal required on-board computational capabilities: when the
number of leading subsystems decreases, they should, in turn, be equipped with more
powerful computers to enable them to verify stability conditions for larger covering
regions.

DEFINITION 2.6. For a coupling graph G = (V,E), its counting measure ug has
polynomial growth if there exist positive constants D1(G) and d such that

(2.6) g (B(i,7)) < D1(G)(1 4 7)? for all i €V and r > 0.

For an SDN with coupling graph G, the smallest constants d and D1 (G) for which
the inequality (2.6) holds are so called Beurling dimension and density of that network,
respectively [14]. For an SDN whose subsystems are embedded on a d-dimensional
manifold and whose direct coupling (e.g., communication) link between two subsys-
tems exists only if their spatial locations are within a certain range, the Beurling

Fic. 2. A 2-covering of a spatially distributed system with 19 subsystems. This network
can also be covered by a 1-neighborhood of 6 leading subsystems.
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dimension is equal to the dimension of the manifold; see the second class of coupling
graphs in Example 2.4.
We remark that a doubling measure pg has polynomial growth,

1g(B(i,r)) < Do(G) (14 r)'o82 Po(9)

for all i € V and r > 0. However, the Beurling dimension d of the graph G is
usually much smaller than log, Do(G) in the above estimate. For circulant graphs
Cc = Vg, &) in (2.4), one may verify that their Beurling dimensions are at most
#G, the cardinality of the generator in G, while their exact values depend on the
topological structure of the Abelian group Vg and the selection of the generator G.

2.2. State matrices with small bandwidth. This paper considers (in)finite-
dimensional SDNs whose state matrices have small bandwidth, i.e., subsystems with
large geodesic distance have indirect impact on each other’s dynamics only.

DEFINITION 2.7. For a given coupling graph G = (V,E) and a nonnegative integer
T, a matriz A = [a(i, j)]i jev is called T-banded if its entries satisfy

(2.7) a(i,j) =0 if p(i,j) > 7.

The set of all 7-banded matrices is represented by B.(G) or the abbreviated
notation B; whenever it is not ambiguous. For a matrix A = [a(t, j)]i jev, we define
its boundedness norm by [|A o := sup; jcy |a(4,j)| and its Schur norm by

(2.8) |Alls = max { sup 3 lati. )], sup 3 Ja(i, )

lEVjEV zEVjev
It has been proved that the following hold,
(2.9) Al < |All5r < [Alls < D1(G) (1 +7) | All

for all matrices A € B, N BP, where 1 < p < oo [14]. Therefore, a matrix with finite
bandwidth is bounded on /P, 1 < p < o0, if and only if it has bounded entries.

Remark 2.8. Tt is emphasized that adding new or eliminating existing edges does
not change the set of vertices, however, it will result in a new edge set that will affect
the geodesic distance between vertices. Hence, the bandwidth of the state matrix
will change accordingly and the double measuring property for the counting measure
could be invalid.

2.3. Centralized exponential stability conditions. In this section, we recall
several equivalent versions of the exponential stability condition (1.2) of finite- and
infinite-dimensional linear systems on a spatially distributed proximity graph [11, 12,
20, 52, 59], which will be used in the next two sections to derive localized sufficient
and necessary stability conditions.

THEOREM 2.9. Suppose that the state matriz A of the linear system (1.1) belongs
to B2. Then the exponential stability (1.2) is equivalent to each of the following:
(i) Spectrum of the state matriz A is strictly contained in the open left-half com-
plex plane, i.e., there exists § > 0 such that

(2.10) o(A) c {zeC|R(z) <—6}.
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(ii) 2I — A is invertible for all z € C4 and

(2.11) A= inf [[(zI-A)7!||z > 0.
ZEC+

(iii) There exists a positive constant Ay such that
(2.12) min (]| (=T — A)ellz, [[(zT— A%)ell2) = Aolle]l»

for all z € C4 and c € (2.
We recall that the solution of the linear system (1.1) is given by

W (t) = eRep(0)

for all ¢ > 0. Then, the equivalence between statement (i) of Theorem 2.9 and the
exponential stability (1.2) is a restatement of the well-known Hille-Yosida theorem.
The equivalent statement (ii) of the exponential stability (1.2) is known as a resolvent
growth assumption for the semigroup et for ¢t > 0 with bounded generator A on
02 [52, 59]. The localized stability certificates proposed in this paper are mainly based
on the equivalent statement (iii) to the exponential stability (1.2) and its equivalence
to statement (ii), which follows from the quantitative version of the conclusion that
a bounded operator T on a Hilbert space is invertible if and only if TT™* and T*T are
invertible. For the completeness of this paper, we provide a sketch proof of Theorem
2.9 at the end of this section.

The exponential stability rate « in (1.2), the stability margin § in (2.10), and
constant Ag in the statements (ii) and (iii) of Theorem 2.9 are closely related. By [59,
Theorem 1.5], the exponential stability (1.2) holds for all a@ < § if the spectral set
property (2.10) holds. From the proof of Theorem 2.9, it follows that the spectral
set property (2.10) is true for all 6 < A if the resolvent growth condition (2.11) is
satisfied. Moreover, the constant Ay in the statements (ii) and (iii) can be chosen to
be identical; in that case, we refer to Ay as the stability threshold of system (1.1).

By Theorem 2.9, exponential stability of the linear system (1.1) with a state
matrix A can be understood as the uniform stability of the family of matrices zI — A
and z2I— A* for z € C; on £2. We say that a matrix B € B2 is £2 stable if there exists
a positive constant E such that ||Bc||2 > E||c||2 holds for all ¢ € £2. The notion of
matrix stability for a matrix is one of the fundamental tools in frame theory, sampling
theory, wavelet analysis, and many other fields [2, 16, 50, 51, 53, 55, 56], where matrix
stability verification in a decentralized /distributed manner has been studied in [14, 54].

Proof of Theorem 2.9. We divide the proof into the following three implications
(i) <= (ii) <= (iii) and prove them one by one. First, we start with (i)<=>(ii). The
sufficiency follows as the quantity ||(2I— A)~!||z= is continuous about z with R(z) > 0
and it tends to zero as |z| — 4o00. For the necessity, we have

(2.13) (wIl—A)' = ((w—a)l—A)"! Z(—a((w —a)I—A)"H)”

n=0

for all w € C with R(w) > —Ag, where a = min{0, R(w)}. The Neumann series
expansion in (2.13) holds as |a| ||((w — a)T — A)~Y||z2 < |a|/A¢ < 1. Therefore,

(2.14) o(A) C{ze€C, R(z) <—-Ap},

which proves statement (i) with 6 = Ap.
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Next, we show (ii)<=>(iii). The sufficiency holds as matrices z2I— A and 21— A*,
where R(z) > 0, have uniformly bounded inverses. To prove the necessity, let us pick
a z € C with R(z) > 0. By the %-stability property (2.12), it suffices to prove that
the range of 2I — A is the entire ¢? space. Let us suppose, on the contrary, that the
range space is not the entire space. As the range space is closed by the ¢2-stability
property (2.12), the orthogonal complement of the range is nontrivial, i.e., there exists
0 # d € 2 such that d*(2I — A)c = 0 for all ¢ € ¢2. Thus, (2I — A*)d = 0, which
together with the ¢2-stability property (2.12) for zI — A* implies that d = 0. This is
a contradiction, which proves our claim. ]

3. Decentralized necessary conditions. Let G = (V, £) be the coupling graph
of an SDN that satisfies Assumption 2.1. In this section, we utilize finite truncation
techniques to obtain several decentralized necessary conditions for exponential sta-
bility of the spatially distributed linear network (1.1). In section 4, it is shown that
these conditions also become sufficient for large value of V.

DEFINITION 3.1. For every node i € V and integer N > 0, we define the trunca-
tion operator xN : 2 — (2 by

(3.1) XN ejev = [xpa.m (5) ()] ;e

The truncation operator x¥ localizes a vector to the N-neighborhood of the
subsystem ¢ € V' and its action can be equivalently expressed by a diagonal matrix

whose (j, j)-th diagonal entry x g, (J) = Xjo,n1(p(4, 7)) for all j € V.

THEOREM 3.2. Let G = (V, &) be the undirected and unweighted graph of an SDN.
Suppose that the state matriz A of the linear system (1.1) belongs to B, NB? for some
integer T > 0 and the system is exponentially stable with stability threshold Ag. Then,
for all vertices i € V, positive integers N > 1, and d € ¢?,

(32)  min ([|(zT— A)xdl2 [I(:I - A%)xidl2) > Aoflxi"dll2, 2 € Cy,
holds or equivalently

(3-3) min {[|Axd|I3, [|A*xYd[3} > AF[Ix{¥dll2 + @(d)

holds, where

"X Aanxi'd]? + (max {0, d"x Asx;'d})
X2 dlf3

2

(3.4) o (d) =

Proof. Condition (3.2) is the localized version of (2.12) in Theorem 2.9 with d
replaced by xNd.

For z € C,, write z = a + by/—1 for a > 0 and b € R. Then for any d € ¢? with
IxNd|2 = 1, we obtain

(3.5) inf (I - A)x;'d|l3
zeCy
= _inf a®+ 0 = 2ad"x Apx;'d — 20V=1d" ) Aanx d + [ AxTd 3
a>0,be
= inf (a® — 2ad"x;" Apx' d) + [|AX; 3 — "X Ay d]”

= [Axid]3 - @ (d)

3
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and, similarly,

(3.6) inf I(z1— A")x{¥d]3 = [A*x; |3 — @ (d).

ze€Cy
Therefore combining the above two estimate establishes the equivalence between the
requirements in (3.2) and (3.3). 0

We remark that the second term in the quantity ®¥(d) vanishes when A, is a
negative definite matrix, and the whole quantity ®(d) in (3.4) vanishes when A
is a negative definite Hermitian matrix; cf. Theorem 5.1. The necessary condition
(3.3) is spatially localized and can be verified in a decentralized/distributed manner
by having access only to local information about the state matrix A and, moreover,
the constant in (3.2) can be selected to be the same as the one in (2.12).

For i € V and N > 1, let us define

By(i):== nf \/min{[AxNd|3.[A X d[3} - @Y (d)
Ix¥dll2=1
(3.7) = inf inf min(H(zI—A)XdeH37H(ZI—A*)XﬁvdH%).

2€C |IxVd|l2=1

Using the following relationship {xNd | d € 2} C {x*'d | d € £?} C 2, we have
that the sequences { By (i)}%_;,% € V are monotonic,

By (i) > By4+1(i) > 0forall N> 1and i € V
and denote their limits by By (4),7 € V. By Theorem 3.2 it follows that
(3.8) By (i) > Boo(i) > Ay forall N > 1 and i € V.
By (3.7), we obtain
min([|(z1 - A)xVdlz, (21 — AV dl2) 2 By dllz 2 Boe (i)l dll
for all z € C4 and d € ¢2. Taking limit N — oo yields
min(|(zI — A)d|[2, [|(2I — A*)d||2) > B (i)||d|2 forall z € C; and d € ¢*.

This together with (3.8) and Theorem 2.9 implies that the sequences {By (2)}%_1,¢ €
V decrease to Ay, the largest positive constant such that (2.12) holds,

(3.9 lim By(i) = Ap forallieV.

N—oc0

Ezample 3.3. If linear system (1.1) is spatially invariant with a Toeplitz state
matrix Ag = [p(i — j)]ijeZ’ we have

310)  nin (G- Aoela G- Adel) = ( intls - p(©)] ) el

for all z € C4 and ¢ € 2, where p(§) = Zjezp(j)e_zﬂjg\/jl. From the above
inequality (3.10), we have

(3.11) Ao= inf inf |z —p(&)| = Inf max(~Rp(¢), 0).
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Also for the above spatially invariant linear system, the local stability threshold By (%)
in (3.7) is independent of the node index 4. If the state matrix Ao is further as-
sumed to have finite bandwidth 7 > 0, i.e., p(j) = 0 for all |j| > 7, z — p(§) =
Zjezpz(j)e_%\/jj? Then for every N > 7, i € Z, and ¢ = [c(j)] ez € (2,

1+N—1 2
(21— Ag)xi cll5 > Z sz(k —Den,i(l)
k=i—N+r | l€Z
| N 2
+t5 A Z sz(k —D(eni(l =2N = 1) +eni(l))
k=i+N—74+1 |l€Z
| i NAr—1 2
t5 Z sz(k_l)(CN,i(l+2N+1)+CN,i(l))
k=i—N |l€Z
| N | N 2
LSS o]
k=i—N |l=1— N
where xNe = [en,i(4)]jez, and €n; = [En,i(j)]jez is a periodic vector taking the

same values with x¥c on intervals [i — N,i + N]. Thus,

infeez/ant1) |2 — D(E)I?

(21— Ag)xi'cll3 > 5 X7 ell3
for all ¢ € /2. Using the same argument, we can show that
: 5 _ A2
o N infeez/oni1) 12 —DEI° | N
11— Af)xiel3 > X ell3

2

for all ¢ € ¢?. As a result, we obtain the following estimate for the local stability
threshold of the spatially invariant linear system (1.1),

&

By(i) > — inf inf —p
v(i) 2 Jnf geZ/l(gNH)‘Z p(&)
2
12 = — inf —Rp
(3.12) 5 o B m(—RA().0)
forall N > 7 and 7 € Z.

4. Decentralized sufficient conditions. In this section, we introduce sev-
eral decentralized sufficient conditions to verify exponential stability of the linear
system (1.1) on a spatially distributed proximity graph. Our proposed sufficient
conditions are based on the limit property (3.9) and the fact that the localized sta-
bility thresholds are uniformly bounded below by the stability threshold, according
to (3.8).

THEOREM 4.1. Let the spatially distributed prozimity graph G = (V, &) satisfy As-
sumption 2.1 and its counting measure ug have the polynomial growth (2.6). Suppose
that the state matriz A belongs to B, N B? for some T > 0. If there exists a positive
integer Nog > T and a positive number By, satisfying

(4.1) By, > 47 \/a3/af |Als Ny'*
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such that

(4.2) min (|[(z1 = A)xoe],, [T - A xoe],) = By, [[xie],

hold for all z € C4,c € €2, and iy, € Vy, (the set of leading subsystems according
to Definition 2.5), then the linear system (1.1) with state matriz A is exponentially
stable and its stability threshold Ao satisfies

(4.3) Ay > B, \/ai/(4a3)

in which

(4.4) of = inf Y XBlinNos2) (i) and aj = sup. D XBlim 280 (0).
im €EVN, im EVN,

A detailed proof of Theorem 4.1 is postponed to the end of this section. The
sufficient condition (4.2) in Theorem 4.1, in its current form, requires verification for
all complex numbers z € C,. In the following result, following the arguments used to
prove (3.5) and (3.6), we obtain an equivalent verifiable condition by eliminating the
complex variable and combining these two conditions into one.

THEOREM 4.2. Let the spatially distributed prozimity graph G = (V,E) satisfy
Assumption 2.1 and its counting measure pug have the polynomial growth (2.6) and
the state matriz A belong to B, N B? for some T > 0. Then the linear system (1.1)
with state matriz A € B, NB? for some 7 > 1 is exponentially stable if there exists a
positive integer No > 7 and a constant By, satisfying (4.1) such that

2 2
(45)  min { | Axed|| [|arxid| | > B, xded] + @)

for all i,, € Vi, and vectors d € £?, where (IJfVO is defined in Theorem 3.2.

We omit a detailed proof of Theorem 4.2 as the requirements (4.2) and (4.5) are
equivalent to each other from the proof of Theorem 3.2. The sufficient conditions in
Theorems 4.1 and 4.2 assert that exponential stability can only be verified in neigh-
borhoods of the leading subsystems, i.e., one only needs to validate the condition (4.5)
for leading subsystems in Vy,, rather than checking them for every single subsystem.
This feature drastically reduces the time complexity of the verification process and
makes it attractive for real-world applications. Our results also suggest an important
design protocol: all leading subsystems of a spatially distributed system should be
equipped with high performance computational units to allow them to verify localized
stability conditions more reliably and timely.

Remark 4.3. For the set of leading subsystems Vy, in Theorem 4.1, the corre-
sponding covering constants g, az in (2.5) satisfy 1 < a3 < as < D1(G)® by (2.4),
which follows from Assumption 2.3 on the counting measure on the graph G [14].
As a result, the right-hand side of (4.1) tends to zero when Ny — oco. This implies
that the decentralized sufficient condition (4.2) for exponential stability of the linear
dynamical network (1.1) in Theorem 4.1 is also necessary for large Ny (cf. Theorem
3.2).

From Theorems 3.2 and 4.1, we conclude that exponential stability of the linear
system (1.1) can be verified via a decentralized/distributed manner. Moreover, the
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global stability threshold A in (2.12) and the local stability threshold By, in (4.2)
are comparable through the following inequalities,

(4.6) Ay < By, < 24/ai/at A

for those integers Ny satisfying (4.1).

Remark 4.4. The implication of a small Ny in real-world applications is that the
leading subsystems can be equipped with reasonable (bounded) computational powers
to verify stability conditions. The requirement (4.1) on the size of Ny is conservative,
but as shown in Example 4.5, it is almost optimal.

The next example shows that a linear network may not be exponentially stable
even though conditions (4.2) are met with some constant Bl that has the same order
of Ny ! as the lower bound in (4.1) for large enough Np.

Ezxample 4.5. Let us consider a spatially invariant system whose state matrix is
a bi-infinite Toeplitz matrix Ay = [a1(i — j)]; jez with Fourier symbol

Zal(k)efwrk\/jlg -1+ 6727r\/jl§'
keZ

It is straightforward to check that A is a l1-band matrix with [[A;||cc = 1 and
property 0 € o(Ay). Therefore, the linear system (1.1) with state matrix A; is not
exponentially stable. In the following, we show that (4.2) holds for this system with
constant vao = %No_l. For every z € C4,7 € Z, and Ny > 1, we have

inf (1~ Ax)x; |3

Ix; Ocll2=1
2
2No+1
Z inf 1 + §R E djdj—l
2Np+1 d 2_1
Zj:l ‘ j‘ - j=2
2No+1
= nf lz 12+ 1-2RS (2 +1) § didj_
=i ldiP=1 j=2
2Np+1
_ nf lea]? + | 24 lej — ej_1|? = 4sin? ———
= 11 €1 €2Ny+1 € €j—1| =4S 5
SN0 g 2=1,¢, €R = ANo +4

where the last equality follows from [31, Lemma 1 of Chapter 9]. Following a similar
argument, we have

inf (21— A)xNoc|3 > 2sin

s
——— > (2Ny) L.
X, cllz=1 4No+4_( ”

Thus, the conditions (4.2) hold with constant By = (No)~! for all Ny > 1. On the
other hand, we observe that the underlying coupling graph of this system with node
set V = Z has Beurling dimension 1, density 2, and the set of leading subsystems
VN, = (Ng + 1)Z with covering constants C; = 1 and Cy = 4. Therefore, the lower
bound for the constant By, in (4.1) is 2°N; . One observes that although condition
(4.2) holds with some constant By = 27'N; ', whose value is smaller than 26N
but vanishes with the same rate as N; ! the linear system is still not exponentially
stable. This explains the critical role and near optimality of the sufficient condition
(4.1).

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 12/04/22 to 5.198.137.25 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

930 NADER MOTEE AND QIYU SUN

4.1. Proof of Theorem 4.1. Let us pick z € C, and ¢ € ¢?. By Theorem 2.9,
it suffices to prove the uniform stability for matrices zI — A and 2zI — A*, i.e.,

By, P
(4.7) 1T = A)ellz 2 —=4/ai/as]ell2
and
* BNo % /%
(4.8) 1T = A)ellz 2 ==/ ai/as]le]l2.

For every subsystem i € V and integer N > 0, we define operator ¥V by
WY 23 [e(i)ljev — [Yolplis 5)/N)e(i)] o, € €

in which () = max(min(2 — 2|¢],1),0) is the trapezoid function. By the local
stability assumption (4.2), we have

(4.9) (1= AU Noc]ls > Bug [0 e

for all ¢ € ¢? and i,, € Vn,. Let us denote A = [a(i,j)];jey. Then, for every
¢ = [c(j)]jev we obtain

(4.10) 3 (ATl —wMA)e|]
imGVNO
= Y [Aawi —wlo Ay Noc||?
im €VN,

> Z{ S [l ) XB(i2v0) () €G)]

im EVN, 1€V p(i,7)<t

o (i) oy (i) |

<t Y 20 1) i e )G

tm EVNg 1€V | p(4,7)<T

<4N|AlE D IdPells < 4Ny Paz | AllS llell3,

X

tm
":m, eVNO

in which the second inequality follows from the Lipschitz property for the trapezoid
function o and the third one holds by the second inequality in (2.9). By combining
(4.9) and (4.10), we get

1/2
Vg (z1—- Ael2 > ( > H‘PZS(ZI—A)CHz)

im €V,

1/2 1/2
>( > ||(21—A)‘1fﬁf,‘30||§> —< > H(A‘I’ﬁﬁ—‘lffi?A)C!li)

im€VN, im€VN,

1/2
> By, ( > II‘I/Z,?CH%) —2\/azT Ny ||Alls|c]2

'LWGVNO

> (Bwov/ai - 257 Ni ' Alls) llell
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This together with (4.1) proves (4.7). By applying similar arguments, we can establish
the lower bound estimate in (4.8).

5. Symmetric linear systems. In this section, we consider exponential stabil-
ity of the following linear system

(5.1 S0(0) = By(?

with initial condition ¥(0) € £2, whose state matrix B € B2 is Hermitian. The class of
first- and second-order consensus, e.g., platoon of vehicles with translation invariant
communication (interconnection) topologies, networks with general nodal dynamics
over undirected graphs are examples of networks with Hermitian state matrices [43].

In the following, we present several equivalent conditions for exponential stability
of the symmetric linear systems (5.1), which take simpler forms than those conditions
in Theorem 2.9 [11, 12, 20, 52, 59].

THEOREM 5.1. The exponential stability of the linear system (5.1) with a Her-
mitian state matriz B in B2 is equivalent to each of the following statements:
(i) B is strictly negative definite.
(ii) There exists a positive constant Ay such that
(5.2) (21 — B)c||z > Aolc||2 for all z € C, and c € 2.

(iii) There exists a positive constant Ay such that

(5.3) c*Bc < 0 and ||Bc|ls > Agllc|lz for all ¢ € /2.

The equivalence between statement (i) of Theorem 5.1 and the exponential stabil-
ity of the linear system (5.1) is a restatement of the well-known Hille-Yosida theorem
in the self-adjoint operator setting; cf. the statement (i) of Theorem 2.9. Statement
(ii) of Theorem 5.1 is the reformulation of statement (iii) of Theorem 2.9 in the self-
adjoint operator setting. The equivalence between statements (ii) and (iii) of Theorem
5.1 follows from the observation that

inf [[(z2I—B)c||3 = inf inf ||(al — B)c|l3 +b%||c[|3 = inf [(al —B)cll3
Jnf NI(zX = Bjellz = inf inf [|(aX = B)elz +blcfl; = mf [|(al - B)e|lz
= inf a?||c||3 — 2a(c,Bc) + | Bc|3 = |Bcl|3, c € (2,
a€Ry

for a negative definite Hermitian matrix B € B2. From the above argument, we see
that the constant Aj in the statements (ii) and (iii) can be chosen to be the same.

Ezample 5.2. When the linear system (1.1) is spatially invariant with a Hermitian
Toeplitz state matrix By = [p(z — j)]i,jeZ’ its Fourier symbol p(£) becomes real
valued and takes negative values. According to (3.11), the stability threshold of the
symmetric spatially invariant linear system is equal to Ay = infeer —p(&).

Building upon Theorem 5.1, we propose the following necessary conditions that
can be verified by evaluating maximum or minimum eigenvalues of some localized
matrices; cf. Theorem 3.2.

THEOREM 5.3. Let G = (V, &) be the coupling graph of an SDN. Suppose that the
symmetric linear system (5.1) is exponentially stable with stability threshold Ay whose
state matriz B is a Hermitian matriz in B, NB? for some 7 > 0. Then, the following
localized inequalities

(5.4) cX'Bxi'e <0 and ¢"x'B’x'e > A7 |xel3
hold for all N > 7,31 €V, and c € (2.
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Proof. We can use similar argument used in the proof of Theorem 3.2 and then
we omit the detailed proof. 0

Inequalities in (5.4) are localized versions of global stability condition (5.3) in
Theorem 5.1. For symmetric linear systems, sufficient conditions for the exponential
stability take rather simple forms.

THEOREM 5.4. Suppose that all assumptions of Theorem 4.1 hold and state ma-
triz B € B, N B? is Hermitian for some 7 > 0. Then, the linear system (5.1) with
state matriz B is exponentially stable if there exists a positive integer Ny and a positive
number By, satisfying (4.1) such that
(5.5) ¢ x°By’c <0 and c*x)°B’x°c > By, |Ixic|3

m

hold for all i,, € VN, and c € 2,

Proof. For every z € C4 and ¢ € ¢2, by Theorem 5.1, it suffices to prove the
uniform stability for the family of matrices zI — B, i.e.,
BN o
(56) (T~ Bjefly > 220 [ e,

*
Qg

From sufficient conditions (5.5), it follows that

1= B) el = 2 [ el — 2R(z)e V' Bx e + By e

Tm Tm Tm

N
> BY, i, ell3

for all ¢ € £ and i,, € Vy,. Applying the above estimate and using a similar argument
used in the proof of Theorem 4.1, one concludes the inequality (5.6). d

For a given Hermitian matrix B = [b(4, j)]; jey in B, NB2, the sufficient conditions
(5.5) in Theorem 5.4 are spatially localized in neighborhoods of each leading subsys-
tem i, € Vn,, where each leading subsystem has to only have access to localized
portions of state matrix B determined by truncation operator vaf In particular, the
requirement (5.5) holds if the largest eigenvalue of the spatially localized principal
submatrix [b(j, j')]; 7 B(i,.,n) is nonpositive for every subsystem 4,, € Vn,. For a
Hermitian matrix B, let us define
(5.7) ByG)= inf  |BxNell

X ell2=1

in which N > 1 and 7 € V. The quantity Bn (i) is equal to the square root of the
smallest eigenvalue of the spatially localized matrix

(5.8) XUB2 Y = > b(j, k)b(k, j')

keB(j,m)NB(’,T) 4,4’ €B(i,N)

that can be evaluated in a decentralized/distributed manner. Then, the constant By,
in (5.5) can be thought of as the uniform stability threshold for small-scale systems
with state matrices Xﬁf Bzxf\i) for all ¢y, € Vn,.

Using a similar argument that leads to (3.9), one can verify that {Bx(i)}35_. is
a decreasing sequence that converges to Ag for every i € V, i.e.,

(5.9) lim By (i) = Ay for all i e V.
N —o00
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Inequalities (4.6) and (5.6) imply that the global stability threshold of a symmet-
ric linear dynamical network can be enhanced by improving the localized stability
threshold via adjusting components of properly localized portions of the state matrix.

6. Design of spatially distributed systems. In this section, we consider the
problem of coupling weight adjustment between a given pair of subsystems in an
exponentially stable symmetric linear dynamical system (5.1).

The coupling weight between subsystems k,l € V can be adjusted in a localized
manner via the following class of feedback control law,

(6.1) u(t) = wBg (t),
that modifies the dynamics of (5.1) as follows:

d
(62) Cop(1) = (B + wBe) (1)
where w is a scalar feedback gain, Ey; = [e(i, 7)]; jev, and

0 otherwise.

The conclusion of Theorem 5.4 plays a critical role in computing an admissible range
of values for the scalar w such that the resulting closed-loop network (6.2) remains
exponentially stable with stability threshold equal to or greater than the original
network. From a network design perspective, when an existing coupling between
subsystems k and ! with coupling weight b(k,[), as an element of state matrix B =
[b(,4))i,jev, is nonzero, the local weight adjustment law (6.1) will strengthen the
existing coupling when wb(k,l) > 0 and weaken the existing coupling (and possibly
zero it out) whenever wb(k,[) < 0.

To state the following main result of this section, we let B (M) denote the set
of all band matrices B € B, with bounded entries |B|loc < M, where 7 € Z and
M eR,.

THEOREM 6.1. Suppose that the coupling graph G = (V, &) of the linear control
network (5.1) satisfies Assumption 2.1, its counting measure pg enjoys the polynomial
growth property (2.6), and the state matriz B is a strictly negative definite matriz in
B, (M) N B2. A positive integer Ny exists such that

(6.3) By, = inf By, (im) > 4M | 22 Dy (G) (7 + 1)? Ny*
ZmGVNO Qq

in which By (i) is defined by (5.7). For every pair of subsystems k,1 € V with p(k,1) <

T, let us define the following quantities

(6.4) ne = inf inf  R((P]°c)*EuBP}°c)

p(kim)SNo PN oo
plim)<Ng  Pip cll2=1

and

(6.5) Bri = sup sup §R((PZN° c)*Ey BP0 c),
p(k,im)<Ng ||PN0 CH2=1 m m
p(liim)<Ng im

No

im

where Pivn‘j is the projection matriz onto the eigenspace of the localized matriz van? B2y

corresponding to its smallest eigenvalue, which is equal to BNO (im)?. Then, the fol-
lowing design rules hold:
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(i) When ng > 0, there exists eg > 0 such that for all w in (0,€g) the resulting
closed-loop network (6.2) is exponentially stable with the state matriz B +
wEy; that still belongs to B, (M).

(ii) When By < 0, there exists e1 > 0 such that for all w in (—e1,0) the resulting
closed-loop network (6.2) is exponentially stable with the state matriz B +
wEy; that still belongs to B, (M).

A detailed proof of the above theorem will be given at the end of this section.
When the smallest eigenvalue is simple with normalized eigenvector qfi‘:, the project

matrix is given by PZJ-Y: = qfvn? (qf\i‘b))* In this case, the norm constraint ||P£Y:c|\2 =1

N ?. This gives us the following closed-form solutions,

im

implies that P?ffc =q

inf R ((PNe)" EyBPNc) =R ((a))" EyBa)’ )

N im,
|‘P1£C|‘2=1

and
sup R ((P%c)*ElePf\;‘?Q =R ((qf\;‘))* E;. B qf\:j) ,
[P} 0c|2=1

that are useful in calculating quantities ny; and Bg;. Computation of quantities 7
and Sy only involve those entries b(i,j) of the state matrix B whose indices satisfy
i,j € B(k,2No+71)NB(l,2Ng+7). Therefore, the requirements nx; > 0 and SB; < 0 in
Theorem 6.1 can be verified by utilizing localized information about the state matrix
B in neighborhoods of subsystems k,l € V.

The design parameter Ny determines the size of neighborhoods required to com-
pute quantities ng; and By using localized matrices. Suppose that Ny and B N, are
chosen properly to satisfy the inequality (6.3). According to (2.9), (4.1), and (4.3),
the stability threshold of all networks with state matrices in B, (M) is lower bounded
by An, := B, /ai/(4a3). Theorem 6.1 shows that the state matrix of the result-
ing closed-loop networks still belongs to B,(M), which implies that their stability
threshold is guaranteed to be greater than A No-

In summary, the result of Theorem 6.1 asserts that a properly chosen positive
feedback gain w when ng; > 0, and a properly chosen negative feedback gain w when
B < 0, will both result in exponentially stable closed-loop networks with guaranteed
stability thresholds.

Remark 6.2. The conclusions of Theorem 6.1 will remain true if matrix Ey;
is replaced by rotation matrix Ry;(¢) whose (k,l)th and (I, k)th entries are sin#,
(k, k)th entry is cos 6, and (I, )th entry is — cos 8 for some 0 < 6 < 7. Moreover, one
can establish similar results when the matrix Ej; in Theorem 6.1 is replaced by Lj;
where L;; = e;ef + eje;‘» — E;; and the e;’s are the standard bases for ¢2. This is
particularly useful when the state matrix B is a graph Laplacian.

Proof of Theorem 6.1. According to our assumptions, the state matrix B is a
strictly negative definite matrix in B, (M) N B2. By Theorem 5.4, it suffices to find a
proper positive or negative weight adjustment w such that

(6.6) c* Xfi‘j (B + wEkl) Xf\ff c<0
and
(6.7) B+ wBi) X ell; = (Bx)” [ el

hold for all i,, € Vy, and ¢ € £2, where BNO is the constant in (5.5).
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Since B € B, (M) and p(k,1) < 7, we have |b(k,l)] < M. Hence, B + wEy; €
B, (M) if

(6.8) w| < M — [b(k, D).

We observe that (4.1) holds according to (2.9), (6.3), and the assumption B €
B, (M). Therefore, B is strictly negative definite by Theorem 4.1. Moreover, it follows
from (5.6), (6.3), and Theorem 5.1 that
* _BNO ﬁ 2 d pr—1 2
(6.9) c"Be < === [~ llellz < =2MD1(G) 7(r + 1)" Ng " ell2
2

for all ¢ € /2. Direct calculations reveal that |C*Eklc| < ||c||2 for all ¢ € ¢2. This
together with (6.9) implies that B+wEy; is a negative definite matrix and, as a result,
inequality (6.6) holds for all w satisfying

(6.10) lw| < 2M D1 (G) (7 + 1) Nyt

Now, suppose that i, € Vy, such that k,l € B(in, Ny), where k and [ are indices
of Eg;. From the definition of the projection matrix Pﬁf, it follows that there exists

Cn, (im) > By (im) such that

2 - - 2
611) B = Bulim)? IPs, el + Cnglim)® |30 = Pic]|

for all ¢ € ¢2. In fact, the second smallest eigenvalue of the matrix X&Bzxfﬁ’, if it

exists, can be employed as the constant C, (iy,) in (6.11). Let us choose ¢; = P
and cy = Xfffc — P, cfor c € (% Then,

C

im
im
Ixieclls = lleall3 + llezll3.
For any positive weight w, we obtain
(B +wEg)x, cll3
= BN e + 20 (¢ XU ERBY e ) + w? B el3
> C*Xg?ngfY:c + 2wk (c*xgi’Elexﬁ:c>
> B, (im)” [[e1]l5 + Oy (im)? [le2[l3 + 2w R (¢ ErBer)
— 2w ||Epicz ||2|Bx; cll2 — 2w [|[Egci]z [|Bezll2
> (B, (im)? + 202 [le1]}3 + (O, (im)? = 20MD1(G)(0 + 1)?) les |2
— 4wMD1(G)(a + 1) [leillz [[ez ]2
> B, (im)? XN ell3 + (Co (im)? = By (im)?) llea3

o d
mg><+l>+1) ezl

—2wM D (G)(o +1)¢ ( "

in which the second inequality holds according to (6.11) and the third inequality
follows from (2.9) and the observation

|Ericll2 < |||z for all ¢ € £2.
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Hence, the inequality (6.7) holds when

Mt (Cvg (im)? = B (im)?)
2M D, (G)(o + 1)4(MD1(G)(0 + 1)+ ngy)”

(6.12) O<w<
This together with (6.8) and (6.10) proves the first conclusion (6.6) with €y given by
€0 = min {M — |b(k,1)|, 2M Dy (G)o (o + 1)4N;y

Nij (éNo (im)Q - BNO (lm)z) }
2MD; (G) (0 + 1)4(MDy(G) (0 + 1) + 1) |

Similarly to the arguments used in proof of the first conclusion (6.6), for negative
weight w, one can obtain

I(B + wEx)x;"cll3 > (Bny (im)* + 2wBi) llca I3
+ (Cn (im)? + 2wM D1 (G) (0 + 1)?) [le2 |2
+4wM D1 (G)(0 + 1) [lerlz [lealls
> By (im)” e1]13 + Cny (im)? lle2ll3

o d
— Dl(g)( +]‘) )||C2||2

+ 2wM Dy (G) (o + 1)@ (1 2,
Bri

Therefore, the second conclusion (6.7) holds by letting

€1 = min {M — |b(k,1)],2M D1 (G)o (o + 1) Ny,

815 ((Coy im))? = (B, (im))?)
2M D1 (G)(o + 1)4(MD1(G) (0 + 1) — Bj;) }

7. Numerical simulations. In this section, we interpret and illustrate some of
the key concepts that are developed in the previous sections.

7.1. Finite-dimensional linear networks with randomly and uniformly
generated spatial locations. We consider a linear dynamical system consisting of
500 subsystems which are randomly and uniformly distributed over a square-shaped
region of size 100 x 100 square meters. Let us denote the spatial location of subsystem
i €{1,2,...,500} by z; € [0,100] x [0,100]. The coupling graph of this network is
defined as follows: there is an undirected coupling link between subsystems i and
j, ie., {i,j} € &, only if the Euclidean distance between subsystems i and j, i.e.,
lz; — xj||2, is less than or equal to 10 meters; otherwise, there is no coupling link
between the two subsystems. The above coupling graph, denoted by G = (V, &), is
known as a random geometric graph in the engineering community [29, 44]. Figure 3
depicts a sample coupling graph obtained according to the above procedure, and
a 2-covering of the underlying connected graph, where the graph has diameter 18,
Beurling dimension 2, and density 8.1389, and the number of leading subsystems is
62 (i.e., there are 62 localized regions).

We assume that the state variable of each subsystem is scalar, i.e.; ¥; € R for all
1€ {1,2,...,500}. We utilize the shortest path on coupling graph G as a geodesic dis-
tance p(i, j) to define state matrices of this class of linear networks. In our simulations,
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80 -

60 -

40 -

Fic. 3. The red dots in the figure show spatial locations of 500 subsystems that are
randomly and uniformly distributed in a square-shaped region of size 100 x 100. The blue
links represent the coupling graph among these subsystems as discussed in section 7. The
colored circles represent a 2-covering of the coupling graph.

the bandwidth is set to 7 = 1. We construct the state matrix A = [a(i, j)] € R500%500
of our linear networks using the coupling graph of Figure 3,

—1 if j =1,
(7.1) a(i,j) = ¢ 0.05sgn(¢) e—allei—ail”if o < p(4,1) <,
0 if p(j,1) >,

where decay parameters are o = 0.05 and 8 = 0.9 [35, 41]. In order to show that our
methodology works for a broad class of systems, the sign of each entry (i, j) is chosen
randomly using sgn(¢), where ¢ is a Bernoulli random variable taking values from
{+1,—1} with probability 1/2. After executing these steps, we adopted one sample
matrix A for our simulation purposes. The resulting linear dynamical network is time
invariant, whose dynamics is governed by (1.1) with state vector ¢ € R?%. The value
of the Schur norm (2.8) of the state matrix is ||Al|s = 2.0057 and all eigenvalues of
A are located in the region {z € C | 2z < —d} on the left-hand side of the imaginary
axis, where ¢ in Theorem 2.9 is equal to 0.7702.

According to Definition 2.5, the number of leading agents in an Ny-covering of the
network decreases as Ny increases. We applied the algorithm described in Definition
2.5 in order to find Ny-coverings. This algorithm may not be optimal, but it works
well for both finite and infinite graphs; see Table 1 for a sample execution of this
algorithm on G.  We note that the number #Vy, of leading subsystems is equal to

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 12/04/22 to 5.198.137.25 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

938 NADER MOTEE AND QIYU SUN

TABLE 1
Leading subsystems in a covering.

No 1 3 5 7 9 11 13 15 17 18
#Vn, 500 55 23 14 9 7 6 3 3 1

TABLE 2
Local stability threshold.

No 1 3 5 7 9 11 13 15 17 18
By, 666 167 7.7 43 27 19 15 092 0.81 0.45

the network size when Ny = 1, and it is equal to 1 when Nj is equal to the graph
diameter.

The parameter By, in the inequality (4.2) can be interpreted as an estimate for
the global stability threshold Ag; cf. (3.2). The quantity in the right-hand side of
the inequality (4.1), which is a lower bound for the localized stability threshold By,
decays as the radius of the Ny-covering increases; see Table 2.

We observe that for Ny = 18, the lower bound for By, is around 0.45. This is
compatible with the estimate in (4.6) as 0.45 is a lower bound Ay in (2.11) for the
global stability threshold. We highlight that for the state matrix A defined by (7.1),
the quantities § and Ay in Theorem 2.9 satisfy 0.77 ~ 6 > Ay ~ 0.45.

7.2. Infinite-dimensional linear networks with uniformly random cou-
plings. Let us consider the following class of infinite-dimensional spatially distributed
systems

(7.2 C0(1) = (Ao + B (1)

that consist of subsystems with state variables 1; with spatial indices ¢ € Z. The
spatially invariant matrix Ay = [p(i — j)};,jez is the Toeplitz state matrix in Example
3.3 in which p(k), k € Z, is a symmetric real-valued sequence satisfying p(—k) = p(k)
forall k € Z, p(k) = 0 for all k & [~7, 7], and Py := —supgcg Rp(§) > 0, where p(§) =
>,z p(d) exp(—2my/—1€). For a given parameter € > 0, the second term in the state
matrix Ec ; = [ec +(¢,7))]i,jez is a symmetric matrix whose elements are independent
random variables drawn from uniform distribution U(—¢,¢€) if i < j < i+ 7 and zeros
if j > i 4 7 for every ¢ € Z. One may verify that

(7.3) IAo + Ecrlls < |Aolls + [Eerlls < Y Ip(k)| + (27 + 1)e
|k|<T

and

(7.4) |Eercll2 < |Eer|lslicllz < (27 + 1)e||c||2 for all ¢ € 2.

From (3.11) and (7.4), we obtain that the stability threshold (2.12) satisfies
(75) Ag > Py — (27’ + 1)6.

Hence, the infinite-dimensional system (7.2) is exponentially stable if

B

C<ori1
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The underlying graph of linear dynamical network (7.2) is the circulant graph in
Example 2.4 generated by G = {#1}, which has Beurling dimension 1 and density 2.
Moreover, Vy, = NoZ can be selected as the set of leading subsystems for every given
Ny > 1 and the corresponding lower and upper covering numbers o} and o3 in (4.4)
become af =1 and aj = 5, respectively. According to Theorem 5.4, the exponential
stability of (7.2) can be verified in a distributed manner by finding Ny such that

(7.6) XN (Ao + Eerxoge <0
and
(7.7)
2
c*x%ok(Ao—G-Eﬁﬁ XN 0.¢> | 4V5T Z Ip(k)| + (27 + 1)e | Ny HXNokCHQ
[k|<T

for all kK € Z and ¢ € ¢2. One observes that matrices X%gk(Ao + Ee,f)x%;)k and
x%ﬁk(Ao + EG’T)2x%°k for all k € Z have the following structures,

AEvTaNO = [p(Z - -]) + Ce.r (Z’ '])] 1<4,j<2No+1

and

Heng = | Y (i = k) +eer(i, k) (p(k = ) + ecr (k. )) ;

[k—il<r 1<i,j<2No+1

respectively. Let us denote the smallest and largest eigenvalues of a symmetric matrix
A by Apnin(A) and Apax(A), respectively. Thus, the requirements (7.6) and (7.7) are
satisfied if and only if the following two statements that

(78) )\max(AeJ,No) S 0
and
2
(7.9) Amin(He.r.ng) > 8072 | Y p(k)| + (27 + 1)e | Ny°
[k|<T

hold for all e ,(i,7) such that e, (i,7) = eer(j,7) for all 1 < 4,5 < 2Ny + 7. We
recall that e -(¢,7) for all 1 <4 < j <4+ 7 are independent random variables with
uniform distribution U(—e,€) and e -(4,j) =0 for all i + 7 < j <.

In the next step, we examine exponential stability of the infinite-dimensional
linear systems (7.2) with an Ay whose symbol is given by p(§) = —2 + coswg. We
provide numerical simulations to verify (7.8) and (7.9). For this system, we have
that 7 = 1 and Py = 1. Hence, one can conclude from (7.5) that the system is
exponentialy stable if 0 < ¢ < Fy/(21 +1) = 1/3. We remark that the above
conclusion about exponential stability cannot be extended to linear system (7.2) with
e = 1/3. For instance, system (7.2) with state matrix symbol p(§) = —2 + cos 7€ +
(exp(—2my/—1&) +1+exp(2my/—1€))/3 = 5(—1+cos 7€) /3 is not exponentially stable
by Theorem 2.9 and the fact that the spectrum of the state matrix is the interval
[-10/3,0] = {p(&) | £ € R}, which contains the origin. Let us denote the matrices
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F1G. 4. The plot on the left shows the behavior of the minimum of the smallest eigenvalue
Amin (He, N, ) over 1000 independent trials, where the x-azis is € = /60 for all 0 < i < 18, the
y-azis is 1 < Ny < 40, and the z-azis is z(e, No). The plot on the right depicts the minimal
integers No(e) such that z(e, No) =1 for all No > No(e), € =i/60, and 0 < i < 18.

involved in (7.6) and (7.7) by A, n, = Ag + E., and H. n, = (Ag + E. ;)% Our
numerical simulations indicate that the requirement (7.8) is satisfied for state matrices
A, N, with e =/60, 0 < i <18, and 1 < Ny < 40 over 1000 independent trials. The
left-hand side of Figure 4 depicts behavior of the minimum of the smallest eigenvalue
of matrices H n, over 1000 independent trials, where the z-coordinate z(e, Np) is the
minimum of the following quantity over 1000 trials,

(7.10) min Aumin (Fle, 5o ) NG Amin (He, no ) NG )

8072(Z|k|§7 Ip(k)| + (27 + 1)6)2 ) = min ( 80(3 + 3¢)?

where the last equality holds as 7 =1 and }_ ;< [p(k)| = 3 in our simulations. Sup-
pose that Ny(e) is the minimum integer such that z(e, Ny) = 1 for all Ny > Noy(e).
Therefore, the numerical verification of the requirement (7.8), which is equivalent to
the exponential stability of the infinite-dimensional systems (7.2), reduces to finding
integers Ny(e). This is illustrated in the right-hand side of Figure 4. This simula-
tion demonstrates that our theoretical results can be applied to verify exponential
stability of infinite-dimensional linear systems using a series of finite-dimensional con-
ditions.

8. Final remarks. This work proposes a decentralized framework to verify ex-
ponential stability of linear dynamical network that are defined over spatial prox-
imity connectivity graphs. Several necessary and sufficient conditions have been
formulated that allow us to reexamine exponential stability of a given finite- and
infinite-dimensional linear system using spatially localized certificates. There are
several related problems and areas that can benefit from our proposed methodol-
ogy.

Stability of spatially distributed systems on £°°: In real-world applications, the
dynamics of each subsystem depends on the state variables, control inputs, and ex-
ogenous disturbance inputs of its neighboring subsystems. Thus, it is reasonable to
consider networks with governing dynamics

d

(8.1) =

(t) = A(t) +£(t)
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with initial condition ¢(0) € £°°, that is driven by a time-dependent bounded control
or exogenous noise &(t) = [£;(t)];cy. Suppose that the control system is exponentially
stable on £°°, i.e., there exist strictly positive constants C' and « such that

(8.2) leA(0) oo < Ce™*[[¥(0)]los, t =0,

then we have

t
()]l < AeMﬂW@@+&w@

00
t

< Ce™ ¥ (0)[loe + C/O e I E(5) | ods

< Ce™[Y(0)[|oc + Ca™" sup [|€(5)]|oo-
0<t<s

This implies that control system (8.1) with bounded input has bounded state (t) for
all t > 0. It is proven in [41] that if the linear system (8.1) is exponentially stable on
2, i.e., the inequality (1.2) holds, then it is also exponentially stable on ¢°°, i.e., the
inequality (8.2) holds. When the state matrix A belongs to B, N B2, we have that the
constant C' in (8.2) will depend only on the constants F,a given in (1.2), Beurling
dimension d, Beurling density D;(G), and doubling constant Dy(G) of the graph G,
bandwidth 7, and the value of ||A||». This suggests that our proposed methodology
in this paper can be applied to the control system (8.1) driven by input (which can be
a feedback control law or exogenous noise) to infer global stability in a decentralized
manner.

Stability of spatially distributed nonlinear systems: Our methodology can be ex-
tended to verify local stability of equilibria of spatially distributed systems with non-
linear dynamics. Let us consider a nonlinear system of the form

(53) S=FW), t20,

where 1(t) = [¢;(t)]iey € 2 and F : (2 — (2 satisfies F(0) = 0. Following Definition
2.7, we say that the nonlinear system (8.3) is 7-banded over the coupling graph
G=W,¢&)if F(¢) = [F;(V;)]iey for some continuously differentiable functions F; on
C?, where ¢ = #(B(i,7) N V) and V; = [¢;]ep(i,r)ny for all i € V. Let us define the
gradient A (y*) = Vy F(¢*) (with respect to ¢ at working point 9*) of the nonlinear
system (8.3) with (4, j)th entry a(i,j) given by

OF;
a(l,j) = 6¢]
0

(W) if p(i,j) <,

it p(i,j) >,
where p is a geodesic distance on G. By assuming that 1* is a hyperbolic equilibrium
and the initial state 1(0) is close to ¥*, our proposed localized stability certificates
can be applied to the nonlinear dynamic system (8.3) with the linearized state matrix

A (¢*) to infer stability in a spatially localized manner. The scope of this research
problem is beyond this paper.
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