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AN INVERSE PROBLEM FOR A QUASILINEAR
CONVECTION-DIFFUSION EQUATION

ALI FEIZMOHAMMADI, YAVAR KIAN, AND GUNTHER UHLMANN

ABSTRACT. We study the inverse problem of recovering a semilinear diffusion term a(t, \)
as well as a quasilinear convection term B(t, z, A, £) in a nonlinear parabolic equation
Oyu — div(a(t,u)Vu) + B(t,z,u,Vu) - Vu =0, in (0,T) x £,

given the knowledge of the flux of the moving quantity associated with different sources
applied at the boundary of the domain. This inverse problem that is modeled by the
solution dependent parameters a and B has many physical applications related to various
classes of cooperative interactions or complex mixing in diffusion processes. Our main
result states that, under suitable assumptions, it is possible to fully recover the nonlinear
diffusion term a as well as the nonlinear convection term 5. The recovery of the diffusion
term is based on the idea of solutions to the linearized equation with singularities near the
boundary 92. Our proof of the recovery of the convection term is based on the idea of
higher order linearization to reduce the inverse problem to a density property for certain
anisotropic products of solutions to the linearized equation. We show this density property
by constructing sufficiently smooth geometric optic solutions concentrating on rays in §2.

1. INTRODUCTION

Let T > 0 and let Q C R™ with n > 2 be a bounded domain with a smooth boundary.
We denote by v(x) the outward unit normal to 92 computed at = € 92. Then, for A € R,
we introduce the initial boundary value problem (IBVP in short)

(1.1) u=A+f on (0,7)
u(0,x) = A z € (.

Throughout this paper, we make the standing assumption that the nonlinear diffusion term
a € C>([0,T] x R) satisfies

(1.2) a(t,\) >0, (t,\) €[0,T] xR,
and that the nonlinear convection term B € C*([0,T] x Q x R x R")" satisfies
(1.3)  B(t,z,7.8) =0b(t,z,7.8) B(t,z,7), (t,x) €(0,T)xQ (1,§) e RxXR"

for some B € C=([0,T] x © x R)" and a scalar function b € C*([0,T] x Q x R x R") that
satisfies

(1.4) b(t,z,7,0) = 1.

Date: November 16, 2021.
2010 Mathematics Subject Classification. Primary: 35R30, Secondary:
1


http://arxiv.org/abs/2111.07374v1

2 A. FEIZMOHAMMADI, Y. KIAN, AND G. UHLMANN

From now on, we fix a € (0, 1) and we denote by C2%([0, 7] x X), with X = Q or X = 99,
the set of functions h lying in C(]0, 7] x X) satisfying

= su [ht,z) = hs,y)| . x), (s x s 00
g = s { DI (1.0), 0) € 0.7 % X, (1) # (5 < .

2T ([0, T] x X) as the set of functions h lying in

1C*(X))NCH[0,T];C(X))

Then we define the space C'*2

[
([0, T7;
such that

Oh,0%h € C2([0,T) x X), Be (Nu{oh", 8] =2
We consider on these spaces the usual norms and we refer to [0, pp. 4] for more details. We
introduce the space

Ko :={h € C**52([0,T] x 0Q) = h(0,-) = d,h(0,) = 0}

and for all » > 0 we denote by B, the ball of center zero and of radius r of the space K.

As we will show in Proposition 2] given any A € R there exists € = ¢, 5, > 0, de-
pending on a, B, A, Q, T, such that, for f € B., (L) admits a unique solution u, €
ClHe/22+a ([0, T); C(Q)) that lies in a sufficiently small neighborhood of A\. We can define the
parabolic Dirichlet-to-Neumann map

N)\,a,B : ]Be = f = a(tvu)\)auu)\(ta ZL’), (tv .CL’) S (07 T) X OS2

Here the map N, , 5 sends any small boundary source A + f located on the lateral boundary
(0,T) x 0N to the associated measurement of the flux given by a(t, u,)0,u, that is measured
also on the lateral boundary. In this sense, the knowledge of the map N, , 5 is equivalent to
the knowledge of the flux for all possible Dirichlet excitation of the system on a neighborhood
of the constant function .

Our inverse problem can now be posed as follows: Can we recover the nonlinear diffusion
term a and the nonlinear convection term B, given the knowledge of the parabolic Dirichlet-
to-Neumann map N, , g for all A € R?

1.1. Motivations. Let us recall that the equation in (ILT]) can be associated with different
class of nonlinear equations including nonlinear Fokker—Planck equations, nonlinear model of
convection-diffusion equations and multidimentional formulation of generalized viscous Burg-
ers’ equations. Each of these equations are associated with different physical phenomenon.
For instance, nonlinear Fokker—Planck equations of the form (ILT]) have applications in vari-
ous fields such as plasma physics, surface physics, astrophysics, physics of polymer fluids and
particle beams, nonlinear hydrodynamics, population dynamics, human movement sciences
and neurophysics. Here the fundamental physical mechanism arises from cooperative inter-
actions between the subsystems of many-body systems which leads to models described by
nonlinear equations (see e.g. [15]). In the same way, nonlinear model of convection-diffusion
equations of the form ([LI]) can describe the transfer of physical quantities whose concentra-
tion is given by the solution of (II). In this context, the nonlinearity of the equation (IL.TI)
describes models where the diffusivity a and the velocity field B depend on the concentra-
tion of the moving quantities. Such phenomena may occur in the context of complex mixing
phenomena such as the Rayleigh-Bénard convection where the velocity field depends on the
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temperature. We mention also that the equation (L) can be seen as a multidimentional
formulation of a generalized viscous Burgers’ equation modeling several physical phenomena
in fluid mechanics and gas dynamics. Finally, we mention that IBVP similar to (ILT]) can be
considered in the context of cooling process in the production of heavy plates made of steel
where the heat conduction in the time leads to some class of nonlinear parabolic equations
where the nonlinear terms are associated with temperature dependent parameters (see e.g.
[A10).

For all these models and the associated physical phenomenon, the goal of our inverse
problem is to determine the nonlinear physical law of the system associated with (LI]). This
problem can be formulated in terms of simultaneous determination of the nonlinear diffusive
(or viscosity in the context of Burgers’ equation) term a (¢, u) and of the nonlinear convection
term B(t, x, u, Vu) modeling the drift vector for Fokker—Planck equations or the velocity field
of the moving quantity for convection-diffusion equations.

Beside these physical motivations, there is also an important mathematical motivation for
the study of such inverse problems due to their high nonlinearity. These problems can also
be seen as a natural extension of similar problems of determination of coefficients stated for
linear equations.

1.2. Previous literature. Inverse problems for various nonlinear equations have been widely
studied in the last few decades. The key tool in the analysis of inverse problems for non-
linear equations is linearization of the PDE. In general, due to the presence of nonlinearity
the solutions to the linearized equation can interact in a nonlinear fashion creating richer
dynamics compared to the case of inverse problems for linear equations. This observation
has been an underlying theme in majority of the works on inverse problems for nonlinear
PDEs. The approach of first order linearization to solve inverse problems for a nonlinear
equation was initiated by Isakov in [2I]. A second order linearization method was con-
sidered by Sun and Uhlmann in [45] while the idea of higher order linearization was fully
utilized by Kurylev, Lassas and Uhlmann in [33] to solve challenging inverse problems for
hyperbolic equations. Without being exhaustive, we refer the reader for example to the
works [13] 17, 28] [33], [35], B7] that study inverse problems for nonlinear hyperbolic equations,
[7, 14, (191 24], 25, [31), 32}, 36, [44] for some results concerning semilinear elliptic equations as
well as [3, [4 Bl 16, 221 29, 40} 43], [45] for results on quasilinear elliptic equations. All these
works are based on the linearization method.

In the context of nonlinear parabolic equations, the first results were concerned with
recovery of semilinear terms F(¢,z,u) given the Dirichlet-to-Neumann map associated to
the parabolic equation

Ou — Au+ F(t,z,u) =0, on (0,7) x Q.

The recovery of nonlinearities of the form F' = F(u) was considered by Cannon and Yin
in [I0] and Pilant and Rundell in [42], while the more general nonlinearity F' = F(z,u)
was considred by Isakov in [2I]. There the author proved the recovery of time independent
semilinear terms of the form F(z,u) given the additional over determination imposed by
allowing arbitrary initial data as well as final time overdetermination. The proof of [21]
is based on the first order linearization of the inverse problem combined with results of
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recovery of time-dependent coefficients proved by the same author in [20]. In [§] a further
generalization of this result was derived together with a stability estimate. For further results
in the semilinear parabolic setting with initial or final data over determination, we refer the
reader to [9] 22| 23] 26, 27]. In the recent work [30] the authors considered the recovery of
a general semilinear term depending on time variable, space variable and the solution and
with zero initial conditions.

The literature of studying inverse problems for quasilinear parabolic equations is rather
sparse. We mention the work of Egger, Pietschmann and Schlottbom in [I2] where in two
and three dimensional physical space, the recovery of a semilinear term a(t,u) was studied
in the context of a quasilinear parabolic equation similar to (LI]). However, the recovery of
the nonlinear convection term was not considered there.

1.3. Main results. Our main result states that it is possible to uniquely determine the
nonlinear diffusion term a as well as the full Taylor series of the nonlinear convection term
B at £ = 0, given the knowledge of the Dirichlet-to-Neumann map on a neighborhood of
constant functions. Precisely, we will prove the following Theorem in Section

Theorem 1.1. For j = 1,2, let a; € C*([0,T7] x R) satisfy (L2) with a = a; and let
B; € C=([0,T] x Q x R x R")) satisfy [L3)-(L4) with B = B;, b= b;. Then, the condition

(1.5) Nya.B = MNoawy, foralldeR
implies that

(1.6) a(t,\) = as(t,\), te€(0,7), NeR
and

(1.7)  9Bult,z,\,0) = 0. By(t, 2, A,0), (t,x) € (0,T) xQ, B e (NU{O}H", XeR.

As a direct consequence of Theorem [T}, we obtain the following results of full recovery of
the parameter a and B.

Corollary 1.1. Let the condition of Theorem [I1 be fulfilled and assume that, for j = 1,2
and all (t,z,\) € (0,T) x Q x R, the map R" 3 & — b;(t,z,\, &) is real-analytic. Then
condition (L3 implies that a1 = ay and By = Bs.

The proof of Theorem [L.1] will be divided into several steps. We begin by constructing
the nonlinear diffusion term a through using solutions to the first order linearization of (ILLTl)
with singular behavior near the boundary. Next, using first order linearization of the DN
map together with standard Geometric Optic solutions to the first order linearization of
(LT)) allows us to recover the nonlinear convection term B at £ = 0. The recovery of the full
Taylor series of B at £ = 0 will be divided into two steps. First, we use the idea of higher
order linearization to reduce the problem of recovering the Taylor series of B at £ =0 to a
density property for certain anisotropic products of solutions to the first order linearization
of ([IL.d)). Second, we prove the density claim by using Geometric optic solutions with higher
regularity. Our density claim can be stated as follows. In the following proposition, w(m+ 1)
stands for the set of all permutations of {1,...,m+1}. Given any j = 1,...,n the notation
0; stands for the partial derivative with respect to 27.
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Proposition 1.1. Let ag € C*®([0,T];R") and By € C®([0,T] x Q)". Let m € N and let
Q be a continuous function on [0,T] x Q with values in the symmetric tensors of rank m.
Suppose that

/ ( > QUm0 ’ajmwm> (Bo - Vg, ;) Umsz dt dz = 0,
0,7)x

0q,.. ,Zm+1€7r (m+1) Jiseenjm=1

for allv, € HY(0,T;C*(Q)), £ =1,...,m+ 1 solving

(1.8) Orve — ag(t)Avg + By(t,x) - Vo, =0, on (0,T) x Q,
subject to ve(0, ) = 0 on Q and all v, o € HY(0,T;C*Q)) solving
(1.9) — QU2 — ao(t) Avyae — div(Bo(t, ©)vma2) =0,  on (0,T) x Q,

subject to vyio(T,x) =0 on Q. Then, QQ ® By vanishes identically on (0,T) x Q.

1.4. Comments about our results. Let us first observe that to the best of our knowledge
Theorem [LLI] and Corollary [I.1] are the first results for simultaneous recovery of the two
general classes of nonlinear terms a and B satisfying (L.2)—(L3]). The simultaneous recovery
of these two classes of parameters relies partly on the fact that the diffusion term a can
be determined independently of the choice of the convection term B. While this idea was
already used by [I2] in order to recover a nonlinear diffusion term in dimensions two and
three, this article is the first in proving the simultaneous recovery of both these classes of
parameters. Moreover, the nonlinear convection term in this paper has dependence not only
on space and time but also on the solution and its gradient and as far as we know, even
for a = 1, Theorem [L.T] and Corollary [[.T] are the first results for the full recovery of such a
general class of convection terms.

The recovery of the diffusion term a is based on the first order linearization and application
of suitable singular solutions in the spirit of [I]. As observed by [12], this approach allows us
to determine the diffusion term a independently of the choice of the convection term B. Using
this approach, we prove in Proposition B.1] the unique recovery of the diffusion term a given
the data Ny .5, A € R. A similar problem was considered by [12] but with some extended
knowledge of the parabolic Dirichlet-to-Neumann map not restricted to neighborhood of
constant functions.

Once the unique recovery of the diffusion term a is proved, we consider the determination
of the nonlinear convection term B. Here we use the higher order linearization approach
initiated by [33] in order to transform this inverse problem to a density property for solutions
of the linearized problem as stated in Proposition [LIl We prove Proposition [Tl by utilizing
specific solutions of linear parabolic equations, called geometric optics solutions, that are
constructed by means of suitable Carleman estimates. The construction of such solutions
with constant second order coefficients can be found in [2] with L?-bounds on the remainder
terms of the geometric optics solutions. However, in the context of Theorem [Tl we need to
consider such class of geometric optics solutions with second order time dependent coefficients
and improved regularity. In Section M we prove the construction of these new classes of
geometric optics solutions that we design for the proof of Proposition [T}



6 A. FEIZMOHAMMADI, Y. KIAN, AND G. UHLMANN

In order to prove Proposition [T, we consider a specific class of geometric optics solutions
whose products concentrate near arbitrary points zg € € and ¢, € (0,7). This idea is
inspired by the approach of [4] where a similar construction was carried out in the context
of determining a nonlinear conductivity in an elliptic equation. Nevertheless, we would like
to mention that for our parabolic problem there are several technical differences compared
to the elliptic problem studied in [4] that we will sketch as follows. One of these difficulties
comes from the fact that the parabolic equation studied here is not self adjoint as opposed to
the self adjoint elliptic equation studied in [4]. This makes some of the symmetries present in
the latter work to disappear as is apparent already from the statement of our Proposition [[.]
compared to the analogous proposition in [4]. Secondly, the form of the geometric optics
solutions here are rather different from the complex geometric optics solutions constructed
in [4]. This is mainly due to the parabolic scaling of the phase function, see (L3)-(@4). As a
consequence the process of canceling the exponential terms that are present in the geometric
optics solutions is achieved via different arguments.

1.5. Organization of the paper. This article is organized as follows. In Section 2, we
show some properties of solutions of (ILT) including the well posedness for small data and
the linearization properties. Section 3 is devoted to the unique recovery of the diffusive term
a(t,u) and the reduction of Theorem [[.Tlinto the density property of products of solutions of
the linearized parabolic problem stated in Proposition [Tl In Section 4, we introduce a new
class of smooth Geometric optic solutions, with higher regularity, for some class of linear
parabolic equation of the form (L8)-(L9). Using the Geometric optic solutions of Section 4,
in Section 5 we complete the proof of Proposition [T and by the same the proof of Theorem

in

2. PRELIMINARIES

2.1. Well-posedness for small data. In this subsection, we consider the well posedness
for the problem (LI) when the data f is sufficiently small. For this purpose, we consider
the Banach space Ky with the norm of the space C'*22+%([0,T] x 052). Our result can be
stated as follows.

Proposition 2.1. Let B € C®([0,T] x @ x R x R")", a € C*=([0,T] x R) satisfy condition
([L2). Then for all X € R, there exists € > 0 depending on a, B, )\,_Q, T, such that, for
f € B, problem (1) admits a unique solution uy € C**+22+2([0,T| x Q)) satisfying

(2.1) [ux — )\HC1+%’2+“([07T}><§)) <C ||f’|cl+%'2+a([0,T}xaQ) :

Proof. Let us first observe that we can split u, into two terms uy = \ + vy, where v = vy
solves

O — div(a(t,v + \)Vv) + B(t,z,v+ A\, Vv) - Vo =0 1in (0,7) x Q,

(2.2) v=f on (0,7) x 09,
v(0,2) =0 x € .

Therefore, it is enough for our purpose to show that there exists € > 0 depending on a, B, A,

o

Q, T, such that, for f € B,, problem (Z2) admits a unique solution vy € C**222([0, T] x Q)
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satisfying
(23) ||U)‘||Cl+%’2+a([0,T}><§) < C ||f||01+%’2+a([0,T}><69) .
For this purpose, we consider the spaces

Ho = {u S Cl+%’2+a([O,T] X ﬁ) D Uoyxa = 0, atu|{0}><89 = O}>

Ly := {F € C%’a([O,T] X ﬁ) : F’\{O}xaﬁ = O}
Then, we introduce the map G from Ky x Hg to the space Ly x Ko defined by
G: (f,v) = (O —div(a(t,v + \)Vv) + B(t,z,v + X, Vv) - Vu,vj01m)x00 — [)-

We will define the solution of (Bl by applying the implicit function theorem to the map
G. Using the fact that B and a are smooth, it follows that the map G is C* on Ky X H.
Moreover, we have G(0,0) = (0,0) and

0,G(0,0)w = (Qyw — a(t, \)Aw + B(t, x, A, 0) - Vw, wio,1)x00)-

In order to apply the implicit function theorem, we will prove that the map 0,G(0,0) is an
isomorphism from Hy to Ly x Ky. For this purpose, let us fix (F,h) € Ly X Ky and let us
consider the linear problem

Ow — a(t, \)Aw + B(t,z,\,0) - Vw = F(t,z) in (0,7T) x €,
(2.4) w=nh on (0,7) x 09,
w(0,2) =0 x € Q.

Applying [34, Theorem 5.2, Chapter IV, page 320], we deduce that problem ([Z4]) admits a
unique solution w € Hy satisfying

”chH%’%a([QT}Xﬁ) < C(HFHc%va([QT}Xﬁ) + Hh”cH%’”a([QT}XaQ))'

From this result we deduce that 0,G(0,0) is an isomorphism from Hg to Ly X Ky. Therefore,
applying the implicit function theorem, we deduce that there exists ¢ > 0 depending on
a, B, A\, Q, T, and a smooth map v from B, to Hy, such that, for all f € B., we have
G(f,¥(f)) = (0,0). This proves that , for all f € B., v = ¢(f) is a solution of (Z2).
Recalling that a solution of the problem (Z2]) can also be seen as a solution of the linear
problem with sufficiently smooth coefficients depending on v, we can apply [34) Theorem
5.2, Chapter IV, page 320] in order to deduce that v = ¢(f) is the unique solution of ([2.2).
Combining this with the fact that ) is smooth from B, to H, we obtain (23]). This completes
the proof of the theorem. O

2.2. Linearization of the problem. Let B € C*([0,T] x QxR xR™)" a € C*([0,T] x R)
satisfy condition (L2)). Let usintroduce A € R, m € NU{0} and consider s = (s1,..., Spmt1) €
(0,1)™* and A € R. Fixing ¢1,..., gmi1 € B_c_, we consider u = u, the solution of
Owu — div(a(t,u)Vu) + B(t,z,u, Vu) - Vu =0 in (0,7) x €,
(2.5) u=A+>" 80 on (0,T) x 09,
u(0,2) = A x € S
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Following the proof of Proposition 2.1, we know that the map s + u; is lying in

C* ((—=1,1)m*;C1+32+2([0,T] x ). We will start by considering the partial derivative
(2.6) 05,05, . .. 0

it Uy at s =0.

We can split u, into m + 2 terms

Us = A+ S1W1s + ...+ Spp1 Wit 1,5-

where, for £ =1,...,m, wy, € C**(Q) solves
Oywy s — div(a(t, us)Vwys) + B(t, x, us, Vug) - Vg, =0 in (0,7) x Q,
(2.7) Wes = o on (0,7) x 09,
wps(0,2) =0 x € (.

Our aim in the remainder of this section is to use the above representation formula for ug,
to justify and evaluate (2Z.0]).

Let us first consider lnré wys, £ =1,...,m+ 1. For this purpose, we introduce the solution
s5—

of the linear problem
o — a(t,\)Av + B(t,z,\,0) - Vo =0, in (0,7T) x €,

(2.8) v=g on (0,7) x 09,
v(0,2) =0 x €
Lemma 2.1. For{ =1,...,m+ 1, we consider v, the solution of 2.8) with g = g;. Then
we have
(2.9) £1_I)T(l) [we,s — U£||C1+%’2+a([O,T]><§) = 0.

Proof. In all this proof C' and C will be two generic constants depending on a, B, 2, \, €
and T that may change from line to line. In view of Proposition 2.1l we know that (2.5)
admits a unique solution ug € H satisfying

(2.10) <C.

ltsllgreg 24 0,79,
Applying this estimate and fixing
as(t,z) = a(t,us(t,x)), te(0,T), el
Bs(t,x) = B(t, z,us(t,x), Vus(t,x)), te(0,T), e,
we deduce that a, € C'+227%([0,T] x Q), B, € C22([0,T] x Q) with

aslloreg 24001y < C llal 0)lleao,m) + € S Sluchak >)Hcl([0,T}) sl g1 24 g0, 77,000
e 37|<

<C(1+40),

(211) [|Billoga < C|B(-,0,0

+C sup sup sup \}akagB(
|(k,@)|<1|T|<M |¢]<C

(0,7]x) )Hc%’“([O,T}Xﬁ)

)HC%’“([O,T]XQ) (Huchz “([0,T]xQ) + HV“SHc%’“([o,T]xﬁ))

SO llusllgrg 2ee o ryxm) < €
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Therefore, in view of [34] Theorem 5.2, Chapter IV, page 320], wy,, € C**227([0,T] x Q) is
the unique solution of

Orwy s — div(as(t, x)Vwyes) + Bs(t, z) - Vwes =0 in (0,7) x Q,
Wes = G on (0,7 x 09,
wys(0,2) =0 =

and it satisfies
(2.12) ||wé,s||cl+%’2+“([0,T]xﬁ) <O

Applying the mean value theorem, we deduce that
1B, sl:), T () = BE A0

< C sup sup (HD B(,7,¢6) Hc1 (0.71x@) ) |siwy s+ ...+ sm+1wm+17s]|cl([0ﬂx§) .
k=1,2 7 te[—|\|-mC,|\|+mC)]

Combining this with (2.12]), we deduce that
||Bs - B(-, A, O)HC%’Q([QT}xﬁ)
< Csl.

In the same way, we prove that

(2.14) las —a(-,

(2.13)

)HCH? 2+°‘([0T><Q C|S|

Therefore, fixing y, s = v — wy s, we deduce that y = y, s solves the linear problem
Oy — a(t, \)Ay + B(t,z,\,0) - Vy = K5, in (0,7") x €,
(2.15) y=0 on (0,7) x 09,
y(0,2) =0 r e
with
Ky = [pus — (-, N)] 0w s — div([as — a(-, X)|[Vwgs) [Bs — B(+, A, 0)] Vwgs.
Applying (ZI2)-(2ZI4), we deduce that

15,5 HC%’O‘([QT} )

< O [llas = als Mllgres 22e oy [0 llers 8250 g0
+ [|Bs — B(:, A, 0)”0%’0‘([07T}Xﬁ) ||w€,s||cl+%’2+a([o,T]Xﬁ)
< Cls).
Therefore, applying [34, Theorem 5.2, Chapter IV, page 320], we obtain that
|we,s — W||cl+%72+a([o,T]X§) = Hy@,s||cl+%’2+a([o,T]X§) <C ||K€,S||c%’a([o,T]X§) < Cls|
which implies (2.9)). O

Formula (2.9) gives us a limit of the expression wys as s — 0. Let us now consider, for
N =1,...,m+ 1, the partial derivative 0,,us at s = 0.
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Lemma 2.2. For {,N =1,... ,m+ 1, Os,us|s=0 is well defined and we have
(2.16) OspUs|s=0 = VN
in the sense of functions taking values in C*+2-2+([0,T] x Q).

Proof. Using the fact that s — wu, is C* on some neighborhood of s = 0 as functions
taking values in C'*2:2+2([0, 7] x Q), we deduce that s + a, (resp. s+ B,) are C* on a

o

neighborhood of s = 0 as functions taking values in C'*22%([0, 7] x Q) (resp. C2*([0,7] x

2)"). Combining this with (2.9]), we deduce that us|s—g = A which implies
(217) asN [&tus”szo = at(ﬁsNuS|S=0)

where the derivative is considered in terms of functions taking values in C2%([0,7] x Q). In
the same way, we obtain

(2.18) Osy [—div(a(t, us)Vus)]|s=o = —a(t, \)A(Os ts|s=0),

(2.19) Osy [Bs - Vug]|s=o = B(t, z, X\, 0) - V(05 us|s=0)-
Combining (ZI7)-(219), we deduce that zy = 05, us|s—o solves the IBVP
Orzny — a(t, \)Azy + B(t,z,A\,0) - Vzy =0 in (0,7) x £,

ZN = gN on (0,7) x 09,
zn(0,2) =0 x €

Then the uniqueness of the solution of the above IBVP implies that Os, us|s—0 = 2y = vn.
Finally, combining the fact that the identities ([2.I7)-(219) hold true as functions taking
values in C2%([0,T] x Q) with [34, Theorem 5.2, Chapter IV, page 320] and the arguments
used in the proof of Lemma 2.1} we deduce that (2.IG) holds true in the sense of functions
taking values in C1*2:27%([0, T] x Q).
0
Now let us turn to the expression 8551 8% uj s|s=o For this purpose, we introduce the function
wy, ¢, € CHH2:24([0, T] x Q) solving the linear problem
at'LUgl,gz — a(t, )\)A'LU(LZZ + B(t, T, A\, O) . nghgz = Héll’)z2 in (O,T) x €0,
(2.20) Wy, 0, =0 on (0,7) x 09,
U)zth(O,I) =0 x € €,
where X
Hél,)gz = - 87— [Uél 8tU£2 + ’0528{051] -+ 8Ta(t, )\)diV[Ugl VUgQ + Vg, V’Ugl]
— (0:B(t, z, \,0) - Vg, )vg, — (0:B(t, 2, A, 0) - Vug, vy,
— (858(t, x, )\, O)VUgl) . VUgQ — (858(t, x, )\, 0)VU52) : val.
Repeating the arguments of Lemma 2.2, we obtain the following.

Lemma 2.3. For {,N =1,....,m+ 1, Os,wes|s—o is well defined and we have
(2.21) Dsp We | s=0 = W ¢

in the sense of function taking values in C*+2:2+2(]0,T] x Q).



AN INVERSE PROBLEM FOR A QUASILINEAR CONVECTION-DIFFUSION EQUATION 11

We can prove by iteration the following result.

Lemma 2.4. The function

(2.22) W™ =0, 0,y . .. Ds,, 1 Us|o=0

is well defined in the sense of functions taking values in C**2272([0,T] x Q). Moreover,

w™t) solves

(2.23)
0w ™) — qa(t, \)Aw™Y + B(t,x, \) - V™) 4 HOD =0 in (0,T) x Q,
wmH) =0 on (0,T) x 09,
w™(0,2) =0 €,

Here, (recalling that B has the special form (L3)) we have

(224) H(m—l—l) — Z Z ((851'1 e afjmbk:o)ajlvfl e ajmvém) B . Vvém+1 + K(m—l—l)’

Lem(mA+1) g1, dm=1

where all the functions are evaluated at the point (t,x) and K™tV (t,z) depends only on a,
8§B(t,x,)\,0), k=0,....m—1, and vy,..., V1.

3. PrRoOOF oF THEOREM [I.1]

This section is concerned with the proof of Theorem [I.LTI We start by showing that the
Dirichlet-to-Neumann map N , 5 uniquely determines the diffusion term a(t, A) as well as
the zeroth order term in the Taylor series of B at (t,z, A,0). This is achieved by studying
the first order linearization of the Dirichlet-to-Neumann map.

We will then proceed to determine the remainder of the terms in the Taylor series of B at
(t,z,A,0) by combining the idea of higher order linearizations of the Dirichlet-to-Neumann
map together with the density property stated in Proposition [l

3.1. Recovery of the nonlinear diffusion term a(¢,\). In this section, applying the
linearization procedure described in the preceeding section, we prove the recovery of the
nonlinear term a given the knowledge of N, .5, A € R. More precisely, we prove the
following.

Proposition 3.1. Let the condition of Theorem [1L1 be fulfilled. Then, for any X € R, the
condition (L3 implies that (L) holds true.

We fix A € R and g € Ho with ||g[|,1+5.2+a < €. We consider for 7 € (—1,1), u;,

([0,T]x0%)
solving
Ouj, — div(a;(t, u; ) Vu) + B;(t, z,uj -, Vu, ) - Vuj, =0 in (0,7) x Q,
Ujr =A+Tg on (0,7) x 09
Uj’T(O,LU) =0 IS Y/

In a similar way to Lemma 2.2, we can prove that w; = 0,u; ,|,—o solves
8twj — aj(t, )\)Aw] + Bj(t, €, )\, 0) : ij =0 in (0, T) X Q,
(3.1) w; =g on (0,7) x 09
w;(0,2) =0 x € Q.
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Therefore, fixing

Aj)\ : Ho > gt CLj(t, A)auwj|(0,T)><89
we deduce from (3] that
(3.2) Ay = Ag .

In view of this result the proof of Proposition B.1] will be completed if we can prove the
following.

Lemma 3.1. Let the condition [B.2) be fulfilled. Then the condition (LG is fulfilled.

Proof. We prove this result by applying an approach based on singular solutions inspired by
[1] in our specific context with solutions of parabolic equations and any dimension of space
n = 2. We start by proving this result for n > 3. We will prove that ([B2]) implies that

(33) al(t, )\) = CLQ(t, )\), t e (0, T)

For this purpose, we will proceed by contradiction. Let us assume that (3.2]) is fulfilled
but ([B3) is not fulfilled. Then, without loss of generality, we may assume that there exists
0 <ty <ty <T,such that

(34) a1 (t, )\) < CLQ(t, )\), t e [to, tl]
Fix r > 0 and y € R™\ Q such that dist(y, Q) = r. Consider also ®, € C>(Q) defined by

D, () = lz—y[*", ze,

n(2 —n)d,
where d,, denotes the volume of the unit ball in R™. Fix also § € (0, (t1—to)/4), x € C§°(to, t1),
satisfying 0 < x < 1 and x = 1 on [ty + d,%; — 0]. Then, we set
W, (t,z) =xt)P,(z), z€Q, tel0,T].

For j = 1,2, let w; be the solution of

8twj - aj(t, A)ij + Bj(t,x, )\, 0) . VU)j =0 in (0, T) X Q,

w; =, on (0,7) x 09
w;(0,2) =0 x €

and wj, j = 1,2, the solution of the adjoint system
—Oyw? — a;(t, \)Aw; — div (B;(z, A, 0)w;) =0 in (0,7) x €,

w; =V, on (0,7) x 09
wi(T,r) =0 x €.

Recall that A®, = 0 on 2. Using this property, we can split w; into w; = ¥, + z; with z;
solving

Oz — aj(t, \)Az; + Bj(t,z,A,0) - Vz; = G5 in (0,T) x Q,
2; =0 on (0,7) x 09
2j(0,2) =0 z €,

with
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Applying [38, Theorem 4.1., Chapter 3] and [39, Theorem 5.3., Chapter 4|, we deduce that
this problem admits a unique solution z; € L*(0,T; H*(Q)) N H'(0,T; L*(2)) satisfying the
estimate

NG 20,7010

¢ ||(I)y||L2(Q) + C||B;(t,z,A,0) - Vq)y”p(o,T;Hfl(Q))
CAFB; (5 A )l oo o 711,00 (0)) 1Py ll 12

1y 2

where C' is independent of r. On the other hand, fixing R > 0 such that () is contained into
B(y, R) = {x € R": |r —y| < R} and using the fact that dist(y,2) = r, we get

(36) H(I)szLQ(Q) B C/ |z — y|""dw < Ot / |z — y\é‘"dx = Crt s
@ B(y,R)

with C' > 0 independent of . Combining this with ([B.3]), we find

1EAl L2(0,T;H1())

(3.5)

INCINCIN N

n 1

(3.7) 123l oz iy < Cr2 87T,

with C' independent of 7. In the same way, we can split w} into w} = ¥, + 2 with

1

(3.8) 1251 20,7011 ) < Cr?~271,
where C' is independent of r. We fix w = w; — ws and we remark that w solves

Orw — ay(t, \)Aw + By (t, 2, A,0) - Vw = K in (0,T) x Q,
w=0 on (0,7) x 09
w(0,2) =0 x € (),
with
K(t, .CL’) = (al(t, )\) — a2(t, )\))AU}Q + [BQ(t, xZ, >\, O) - Bl(t, xZ, >\, O)] : ng.
Applying condition A; y = Ay ) and integrating by parts, we obtain

(3.9) 0={(A1aTy = AWy, V) 12 0.1y 000)

T
_ / / (a1 (£, \)Awnw? + ar(t, )V - V! — as(t, ) Awsw? — as(t, )V, - Vao']dadt
0 Q

T
_ / / (a1 (£, \) A + a1 (£, \)Vaw- Vo' +(ax (£ A) — as(t, A) (Awaw’ + Vg - Ve )] dacl.
0 Q

Using the fact that supp(x) C (to, 1) and applying the uniqueness of solutions of parabolic
IBVP, we deduce that, for j = 1,2, w; = 0 on (0,%y) x Q and wj = 0 on (¢, T) x 2. Thus,
we obtain

t1
/ /[al(t, N Aww] + a1 (t, \)Vw-Vwi + (a1 (t, N) — az(t, ) (Awsw] + Vws - Vwy)|dzdt = 0.
to Q
On the other hand, we have

al(t, )\)Aw = &w + Bl(t, Z, )\, 0) -Vw — (al(t, )\) - CLQ(t, )\))AU}Q
- [BQ(ta x, )‘a O) - Bl(ta x, )‘a O)] : V'LUQ
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and it follows

t1
/ / Oywwy + [([Ba(t, x, A\, 0) — By(t,x, A\, 0)] - Vws)widzdt
to Q
t1
+ / /(Bl (t,xz,\,0) - Vw)w] + a1 (t, \) Vw - Vw?) dx dt
to Q

t1
+ / /(al(t, A) —as(t, \))Vws - Vwildzdt = 0.
to Q

Finally, using the fact that w;o rxe0 = 0, Wi x0 = 0, wj = 0on (t1,7)x and integrating
by parts, we get

t1
/ / Owwy + (Bi(t,z, A, 0) - Vw) w + ay(t, \) Vw - Vwdzdt
to Q

T
- / / 0wt — ay(t, \)Aw! — div (Bu(t, z, A, 0)w)wdzdt = 0.
0 Q

Therefore, we obtain

t1 t1
/ (ay(t, \) — as(t, \)) / Vws - Vwidr + / /[B(t, x) - Vwswidzdt = 0,
to Q to Q
with
B(t,x,\) = By(t, z, X\, 0) — By(t, z, A, 0).
From this last identity, we deduce that

11 t1
(3.10) / (ar(t, N) — as(t, N)) / Vws - Vwide = —/ /[B(t,z, A) - Vws|wjdzdt.
to Q to Q

Recall that
1 z—y

Vo, (z) x € S

" ndy o=y
Choosing r > 0 sufficiently small, we can find zy € Q such that |zq — y| = 3r and
B(zg,7) :={z € R": |z —xo| <r} CQ.

Therefore, we get

1
[ atars o [ ey
Q ndn B(zo,r)
1 —2n
z — (lzo = y| — & — xo])*~*"da
ndn B(zo,r)
1 22—2n 22—2n 2—n
> (2T)2_2ndll§' — ,r,n,r,2—2n — r
ndp JB(z0,) n n

In the same way, we find

1

HV(I)yHiz(Q) - C'/ |z —y|> 2 de < COr¥ "% / |z — y[s "z = Or* "%,
Q B(y,R)
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with C' > 0 independent of r. Combining these two estimates, we get
1

(3.11) 2 g / VD, (2)2de < Cr2,
Q

with C, ¢ > 0 independent of . Moreover, we have

/ttl A(&2(t, )\) — al(t, )\))|V\ij(t’ $)|2d:13dt

- ( /: (as(t, \) — ar(t, A))|x(t>|2dt) ( /Q ‘Wy(x”zdx)

and, since y # 0, we deduce that

c inf [as(t,\) — ai(t, \)]r*™" </t1/g(a1(t, A) — aq(t, )|V, (¢, 7)Pdxdt,

te(to,t1]

with ¢ > 0 independent of . Combining this with ([3.7)-([3.8) and the fact that w; = ¥, + z;,
Jj =1,2, and wi = ¥, + 27, we obtain that for r > 0 sufficiently small, we have

t1
c inf [ag(t,\) — ai(t, \)]r* ™" < / (a(t,\) —ay(t, \)) / Vws - Vwidz.
to Q

tE[to,tl]

In the same way, applying ([B8.0), B.7)-(B.8) and [B.I1]), we obtain
t1
/ /[B(t,l’, A) - Vwg|widzdt
to Q

with C' > 0 independent of r. From these two last estimates and the identity ([B.I0), we
deduce that

1

3—n—
< Or"s,

¢ inf [as(t,\) — ar(¢, N)r2 " < Or¥ 5, e (0,1),

tE[to,tﬂ
with ¢, C' > 0 independent of r. This last identity clearly contradicts ([3.4]). Therefore, (3.2))
implies [B3]). For n = 2, we can prove the same result by choosing

1 —
<I>y(:c):%ln(|:£—y|), x € Q.
U

3.2. Recovery of the nonlinear convection term at ¢ = 0. In all this section we fix
A € R. Our goal is to show that under the hypothesis of Theorem [LI] there holds,
(3.12) Bi(t,z, A\, 0) = By(t,x,\,0), (t,x) € (0,T) x L.

For this purpose, following the analysis of the preceding section and applying Proposition
B we can reduce this problem to an inverse problem for the IBVP

dyw; — a(t, \)Aw; + B;(t,z,\,0) - Vw; =0 in (0,T) x Q,
wj =h on (0,7") x 09
wj(O,x):O x €,

where the term a(t, \) is defined by
a(t,\) = ai(t,\) = az(t, \).
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We associate with this problem the boundary map
Aj,)\ cHo D hw— 8ij‘(0’T)><aQ

and, applying (L)), we obtain (8.2]) and we want to prove that (3.12) holds true. This result
can be deduced from an extension of the analysis of [2]. Namely, due to the presence of the
time dependent second order coefficient a(t, \), we need to consider new class of geometric
optics (GO in short) solutions. Following, the argumentation of [2], defining

B;(t,z,\) = Bj(t,z,\,0), j=1,2,
we consider some class of solutions w; € H*(0,T; H~*(Q))NL*(0,T; H'(Q2)) of the problems

(3.13) Owr — a(t, \)Awy + Bi(t,x,A) - Vwr =0 in (0,T) x Q,
' wi(0,2) =0 x € Q,

(3.14) —0ywy — a(t, \)Awy — div(By(t, 2, N)wy) =0 in (0,T) x €,
| wiT2) =0 ren

Following [2], we fix p > 1, w € S 1, 7 € R, £ € wt, § € (0,1) and we consider solutions of
the form

2 L— "t A . 2 . .
wy = 6p t+ fa(t,x) {(1 _ e—&t) bl,p(t, x) exp (_%) eitT—izg + zl,p(t,z)] ’

2Py CL/ t,)\ €T - w 2
we=e T VaE {(1 _ e—é(T—t)) by ,(t, ) exp (W) + 21,(t, SL’)]

of the problems (BI3)-([314)). Here, following [2], we define the functions b;,, j = 1,2, in
such a way that they satisfy

—2\/600 . Vpr + (Blyp . (.U)pr = 0, 2\/50) . Vbzp + (BZP . w)blp = O,
with B; ,, some suitable smooth approximation of the function B;. Finally, we choose the
functions
zj, € H'Y(0,T; H-'(Q)) N L*(0,T; H'(2))
satisfying the following conditions
(3.15) 21,(0,2) =0, 2,(T,2)=0, z€Q

as well as the decay estimate

lim (

-1
o P ||Zj,pHL2(o,T;H1(Q)) + ||zj7PHL2((O7T)><Q))> =0.

The construction of the GO solutions satisfying the above properties can be deduced by
combining the arguments used in the proof of [2] with a Carleman estimate similar to [2],
Proposition 3.1] (see Proposition [A1]). Then, following [2, Corollary 1.1], we deduce that

(B12) holds true.
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3.3. Recovery of the Taylor series of the nonlinear convection term at £ = 0. Thus
far we have shown that under the hypotheses of Theorem [[.I] there holds:

(3.16) ap=ay=a on (0,7) xR
and
(3.17) By=By,=B on (0,7) xQxRx{0}.

Therefore, to conclude the proof of Theorem [[.T] it suffices to show that
(3.18)  9¢Bi(t,x,\,0) = 0/ Ba(t, 2, )\,0), (t,z,\)€(0,T)xQxR, Be(NU{o}"

Throughout the remainder of this section we will fix A € R and use an induction argument
on the size of the multi-index

Bl =51+ ...+ B,
to show that under the hypotheses of Theorem [T} equation ([B.I8)) is satisfied. Observe that
for |B| = 0, there is nothing to prove as both sides of (BI8) are equal, thanks to (B17).
Next, let m € N and let us assume for the hypothesis of our induction that (3:I8) is satisfied
for all || =0,...,m—1. We would like to prove that (B.I8]) also holds for all multi-indices

p with |3] = m.
To this end, let us begin by noting that
(3.19) B;(t,z,7,§) =b;(t,z,7,€) B(t,z,7), forj=1,2,

for some B € C*([0,T] x Q x R)", and some b; € C>(]0, 1] x Q x R x R") that satisfies (4]
with b =b;. For k=1,2,...,m+1, let v, € H(0,7;C*(2))), be solutions to the equation

O — a(t, \)Avg + B(t,z,\) - Vo, =0, on (0,7) x Q,

that additionally satisfy v, = 0 on {0} x Q. Let v,,42 € H*(0,7;C?(Q2))) be a solution to
the adjoint equation

Oymao + a(t, \)Avpyo + div (B(t, 2, ) vee) =0, on (0,7) x €,
that additionally satisfies v,,12 = 0 on {T'} x Q. Finally, for £ =1,...,m + 2, we define
Gk = Vk|(0,1)x09-

Next, let s = (s1, ..., Smp1) be in a small neighborhood of the origin in R™*! and for j = 1, 2,
define u; ; to be the unique small solution to the equation

Oy — divi(a(t, u; ) Vu,e) + Bj(t, 2, uj Viu,e) - Vuj, =0 in (0,T) x Q := M,
Ujs = A+ 8191+ -+ Smt1 Gmt1 on (0,7) x 09 := %,
ujs(0,2) = A on {2
Let i)
m 0 m+1 .
wimt = 2T for j=1,2.

881 c 8Sm+1
In view of Lemma [2.7] w](-mﬂ) solves the boundary value problem (Z23)) with H™*+Y replaced
by H ](-mﬂ) where H ](-mﬂ) is given analogously to (224)) with b replaced by b; and K™+V
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replaced by K ](-mﬂ). Note also that in view of our induction assumption for |3] < m —1 and
Lemma [2.4] there holds:

(3.20) K = g,

Applying the condition (ILH]) together with Lemma 24 and our induction assumption for all
|B] < m — 1, it also follows that

(3.21) B,w™ = 9,wi™™  on ¥

Next, recalling ([3:20) it follows that the function

w— w§m+1) _ w§m+2)

satisfies

0= 0w — a(t,\)Aw + B(t,xz,\) - Vw

-+ Z Z 85j1 .. .85jm (bl — b2)‘5=0>8j1 Ugl . .8jmvgm) B . VU@erl

tem(m+1) Ji,-,jm=1

Multiplying the latter equation with v,,,o and integrating by parts on (0,7") x Q together
with the fact that

wli=o =0, and w|y=dw|s =0,
it follows that

/ ( le ..... jmajlvgl s 8jmvgm) (B ’ VUngrl) Um+-2 dtdx = 0’
0,7") x

L1,y m+1€77(m+1 J1yensfm=1

where the symmetric tensor @ with elements Q71/m is given by
QIrrim = Oej O, (b1 — ba)|e=o, on (0,T) x Q xR,
for all j1,...,j4m = 1,...,n. Finally, applying Proposition [Tl with By(-) = B(-,A) and
ao(+) = a(-, A), we conclude that
(3.22) (Og;, - O, (b1 = b2)|e=o) B=0 on (0,T) x Q xR,

forall j1,...,7m = 1,...,n. Recalling ([B.19)), this yields the desired claim ([B.I8)) for |3| =
This concludes the induction and completes the proof of Theorem [I.1]

4. GEOMETRIC OPTIC SOLUTIONS WITH HIGHER REGULARITY

4.1. Principal part of smoother GO. Our proof of Proposition [T will partly rely on
the construction of Geometric Optics solutions with higher regularity. More precisely, we
will consider GO solutions to the equation

81511}1 — ao(t)Aw1 -+ Bo(t,x) : le =0 in (0, T) X Q,

wy(0,2) =0 x €,

as well as GO solutions for
—8tw2 — ao(t>AU)2 — le(Bo(t, .CL’)’UJ2> =0 in (0, T) X Q,
UJQ(T,ZL') =0 ZL'GQ,

(4.1)

(4.2)
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that lie in the energy space H'(0,T;C?(2)). We present in this section a canonical con-
struction of these GO solutions that will depend on a large asymptotic parameter p with
|p| > 1 and formally concentrates on a ray in €2 that passes through a point zq €  in a
fixed direction w € St

We fix N; = [§] + 5 and consider solutions of the form

Ny
2 L__x-w
(4.3) wi(t,x) = Uy y(t,z) =" Vo™ | N ey ot ) p +Ry (1 2) |
=0
Vi
and
—pPt———pw al
(4.4) wo(t,x) =U_ ,(t,x) =e o Vao® Z c_y(t,x)p " +R_,(t,2)|,
=0
v,

to equations (4.1]) and (4.2)) respectively. The principal terms V. , will be constructed canon-
ically and will be localized near the ray passing through zy in the direction w while the
correction terms Ry , will converge to zero as |p| approaches infinity.

Let By be a smooth compactly supported extension of the function By to R x R™. We
define Ly, P, ; the differential operators given by

(4.5) Lov=0w—ay(t)Av+ By - Vv, L_v=—0w— ag(t)Av — div(Byv),

and

(46) Pp,:l:v = e:F(pZt—i_\/ﬁw'w)Li(ei(pZt—l—\/ﬁm'w)v)

The GO solutions will be constructed by applying the WKB method to the conjugated
operator P, ;. It is straightforward to see that

P, v=pJiv+ Liv,

where

(4.7) Jiv = —2y/ag(t)w - Vv +

Bolt.a) _ _ap() x.w]U
ao (1) ’

\ 2a0(t)

Bo(t ot
(4.8) J_v:=2v/ap(t)w - Vv + oft, 2) cw— ( )gx-w .
ao(t) 2a(t)2
We choose cy 4, £ =1,... Ny, in such a way that
(49) J+C+70 = O, J_C_,() =0

and, for £ =1,... Ny,
(410) J+C+7g = —L+C+,[_1, J_C_,[ = —L_C_’[_l.
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Let ¢ € C°((0,T)). Define the functions

Fay(t)(z - w)? F [ Bo(a + sw, t) - wds
8aj(t) )eXp< 21/ ao(t) )

(4.11) et (t,z) = exp (

Then, for any smooth function d solving the transport equation

(4.12) w-Vd(t,z) =0, (t,x)eR"™

we can define

(4.13) ceo(t,x) = ((t) ex(t,x)d(t,x), VY(t,z) € (0,T) x Q.

In fact as we would like our GO solutions to concentrate near a fixed ray passing through
a point xy € €2 in the direction of w, we will make a canonical choice for the function d as
follows. Let 6 € (0,1) and let ay, ..., a,_1 be unit vectors such that the set

{(A),Oél, e ,Oén_l}

forms an orthonormal basis in R™. We set

= (x — x0) -
4.14 d(t, z) = RSl
( ) ( ,LU) H Xo < 6 ) )

where yo : R — [0, 1] is a smooth function with xo(¢) =1 for [¢| < 5 and x(¢) = 0 for [¢| > 1
It is clear that d solves (L12).

Using the fact that .o € C°(R x R"), ag € C>([0,7]) and B, € C®°(R x R™)", we can
choose the solution ¢y 4, ¢ =1, ... N; to the equations (£.9)-(Z.10) to be lying in C*(R x R™).
Also, using the fact that the functions cy (¢, ) are supported away from ¢t =0 and ¢t =T
and the fact that the transport equations in (£.I0) are independent of the time variable ¢ (in
terms of the derivatives), we can prove, by using cut-off functions in time, that the solutions
of these equations can be chosen in such a way that

(4.15) cr0(0,2) =c_y(T,2) =0, z€q

In order to complete our construction of Geometric Optic solutions, we need to show that it
is possible to construct the remainder terms

R., € H'(0,T;C*())
satisfying the decay property
(4.16) 1R ol oo 0 12y < Clol™
with C' > 0 independent of p as well as the final and initial condition

(4.17) R ,(0,2) =R_,(T,z) =0, =x€.
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4.2. Remainder terms. In this subsection, we will complete the construction of GO solv-
ing (@I)-(E2) of the form E3)-(E4) lying in H'(0,T;C*(Q)) with remainder terms Ry,
satisfying the decay properties (AI6)-(41T7). For this purpose, following [2l 8] we will use
Carleman estimates in negative order Sobolev space. Let us consider two parameters s,p
with [p| > s > 1, and define the perturbed weight

ao(t) ao(t) 2

(4.18) Qi st x) =+ <p2t +

We set
Pp,:l:,s = e‘“oi’sLie%'s.

Here z; € R™ is chosen in such a way that

(4.19) T - w =2+ sup |zl
e

Following [2, Proposition 3.1], and recalling the notation M = (0,7)xQ and ¥ = (0,7) x 012,
we can prove the following Carleman estimate.

Proposition 4.1. There exist s > 1 and, for s > sy, pi(s) such that for any v € C*(M)
satisfying the condition

(420) U|Z = 0, U\t:O = 0,
the estimate
(4.21)
Ip| / 10,v*|w - v|do(x)dt + s|p| / lv[(T, z)dx + 5" / | Av|*dxdt + sp? / lv|*dxdt
S e Q M M
<O |IB vl + 1ol | 100l u\da(x)dt]

holds true for s > sy, |p| = pi(s) with C' depending only on 2, T, k, ag and By. Moreover,
there exist sy > 1 and, for s > so, pa(s) such that for all v € C*(M) satisfying the condition

(4.22) vy =0, vp=r =0,

the estimate
(4.23)

|p|/ |0Vv|2|w-1/|da(:)s)dt—|—s|p|/|v|2(x,0)da?+s_1/ |Av|2datdt—|—sp2/ |v2dxdt
S 0 M M

<C

1Byl + 1ol [ 100 u|da<x>dt]

St

holds true for s > sq, |p| = pa(s). Here s1, p1, se and py depend only on 2, T, k, ag and By.

We will now apply Proposition 1] for deriving two Carleman estimates in Sobolev space
of negative order. In a similar way to [2 28], for all m € R, we introduce the space H,"(R")
defined by

m
2

H'(R") = {u € S'(R") : (¢ +p*) 20 € L(R™)},
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with the norm
lullpimy = [ (6 + )P

For all tempered distributions u € S'(R™), we denote here by @ the Fourier transform of u
which, for u € L'(R"), is defined by

() = Fu(&) == (2#)_3/ ey (x)d.

n

From now on, for m € R and £ € R”, we set

(&.0) = (EI* + )2
and (D,, p)" u defined by
(Do, p)™ w=F (&, p)" Fu).
For m € R we define also the class of symbols
St ={c, € CO(R x R" x R") : [0 cy(t,2,6)| < Crap (&,0)" 7, @, € N", k € N}.
Following [I8, Theorem 18.1.6], for any m € R and ¢, € S},
D, = —iV,, by

co(t,x, Dy)z(z) = (2#)_%/ c,(t,z,6)2(&)e™tde,  » € S(R™).

n

we define ¢,(t,z, D,), with

For all m € R, we set also OpS}" := {c,(t, 2, D) : ¢, € S;'}. We fix

2

F(p*t+ £

—L—zw 2t P g
P+ =e VaoT )Li(ei(p a0 ).)

and we consider the following Carleman estimate.

Proposition 4.2. There exists ply > pa, depending only on Q, T k, ag and By, such that for
all v e CH([0,T);C5°()) satisfying vy = 0 we have

(424) ||U|| ) < C ||Pp7_v||L2(O,T;H7N1(]R")) ) |p| > pl2>

L2(0,1;H, V(R p

with C > 0 depending on Q, T, k, ag and By. In the same way, for all y € C*([0,T];C5(2))
satisfying yj—o = 0 we have

(425> ||y||L2(0,T;H;7N1 (Rn)) < C ||Pﬁ7+y||L2(07T;H;N1 (Rn)) 2 |p| > p/27
with C' > 0 depending on ), T, ag and By.

Proof. We will only give the proof of (4.24)), the proof of [{.25]) being similar. We fix ¢,, ,
given by (AI8)), and we consider

P

—ys =€ TsL_ef

and we decompose P, _ ; into three terms

Pp,—,s - PL— + Pg,_ + P37_,
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with
—ag(H)A + 2ps((x + 11) - w + 8°((z 4+ 21) - w)* — VVao(t)s
ap(t) () (x4 21) - w)?

2a0(t) pw - T) — Sf]?

_ = =0 —2v/ay(t) s((x+ ) w)|w- V + 2s,
Py =BV — (P+5((ZE+9§1) 'W))B W
ao(t)
We pick Q a bounded open and smooth set of R" such that Q C Q. In order to prove [@.24),
we fix w € CH([0,T]; C3°(£2)) satistfying wy—r = 0 and we consider the quantity
<D1‘>p>_N1 (Pl,— + P2,—) <Dx>p>N1 w.

In this formula, for any z € C'([0, T]; C°(2)) we define

(Do, p)™ 2(t, @) = F (€, p)" Fo(t, ) ().
with the partial Fourier transform F, defined by

Forlt €)= (2m) 3 / ()

From now on, C' > 0 denotes a generic constant depending on €2, T', k, ag and By. The
properties of composition of pseudo-differential operators (e.g. [18, Theorem 18.1.8]) implies
that

(Dy, p) ™ (Pr—+ Po2) (Do, p)™ = Po_+ P+ K, (t, 2, D),
where K, is given by

Kp(t’ x>€) = vf <§a p>_Nl ) D:c(pl,—(t?Ia 5) +p27_(t,l’, 5)) <€>p>Nl + o (1)7

(&p) =400
with
pr-(t, @, &) = = ag()IE* + 2ps((w + 21) - w+ 8*((v + 21) - w)* = Vag(t)s
ap (1) ((z +21) 'w)z]
 2a,(t) 2 ’
po_(t,2,6) = —i2v/ao(t)[p — s(((x + 21) - w)]w - € + 2s.

Thus, one can check that

(4.26) 15 (ts 2, Do)l 2 0.0y xmy < O 1wl 20 )y -

——pw-x —s
2

On the other hand, applying @23) to w with M replaced by M = (0,T) x Q, we get

| P, —w + P2,—w||L2((o,T)an) = C (3_1/2 ||Aw||L2((O,T)><]R”) + 31/2|P| ||w||L2((O,T)><]R”)>

1ol

and, choosing | sufficiently large, it follows

(4.27) [ P1,—w + P2,—wHL2((0,T)XRn) > Cs'/? HwHL2(0,T;H,}(R")) :
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Combining this estimate with (4.24]), for % sufficiently large, we obtain

P+ P, ) (Dy, )™ ‘
H( -+ P ) (Do p) w0 L2(0,T;H, "' (R™))

(4.28) :H D, p) M (P, _+ P, (D, p)™
(D)™ (Pt P (DN,

> Cs'/? 1wl 220,713 memyy -

Moreover, we have

(4.29)
HP3— wap U))

~X
L2(0,7;H, N (Rn))

HBO-V<Dx,p w’ <Dx,p)N1w

L2(0,1;H, N1 (Rn))

<c|al (o
W1+Ny, °°((OT XR” n

<]

L2(0,T;H, ™ (R))

+{|De )

£2(0,1;H, M (Rn)) L2(0,T;H, (R")))

L2(0,T;H, M (Rn))
<C ||7~U||L2(0,T;H,1,(R")) :

In view of ([A28)-([.29), we deduce that, fixing s > 1 sufficiently large, we can find C' > 0
independent of p such that

(4.30) ) Py (Dy, ) w‘

L20TH Y @) 2 Cllwll 2oz -

Let ¢ € Cg° (Q) be such that 1y = 1 on Qy, with Q; an open neighborhood of Q such that

0 Q. We fix w(t, z) = o(x) (Dy, p) V" v(t, 2) and repeating the arguments used at the
end of the proof of [2, Proposition 4.1.], we deduce that (A30) implies ([Z.24]). O

Applying the estimate (d.24)-(Z.25]), we are in position to complete the construction of the
remainder terms R, ,, satisfying the decay property (£.I6]). For this purpose, we recall that
P,y =Ly +pJy with Ly and Jy defined by (£50)-(S). Then, according to ([A9)-(I0), we
have

Jycro=0, Jicyp1=—Liciy, €=1,...N;—1

b (S )]

2 P 2 p
P t—i-T:cw ) pet+ - Tw
=e¢ Vol P (E Cy0p ) =e VO pTH ey N

It follows

Therefore, the condition Lyw; = 0 is fulfilled if and only if R, , solves
Pp,+R+,P(t7 LE‘) = _p_Nl L+C+7N1 (tv .CL’), (tv .CL’) € (07 T) x Q.
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Thus, fixing ¢; € C3°(R"), such that ¢; = 1 on €, and
F(t,z) = —p1(x) Ly n (8, @)
we can consider R, , as a solution of
(4.31) P, R ,(t,x)=p MF(tz), (t,z)e€ (0,T)xQ.

We fix Q a smooth bounded open set of R” such that Q@ ¢ Q. Applying the Carleman

estimate ([{24)), we define the linear form G, on {P,_z: z € C'([0,T];C5°(Q)), zp=r = 0},
considered as a subspace of L*(0,T; H, " (R")) by

Ko(Py-2) = p ™ (F, z>L2((0,T)><R")) , 2 E Cl([oaT]§C§O(Q))a Zjp=r = 0.

Then, ([24) implies that, for all z € C*([0,77; Cg°(2)) satisfying z;—r = 0, we have

Ny—1

_N
‘ICP(PM—Z” <p HFHLZ(O,T;Hp (R™)) ||ZHL2(O,T;H;7N1(R”))

< Cp_l ||C+,N1 ||H1(0,T;HN1+1(Q)) HPPv—ZHL?(o,T;H;Nl (R™))

Thus, by the Hahn-Banach theorem we can extend K, to a continuous linear form on
L*(0,T; H,yM(R™)) still denoted by K, and satisfying

1Kl < C Hc—l—,l\h||H1(0,T;HN1+1(Q)) oI
Therefore, there exists R, , € L*(0,T; H)*(R")) such that

<h'7 R+,p>L2(07T;H;N1 (R”)),LQ(O,T;H;\H (]R”)) - Icp(h), h S L2(0, T, }JP_N1 (Rn))
Fixing h = P, _z with z € C§°(M), we deduce that R, , satisfying P, Ry , = p~V'F in M.
In addition, using the fact that

ORy,=—(P,sR,—OR.,)+p MF e L*(0,T; HM*(Q)),

we obtain R, , € H'(0,T; HM~2(Q)). Moreover, fixing h = P, _z with z € C>([0, T|; C3°(12)),
24— = 0 and allowing z;— to be arbitrary proves that R, ,(0,2) = 0 for x € Q. Therefore,
R, , fulfills condition (416 and, combining this with ([AIH), we deduce that w; given by
([E3) is lying in H(0,T; HN72(€)) and it satisfies the condition ({@I). In order to complete
the construction of wy, we only need to prove that R, , satisfies the decay property (4.I0]).
For this purpose, applying the Sobolev embedding theorem we get

||R+,p||L°<>(0,T;C2(§)) <C ||R+,p||H1(0,T;HNr2(Q))
-N
< C(HR%PHL?(O,T;HNl(Q)) + H/) 1FHL2(0,T;HN1*2(Q)))
< CUIR ol ooy oy + 07 ) < CUK I+ 1ol ™) = Clol .

This proves that R, , fulfills the decay (4.16]). Using similar arguments we can build ws
given by (A4) with R_ , satisfies the decay property (Z.16]).
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5. PROOF OF PROPOSITION [I.1]

5.1. Proof of Proposition [I.1] in the case m = 1. In the case m = 1, the tensor
Q = (Q,...,Q") is a vector. In this case the integral identity in the statement of the
proposition reduces to

(5.1) /M (Q - Vor)(Bo - Vo) + (Q - V) (Bo - Vo)) v dt dx = 0,

where M = (0,T) x Q and vy,v, € H'(0,T;C*(Q)) are any solutions to @I) and vs €
H(0,T;C?*(R)) is any solution to ([Z2]).
Let us fix tg € (0,7) and zy € 2. We will prove the proposition by showing that @ ® By
vanishes at (¢, zo). Let wi,ws € S"~! be unit vectors that satisfy
(52) W1 Wy = 0.
We start by defining, for any p > 1, the functions
w(t,z) =U" (), and w(t,z) = U (t,x), forall (t,2) € M,

where, following the construction in Section @] UJ(r];)p, 7 = 1,2 is the canonical GO solution
to (1)), given by (3] with w = w;, that concentrates on the ray passing through the point
xo in the direction w;. Next, we define the unit vector

1
5.3 wy = —(wy +wy) € S"7,
(5.3 1= 5l )
and set
vy(t, ) = Uf%p(t, x), forall (t,x) € M,

to be the canonical GO solution to (4.2)), given by (4.4]) with w = ws, that concentrates on
the ray passing through the point z( in the direction ws. Recall that for j = 1,2,

o= U, =TT (V) 1 RY)),

and that ;.
_ o 2t rws o (3) 3)
V3 = U—,\/ip =e o® (V_7\/§p + R—,\/ip)'

Next, let us write
Sp = / [(Q - Vui)(By - Vvg) + (Q - Vo) (B - Vuy)] vs dt da,
M

with vy, v2 and v3 as chosen above and note that S, = 0 by (51]). On the other hand, observe
by applying (B3] that the exponential terms in the expression for the product v;vyv3 cancel
out. The same principle also holds for products

(Q - Vu)(By - Vug)vg and  (Q - Vuz)(By - Voy)vs.

Using this observation together with the expressions (.3)—(44]) and the error estimate (L.10))
it follows that

(54) 0= lim p™2S, = / a5 [(wi - Q) (w2 Bo) + (wa - Q)(wn - By)] )y Ty )t d.
— 00 M
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We recall that ng,)m J=1,2,3, are as given by
Dyt ) = C(t) eVt 2)dD(t,x), Y (t,x) e M,
(4)

where ey’ are strictly positive functions defined by ([@II)) with w = w; and d¥) are as given

by
(x — 930 a,gj)
d(] t ZE HXO )

where agj), . .,agll are unit vectors such that {wj,ozgj ). .,agll} forms an orthonormal

basis of R™. Next, we set

(5.5) 0= (5),

and assume that 0 € (0,1) is sufficiently small so that 6 < max{ty, 7 — to}. As the unit
vectors wy and ws are orthogonal, it is straightforward to see that the product

1 2 3
CS-)O(ta ZL’) CS—,)O(t> I) C(—,)O(ta ZL’)

is supported in a v/3 neighborhood of the point (¢, z¢). As the functions e(]) 1=1,2,3
are positive, it follows that given any continuous function f on M there holds

lim 6~ (1) / F(t,x) Dt ) oty o) Py (t, @) dt de = Cof (to, o),
M

for some non-zero constant Cj that depends only on M, ay and By. Thus, by multiplying
the right hand side of equation (5.4) with 6~("*! and taking the limit as § approaches zero
we deduce that

(56) (wl . Q(to, ZL’Q)) ((.Ug . Bo(to, ZL’())) + (Cdg . Q(to, [L’())) (wl . Bo(to, [L’())) = O,

for any pair of orthogonal unit vectors w; and w, in R".
Note that if By(to, xo) = 0, there is nothing to prove. So we assume that By(to, o) is a
non-zero vector. Let

(5.7) & = |Bo(to, )|~ Bo(to, o) € S",
and let w € S"7! be orthogonal to £. Setting w; = ¢ and w, = w, it follows from (5.6) that
w-Q(ty,r0) =0 for any w € S" " with w- ¢ = 0.

Therefore the vectors Q(to, o) and B(tg, zo) are co-linear. Thus, the two terms in equation
(56) are identical implying that

(w1 - Q(to, 7o) (w2 - Bo(to, T0)) = 0,

for any pair of orthogonal unit vectors wy and wy in R™. As By(to, xo) # 0, it is straightforward
to conclude that Q(to, o) = 0. This concludes the proof in the case m = 1.
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5.2. Proof of Proposition [I.1] in the case m > 2. Let us fix ({y,z9) € M and let
wi,wy € SP1 satisfy

(58) W1 - W2 ¢ {—1,0, 1}
Next, let
—1
n:—L, and K =+vVm+ K2,
2&]1 W9

and define the unit vector wy € S"~! via
mwi + K wa

W3 = =
K
Let us define for each p > 1, the functions
2t —L __pw
== v = UL = TV () RO

to be the canonical GO solutions to (1)) constructed in Section Hl that concentrate along
the ray in ) passing through the point zy in the direction w;. We set
Kp

2) o PPtk Alsawr o (2)
Um+1 = U—(i- K 0 (v-i(- Kp + R—i— Iip)

to be the canonical GO solution to (AIJ]) constructed in Section Ml that concentrates along
the ray in €2 passing through the point x( in the direction w, and finally
—R2p2— —FL 4.y
’Um+2 = Uﬁgj?}ip = € o ¢ \/ao(t) S(V + RE}HP)

to be the canonical GO solution to ([@2]) constructed in Sectlon M that concentrates along
the ray in () passing through the point Zo in the direction ws. Let

(5.9 Z / ( QMmO -8jmvé7ﬂ> (Bo - Vg, ) Umep dt d,
0,7)x
Jiseejm=1

Lem(m+1)

with vy, ..., Umq4o as chosen above and note that S, = 0 by the hypothesis of the proposition.
On the other hand, in view of the definitions of x, & and w3, it follows that the exponential
terms in the expression for the product vy vs...v,,,9 cancel out. The same principle also
holds for products

le.njmajlvﬁ ajzvfz s ajmvgm (BO ’ vaerl)rUmJ"z’

for any ¢ € w(m + 1) and any ji,...,Jm = 1,...,n. Thus, by recalling the expressions
(@3)-([@4) and the error estimate ({.IG) it also follows that

(5.10) 0= lim p~"s, =mlk / ao(t)_m2+1 Koy wo(t, ) F(t,x) dt du,
M

pP—00
where the scalar function K,, ., € C(M) is given by the expression
Ko, =mQ(wr, ... ,wi,wo)(Bo - wi) + Qwr, - .., wi)(Bo - wa).

m — 1 times

and the smooth function F' € C*°(M) is defined by
F(t,x) = () (t,2)™ cBh(t, 2) Py (t, ).
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Recall that ng,)m j =1,2,3 are given by

ng,)o(tﬂf) = ¢(t) eV (t,2)dD(t,2), Y(t,x) € M,
where eg) are strictly positive functions defined by (L.I1l) with w = w; and the functions
dY), j =1,2,3 are given by

_ ¥
dV(t,z) = HXO(x 7o) k>>

where a(]) agll are unit vectors such that {wj,ozg ). .,agll} forms an orthonormal

basis of ]R" Next and analogously to the previous section, we define ((¢) via (B.35]). Recall
from (B.8)) that wy # twy. Therefore, we have

Span{a{",..., ol af?, .. o} =R"

n—1
and thus the function F' is supported in a 24/nd neighborhood of the point (¢, zg). As the
functions e(] ) , 7 = 1,2,3 are positive, it follows analogously to the previous section that
given any f € C(M), there holds
lim 5_("+1)/ f(t,z) F(t,z)dtdx = Cy f(to, x0),
M

§—0

for some non-zero Cy only depending on M, ay and By. Hence, by multiplying the right hand
side of equation (5.10) with 6~ ™+ and taking the limit as § approaches zero we deduce that
Koy, ws(to,z0) = 0 for any pair of wy,ws that satisfy (5.8). In fact since K, ., depends
continuously on w; and ws we can deduce, by continuity, that K, ., (to, z¢) = 0 for all unit
vectors wy,ws (that is to say, including the cases wy - wy € {£1,0}). In other words, given
any (to,xg) € M, and any pair of unit vectors wy, wo, there holds

(511) mQ(wl, . ,w17w2>(B(] . (A)l) + Q(wl, . ,wl)(Bo . (A)g) = 0,

m — 1 times

where the left hand side expression is evaluated at the point (to,x¢) € M.

5.2.1. The case m = 2. When m = 2, equation (5.I1]) is sufficient to deduce that Q) ® By
must vanish at the point (%o, x¢). To show this, we may assume without loss of generality that
By(to, xo) # 0. Let the unit vector £ be defined by (5.7)). Applying (B.11)) with wy = ws = &,
it follows that

Q& §) =0 at (t, zo).
Applying (B.I1]) with w; = £ and wy = w any unit vector orthogonal to £ it follows that

Q& w) =0 at (to, zo).
Finally, applying (G.11]) with w; = w any unit vector orthogonal to & and we = &, it follows
that

Q(w,w) =0 at (t, xo).
Together with the symmetry of @, it follows immediately from the last three identities
that Q(to, o) = 0. This completes the proof of the proposition in the case m = 2 since
(to, xo) € M is arbitrary.
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5.2.2. The case m > 3. We keep the identity (B.11]) for now and return to the statement of

the proposition and define an alternative choice for the test functions vy, ..., v,,42. To this
end, let us fix s € {2,...,m — 1} and define the positive number % (depending on the value
of s) by

. (s—1)24+(s—1)
(5.12) “_\/(m+1_3)2_(m+1—8)'

We let p > 1 and set

+ W
Vi = Uy = ...=1 U_(,_lp_ o va (V_,(_IP+R+p)
and ( 1)
e N e ” (1
vs=U," (,_,=¢€ Ve (V —I—R+ (s—1)p)

to be the canonical GO solutions to (1) constructed in Sectlon Ml that concentrate along
the ray in () passing through the point zy in the direction w;. Next, we define

2) R2pt+ w2 o (2) 2)
Vpr1 = oo = U = US) = e Ve w2+ REL),

to be the canonical GO solutions to (A1) constructed in Section @] that concentrate along
the ray in €2 passing through the point x( in the direction w,. Finally, we define

) —/%z(m—s—i—l)zpzt— R(m—s+1)p

= e Vg (t)

Tw2 R(2
to be the canonical GO solution to (£2]) constructed in Section Ml that concentrates along
the ray in €2 passing through the point x( in the direction ws.

In view of (B.12) it follows that the exponential terms in the expression for the product
V1 Vg . ..Uy cancel out. The same principle also holds for products

le.njmajlvﬁ ajgvfz s ajmvgm (BO ’ VU£77L+1>Um+2’

for any ¢ € w(m + 1) and any ji,...,Jm = 1,...,n. Thus, defining S, analogously to
(59) corresponding to the current choice of the test functions vy,. .., vy49, it follows from

(@3)—(#4) and remainder estimates ([AI6]) that

_ )
Um+2 = U—,/%(m—s+1)p (V JR(m—s+1)p JR(m—s+1)p )

(513) 0= lim g8, = <l (s = D& [ ao(t) " Kot 0)Flt,2) e

where

Ks,wl,wz = 8@(&01,...,&]&, w2,...,w% )(Bo'w1)+(m_8+1>Q(gl,...,WL,WQ,...,W%)(BO'WQ),
s—l‘zimes m—i—l:rs times sti‘;’les m—;rtimes

and

1 s 2 m—s 2
P(t,2) = (y(t, 2))" (2 (t, )"+ Ly (1, 0).
Analogously to the previous section we set ¢ as in (.0) and multlply the right hand side of
(GI3) with 6~ and take the limit § — 0 to deduce that given any s = 2,...,m — 1, any
(to, o) € M, and any pair of unit vectors wy, ws, there holds
(514) 8@(&01, Ce ’ML’ W, ... ,W% )(Bo~w1)+(m—s+1)Q(w1, Ce ,WL,&UQ, Ce ,w%)(Bo'u)g) = 0,

g v~ v~ g

s — 1 times m 41— s times s times m — s times
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where the left hand side expression is evaluated at the point (to, ). Combining (B.14]) with
(510) we deduce that (5.14]) actually holds for all s =2,3,...,m.

In order to conclude the proof of the proposition when m > 3, we begin by fixing (tg, ) €
M and proceed to prove that () ® By vanishes at (g, xo). Observe that if By(to, x) is zero
then the claim is trivial, so we will make the standing assumption that By(to, zo) is a non-
zero vector and aim to prove that Q(to, zo) is the zero tensor. Let us define the unit vector
¢ by (1) and return to the identity (5.14) evaluated at the point (¢g,x). Setting s = 2,
wy = wy = ¢ in ([BI4) it follows that

(515) Q(f,g,,g) :0, at (to,l‘o).

Next, setting s = 2,...,m (Recall that we can also set s = m, thanks to (5.11])), w1 = £ and
wo = w any unit vector orthogonal to &, it follows from (5.14]) that

(516) Q(€>"'>€> Wy...,w ):Oa at (t0>$0)a

s —1 times m + 1 — s times

for all w € S"! that satisfies w- & = 0 and any s = 2,...,m. Finally, returning to (5.14)
again and plugging s = m, w; = w any unit vector orthogonal to £ and ws = £ it follows that

(5.17) Qw,w,...,w) =0, at (ty,zo),

for all w € S"~! that satisfies w - £ = 0. It is clear from (5I5) and (EI6)-(EIT7) together
with symmetry of @) that the tensor () must vanish at the point (ty, z¢), thus concluding the
proof.
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