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ABSTRACT
The continuous growth of CNN complexity not only intensifies
the need for hardware acceleration but also presents a huge chal-
lenge. That is, the solution space for CNN hardware design and
dataflowmapping becomes enormously large besides the fact that it
is discrete and lacks a well behaved structure. Most previous works
either are stochastic metaheuristics, such as genetic algorithm,
which are typically very slow for solving large problems, or rely
on expensive sampling, e.g., Gumbel Softmax-based differentiable
optimization and Bayesian optimization. We propose an analytical
model for evaluating power and performance of CNN hardware
design and dataflow solutions. Based on this model, we introduce a
co-optimization method consisting of nonlinear programming and
parallel local search. A key innovation in this model is its matrix
form, which enables the use of deep learning toolkit for highly
efficient computations of power/performance values and gradients
in the optimization. In handling power-performance tradeoff, our
method can lead to better solutions than minimizing a weighted
sum of power and latency.

The average relative error of our model compared with Timeloop
is as small as 1%. Compared to state-of-the-art methods, our ap-
proach achieves solutions with up to 1.7 × shorter inference
latency, 37.5% less power consumption, and 3 × less area on
ResNet 18. Moreover, it provides a 6.2 × speedup of optimization
runtime.

CCS CONCEPTS
• Hardware→ Hardware accelerators.
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1 INTRODUCTION
Driven by market demands, CNN complexity has reached the order
of billions of parameters [10] and continues to grow. This trend not
only increases the need for customized CNN hardware acceleration
but also makes the accelerator design a huge challenge. In addition,
the performance and power of CNN computing heavily depend
on how to map a dataflow onto a given hardware, thereby making
the combined solution space for the hardware design and dataflow
mapping become enormously large. Moreover, because the solution
space is discrete as well as lacking a well-behaved structure, it
is quite challenging to find efficient solution search schemes. A
generic combinatorial approach like genetic algorithm [15] may
entail hours of computation time for a large network. In system-
level development, where a variety of high-level decisions need to
be carefully assessed through optimization, such computation cost
is painfully expensive.

Existing Works and Limitations. Due to the importance of
CNN accelerator design and its challenge, there have been numer-
ous related studies published in recent literature [2, 6, 8, 9, 13, 15,
17, 20, 27, 28, 30, 32, 33]. Genetic algorithm [15] works well for
dataflow mapping but is difficult to scale when the hardware is
simultaneously optimized. Gumbel Softmax-based differentiable
optimization [6] relies on expensive sampling and is vulnerable to
large solution variations. Neural network-based CNN accelerator
performance model [3] is also differentiable. However, its model
training cost is very expensive. An analytical model is proposed in
[32], but it comes with hidden "if-else" operations, which degrade
the efficiency of its gradient computation. NAS (Neural Architecture
Search) and accelerator co-design [1, 3, 6, 12, 18, 30, 33] usually sim-
plify the formulation of its hardware design or dataflow component
in order to restrict solution space.

Our goal is to develop a CNN hardware and dataflow co-
optimization method that can attain significantly better solutions
and much faster computation speed than existing approaches. We
achieve this goal through a new modeling technique and a new
optimization approach that dovetail with each other.

Our first key contribution is an analytical performance model for
CNNhardware and dataflow under a givenworkload. Its novelty lies
in two advantages compared to the previous analytical model [32]:

(1) We propose a one-time offline computation technique that
can help completely avoid any "if-else" operations, which
are present in the model of [32].

(2) We design the model to be a matrix form that enables the use
of deep learning toolkit, such as PyTorch, for highly efficient
computation of power/performance values and gradients.

The secondmain contribution is a two-stage optimization scheme.
In stage I, the problem is relaxed to continuous non-linear optimiza-
tion. It is then cast as neural network training and solved through
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a deep learning toolkit with parallel computing and automatic gra-
dient propagation. Stage II is to obtain an integer solution through
parallel local search. Our model facilitates not only efficient com-
puting in stage I but also a large search region in stage II for better
solution quality. Our method is a multi-objective optimization that
leads to Pareto front solutions for the power-performance tradeoff.

To evaluate the accuracy of our model, we compared the HW
performance value from our model with Timeloop and achieved
an average 1% relative error. Experiments are performed on three
widely used CNN designs. Compared to state-of-the-art methods,
our approach achieves solutions with 1.7× shorter inference latency,
37.5% less power consumption, and 3× less area on ResNet 18. It
also provides a maximum of 6.2× speedup of optimization runtime.
Moreover, it can obtain a better power-performance tradeoff than
minimizing a weighted sum of power and latency.

2 PREVIOUS METHODS
Genetic algorithm is a general framework for combinatorial
optimization and is applied for CNN dataflow optimization in
GAMMA [15]. It is well known that genetic algorithm tends to
be very slow in solving large problems. Although it works well for
dataflow mapping, its runtime would increase remarkably for CNN
hardware-dataflow co-optimization. Bayesian optimization (BO) is
another general framework and is applied in DNN accelerator co-
design [24]. BO requires numerous sampling of a raw model for the
objective function. Usually, such a raw model is complicated, and
its sampling becomes a bottleneck for runtime. As such, the work
of [24] optimizes only a small subset of hardware and dataflow op-
tions. Recently, there is a trend of NAS (Neural Architecture Search)
and accelerator co-design [3, 6, 30, 33]. Arguably, NAS-accelerator
co-design is a superset of CNN hardware-dataflow co-optimization.
However, the co-design space is so huge that existing approaches
have to simplify their hardware/dataflow components. For instance,
the co-design in [33] skips dataflow optimization, and the work of
[30] is restricted to a limited number of hardware templates.

In AutoNBA [6], the objective function is made differentiable
through Gumbel Softmax [11] so that gradient-based search is en-
abled. However, Gumbel Softmax requires sampling of a raw model,
which can be expensive. Moreover, this approach is vulnerable
to large solution variations. The work of DANCE [3] employs a
neural network-based model to facilitate differentiability. However,
its training data generation is very expensive and thus offsets its
advantage in optimization. Timeloop [20] and Maestro [16] provide
models for evaluating DNN hardware and dataflow, such as latency
and power, but they are neither differentiable nor analytical. The
optimizations in Timeloop [20] are exhaustive search and random
sampling. An analytical performance model for DNN accelerators
is introduced in [32].

Other related works include [1, 4] for FPGAs, Sparseloop [5, 7, 21,
29] for sparse tensors, and [22] for memristor-based accelerators.
Also, our optimization method is inspired by Dreamplace [19],
which accelerates VLSI placement with deep learning toolkits.

3 PRELIMINARIES
3.1 CNN Convolution Layer
A generic CNN convolution layer can be expressed as a 6-level loop
nest, as shown in Listing 1. Related symbols and their meaning are

listed in Table 1. Note that the fully-connected layer can be viewed
as a special type of CNN layer.

for m in range(M):

for c in range(C):

for i in range(I):

for j in range(J):

for y in range(Y):

for x in range(X):

Output[m][i][j] +=

Weight[m][c][y][x]*Input[c][i*S+y][j*S+x]

Listing 1: CNN example

Table 1: Symbols used in the paper

Symbol Meaning

IN input feature maps
OUT output feature maps
W convolution kernels
M number of output feature maps
C number of input feature maps
I, J height and width of output feature map
Y, X height and width of convolution kernel
S convolution stride
𝑙𝑛(★) logarithmic operation
𝑒𝑥𝑝 (★) exponential operation

3.2 Hardware Resource Allocation and Dataflow
The architecture of CNN accelerators depends on two key compo-
nents: hardware resource allocation and dataflow strategy.

3.2.1 Hardware resource allocation. Spatial CNN accelerators con-
tain an array of Processing Elements (PE), each of which has a MAC
to compute the partial sum and local buffers, called Register File
(RF), to store 𝐼𝑁 ,𝑂𝑈𝑇 , and𝑊 data. The 𝐼𝑁 ,𝑂𝑈𝑇 , and𝑊 data can
share one RF or they can have an individual RF. The accelerators
typically also house a global shared buffer (GB) to prefetch data
from external DRAM. Again, the 𝐼𝑁 ,𝑂𝑈𝑇 , and𝑊 data might also
have their individual global buffer. Networks-on-chip are used to
transfer data among PEs and between PEs and the global buffer.
The hardware resource allocation between on-chip compute (MAC)
and on-chip buffers, as well as the allocation among different buffer
components, have a significant impact on the accelerators’ perfor-
mance [14].

3.2.2 Dataflow strategy. It is mainly determined by three compo-
nents. 1). Loop order. Different data reuse opportunities can be
utilized by swapping the order of loops in Listing 1. 2). Spatial
unrolling, which consists of the number of levels of parallelism and
the specific loops selected for spatial unroll. 3). Tiling, which refers
to determining the tiling size for each CNN dimension.

3.2.3 Relationship between hardware resource allocation, dataflow
strategy, and hardware performance. The latency of CNN inference
is determined by the computation time and the data transfer time.
The computation time is affected by the spatial unrolling and con-
strained by the size of the PE array. The data transfer time is affected
by all three dataflow components and limited by the data transfer
bandwidth. The total power comprises of the computation power
and the data transfer power, which mainly depends on the dataflow
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strategy and hardware resource allocation. The area is decided by
the hardware resource allocation.

3.3 Footprint, Buffering Level, Buffer
Requirement and Traffic

The concept of footprint is introduced in [26] to denote the number
of distinct elements in IN, OUT or W used inside a specific loop.
The footprint at loop level 𝑙 can be computed as follows.

𝐹𝐼𝑁 (𝐿𝑙 ) = 𝑐 (𝑙) [(𝑖 (𝑙) − 1) ∗ 𝑆 + 𝑦 (𝑙)] [( 𝑗 (𝑙) − 1) ∗ 𝑆 + 𝑥 (𝑙)], (1)

𝐹𝑂𝑈𝑇 (𝐿𝑙 ) =𝑚(𝑙)𝑖 (𝑙) 𝑗 (𝑙), (2)
𝐹𝑊 (𝐿𝑙 ) =𝑚(𝑙)𝑐 (𝑙)𝑦 (𝑙)𝑥 (𝑙), (3)

where 𝐹𝐼𝑁 (𝐿𝑙 ), 𝐹𝑂𝑈𝑇 (𝐿𝑙 ) and 𝐹𝑊 (𝐿𝑙 ) are the footprint at loop level
𝑙 for IN,OUT andW, respectively. And𝑚(𝑙) is the product of all tiled
loop boundaries associated with CNN layer dimensionM from loop
level 0 to loop level 𝑙 . In the example in Listing 2, the𝑚(5) =𝑚𝑅

and 𝑚(10) = 𝑚𝑅𝑚𝑆 . 𝑐 (𝑙), 𝑖 (𝑙), 𝑗 (𝑙), 𝑦 (𝑙) and 𝑥 (𝑙) are defined in a
similar way.

The concept of buffering level is also proposed in [26] to associate
on-chip buffer requirements with footprint. Buffering level denotes
a nested loop level at which data are buffered for reuse. Note that
IN, OUT, and W data can have different buffering levels at each
memory hierarchy. In the example in Listing 2, loop 𝐿3 is selected
as the buffering level for IN array at register file. Then the buffer
requirement for IN at register file is the size of distinct elements
in IN used in one iteration of loop 𝐿3. The buffer size requirement
when buffering at loop level 𝑙 must be sufficient enough to store
the total number of distinct elements that are used in one iteration
of level 𝑙 , and it can be computed as:

𝐵𝑆𝑋 (𝐿𝑙 ) =
{
𝑃𝑋 ∗ 𝐹𝑋 (𝐿𝑙−1), if 𝑙 ≥ 1;
𝑃𝑋 , 𝑙 = 0,

(4)

where 𝑋 = 𝐼𝑁 ,𝑂𝑈𝑇,𝑊 , 𝑃𝑋 1 is the numerical precision (in bytes)
used for its storage. Note that spatial unrolling loops (𝐿6 and 𝐿7 in
Listing 2) would not be selected as buffering levels.

The data transfer traffic between DRAM and global buffer when
buffering at loop level 𝑙 (𝑙 ≥ 8) can be computed as:

𝑇𝐹𝑋𝐷 (𝐿𝑙 ) = 𝑃𝑋 ∗ 𝐹𝑋 (𝐿𝑙 ) ∗
∏
𝑗>𝑙

𝑏 𝑗 , (5)

where 𝑏 𝑗 is the loop boundary at loop 𝐿𝑗 .
The traffic between global buffer and register file when buffering

at loop level 𝐿𝑙 (0 ≤ 𝑙 ≤ 5) can be computed as:

𝑇𝐹𝑋𝐺 (𝐿𝑙 ) = 𝑃𝑋 ∗ 𝐹𝑋 (𝐿𝑙 ) ∗
𝑏6𝑏7
𝑆𝑋

∏
𝑗≥8

𝑏 𝑗 , (6)

where 𝑆𝑋 is the number of PEs that share the same data.

3.4 Multi-Objective Optimization
We consider the latency, power, and area in the co-optimization of
CNN hardware and dataflow. It is a multi-objective optimization
problem. A common compromise is to optimize a linear combina-
tion of per-objective losses, called the weighted sum loss method
in this paper. However, it typically does not perform well when
the objectives conflict with each other (like in our case), and it is
hard to find the proper weights for the objectives. A gradient-based
1For simplicity but without loss of generality, we set 𝑃𝑋 to 1 in this work.

neural network training technique that can optimize a collection
of possibly conflicting objectives is proposed in [25]. Its network
parameter update scheme is as follows. Firstly, the gradients of
each objective w.r.t. the shared neural network parameters are com-
puted. Then a minimum-norm vector in the convex hull of the set
of gradient vectors is found. Finally, gradients are updated in the
direction of the minimum-norm vector. It has been shown in [25]
that such gradient update approach essentially optimizes an upper
bound for the multi-objective loss.

#DRAM Level

𝐿19: for 𝑚3 in 𝑚𝐷

𝐿18: for 𝑐3 in 𝑐𝐷
𝐿17: for 𝑖3 in 𝑖𝐷
𝐿16: for 𝑗3 in 𝑗𝐷
𝐿15: for 𝑦3 in 𝑦𝐷
𝐿14: for 𝑥3 in 𝑥𝐷

#Global Buffer Level

𝐿13: for 𝑚2 in 𝑚𝐺

𝐿12: for 𝑐2 in 𝑐𝐺
𝐿11: for 𝑖2 in 𝑖𝐺 <--Weight and Output Buffering Level

𝐿10: for 𝑗2 in 𝑗𝐺
𝐿9: for 𝑦2 in 𝑦𝐺 <--Input Buffering Level

𝐿8: for 𝑥2 in 𝑥𝐺
#Spatial Unrolling

𝐿7: for 𝑚1 in 𝑚𝑆

𝐿6: for 𝑖1 in 𝑖𝑆
#Register File Level

𝐿5: for 𝑚0 in 𝑚𝑅 <--Weight and Output Buffering Level

𝐿4: for 𝑐0 in 𝑐𝑅
𝐿3: for 𝑖0 in 𝑖𝑅 <--Input Buffering Level

𝐿2: for 𝑗0 in 𝑗𝑅
𝐿1: for 𝑦0 in 𝑦𝑅
𝐿0: for 𝑥0 in 𝑥𝑅

Output [𝑚0] [𝑖0] [ 𝑗0]+=
Weight [𝑚0] [𝑐0] [𝑦0] [𝑥0]*

Input [𝑐0] [𝑖0*S+𝑦0] [ 𝑗0*S+𝑥0]

Listing 2: Example of design solution

4 PROBLEM FORMULATION
We study the co-optimization of hardware and dataflow for CNN
accelerators with a 2D PE-array and three-level memory hierarchy,
i.e., DRAM, GB, and RF.

The design parameters are defined as follows:

• LoopOrder & BufferingLevel vectors 𝒐𝐷 = [𝜋𝐷1 , 𝜋𝐷2 , . . . , 𝜋𝐷
𝑘𝐷

],
𝒐𝐺 = [𝜋𝐺1 , 𝜋

𝐺
2 , . . . , 𝜋

𝐺
𝑘𝐺

] and 𝒐𝑅 = [𝜋𝑅1 , 𝜋
𝑅
2 , . . . , 𝜋

𝑅
𝑘𝑅
]. They

are one-hot vectors that indicate which loop order and buffer-
ing level are chosen in DRAM, GB, and RF, respectively. For
instance, 𝒐𝑅 = [0, 1, 0, . . . , 0] means that the second combi-
nation of loop order and buffering level is selected for the RF
loops, i.e., 𝐿0-𝐿5 in Listing 2. 𝑘𝐷 , 𝑘𝐺 , 𝑘𝑅 are the total number
of combinations of loop order and buffering level at DRAM,
GB and RF, respectively.

• Boundary vector𝒎 = [𝑚𝐷 ,𝑚𝐺 ,𝑚𝑅,𝑚𝑆 ], where𝑚𝐷 ,𝑚𝐺 ,𝑚𝑅 ,
and𝑚𝑆 are the tiled loop boundaries for M at DRAM, GB,
RF and spatial unrolling, respectively, as shown in Listing 2.
Similarly, we define loop boundaries for C, I, J, Y and X as
𝒄 = [𝑐𝐷 , 𝑐𝐺 , 𝑐𝑅, 𝑐𝑆 ], 𝒊 = [𝑖𝐷 , 𝑖𝐺 , 𝑖𝑅, 𝑖𝑆 ], 𝒋 = [ 𝑗𝐷 , 𝑗𝐺 , 𝑗𝑅, 𝑗𝑆 ],
𝒙 = [𝑥𝐷 , 𝑥𝐺 , 𝑥𝑅, 𝑥𝑆 ], and 𝒚 = [𝑦𝐷 , 𝑦𝐺 , 𝑦𝑅, 𝑦𝑆 ], respectively.
CNN dimensions that are not selected for spatial unrolling
have their spatial unrolling loop boundaries to be 1. In the
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example of Listing 2, 𝑐𝑆 = 𝑗𝑆 = 𝑦𝑆 = 𝑥𝑆 = 1. In this way, the
spatial unrolling is also encoded into the boundary vectors.

We let the GB size and RF size match their buffer requirements
computed according to Equation (4). And the PE array size is equal
to the product of the boundaries of spatial unrolling loops (e.g.,
𝑚𝑆 ∗ 𝑖𝑆 in Listing 2. In this way, hardware resource allocation is
also determined by our design parameters.

Given a CNN layer instance x with dimensions [𝑀,𝐶, 𝐼, 𝐽 , 𝑌 , 𝑋 ],
the objective is to minimize the inference latency, power, and area
by finding the best design parameters. The mathematical problem
formulation is defined as follows:

min
Θ≜{𝒐𝐷 ,𝒐𝐺 ,𝒐𝑅 ,𝒎,𝒄,𝒊,𝒋,𝒓,𝒒}

HW(x;Θ) = [𝑇 (Θ), 𝑃 (Θ), 𝐴(Θ)], (7)

subject to

𝑚𝐷𝑚𝐺𝑚𝑅𝑚𝑆 = 𝑀, (8)

𝑐𝐷𝑐𝐺𝑐𝑅𝑐𝑆 = 𝐶, (9)

𝑖𝐷𝑖𝐺 𝑖𝑅𝑖𝑆 = 𝐼 , (10)

𝑗𝐷 𝑗𝐺 𝑗𝑅 𝑗𝑆 = 𝐽 , (11)

𝑦𝐷𝑦𝐺𝑦𝑅𝑦𝑆 = 𝑌, (12)

𝑥𝐷𝑥𝐺𝑥𝑅𝑥𝑆 = 𝑋, (13)

𝑚𝐷 ,𝑚𝐺 ,𝑚𝑅,𝑚𝑆 , 𝑐𝐷 , 𝑐𝐺 , . . . , 𝑥𝐷 , 𝑥𝐺 , 𝑥𝑅, 𝑥𝑆 ∈ N+, (14)

𝒐𝐷 , 𝒐𝐺 and 𝒐𝑅 are one-hot vectors, (15)

No more than two from [𝑚𝑆 , 𝑐𝑆 , 𝑖𝑆 , 𝑗𝑆 , 𝑥𝑆 , 𝑦𝑆 ]are greater than 1.
(16)

Here 𝑇 (∗), 𝑃 (∗), 𝐴(∗) are the mapping from design parameters
to inference latency, power, and area. Constraints (8-14) ensure that
the tiling solution is legal. Constraint (15) means that only one loop
order and buffering level option can be chosen for each memory
level. And constraint (16) enforces that no more than two CNN
dimensions are selected for spatial unroll. It is a multi-objective
optimization problem, and our overall objective is to find a Pareto
optimal solution.

5 METHODOLOGY
5.1 Overview
Figure 1 depicts our CNN hardware dataflow co-optimization frame-
work. The core is an analytical hardware performance model in a
matrix form, which facilitates our two-stage optimization scheme.
In stage I, the original problem ( Equation 7) is relaxed into a non-
linear programming problem, which is then been cast as neural
network training and solved through a deep-learning toolkit with
parallel computing and automatic gradient propagation. In stage
II, an integer solution is found by parallel local search around the
continuous solution output by non-linear optimization.

5.2 Analytical Hardware Performance Model in
a Matrix Form

5.2.1 Ln-Exp Trick. We propose a Ln-Exp trick which is the key
to our matrix-form model. Its main idea is illustrated via a few
examples.

The multiplication of a set of scalars can be expressed as the
inner product of two vectors. For example,

𝑎1𝑏1𝑐1 = exp⟨𝒒, 𝒃⟩, (17)

where 𝒒 = [1, 1, 1], 𝒃 = ln [𝑎1, 𝑏1, 𝑐1] and ⟨∗, ∗⟩ denotes inner prod-
uct.

The Ln-Exp trick can transform a series of multiplication of
scalars into a matrix multiplication operation. For instance,

𝑎1𝑏1𝑐1 𝑎2𝑏2𝑐2 𝑎3𝑏3𝑐3
𝑎1𝑐1 𝑎2𝑐2 𝑎3𝑐3
𝑏1𝑐1 𝑏2𝑐2 𝑏3𝑐3

 = exp{𝑸B}, (18)

where

𝑸 =


1 1 1
1 0 1
0 1 1

 ,𝑩 = ln

𝑎1 𝑎2 𝑎3
𝑏1 𝑏2 𝑏3
𝑐1 𝑐2 𝑐3

 . (19)

5.2.2 Computation of Buffer Size Requirement and Data Traffic. As
discussed in previous works [32], the key to hardware performance
evaluation is to calculate the buffer size requirements and the data
traffics between neighboring memory levels, based on which the
latency, power, and area can be easily computed.

One common property of previous analytical memory perfor-
mance models [26, 32] is that the buffer requirements and the data
traffics can be expressed as the product of a selected set of (tiled)
loop boundaries, and a limited number of their transformations.
Equations (1-6) are good examples. Via the Ln-Exp trick, they can be
described as the inner product of a binary vector, called query vector,
and a vector of the logarithm of loop boundaries and a few of their
transformations called ln-bound vector. The query vector is mainly
determined by the selection of loop order and buffering level, i.e.,
by 𝒐𝐷 , 𝒐𝐺 , 𝒐𝑅 ; while the ln-bound vector is decided by the tiling
and spatial unrolling, i.e., by 𝒎, 𝒄, 𝒊, 𝒋, 𝒓, 𝒒. In the example depicted
in Listing 2, the buffer size requirement for kernel weights at GB
can be derived from Equation (4) and computed as follows:

𝐵𝑆𝑊 (𝐿11) = 𝑦𝐺 ∗ 𝑥𝐺 ∗𝑚𝑆 ∗𝑚𝑅 ∗ 𝑐𝑅 ∗ 𝑥𝑅 ∗ 𝑦𝑅 = exp ⟨𝒒, 𝒃⟩, (20)

where 𝒒 = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 0, 1, 1, 0, 0, 1, 1],
𝒃 = ln( [𝑚𝐷 , 𝑐𝐷 , 𝑖𝐷 , 𝑗𝑅, 𝑥𝐷 , 𝑦𝐷 ,𝑚𝐺 , 𝑐𝐺 , 𝑖𝐺 , 𝑗𝐺 , 𝑥𝐺 , 𝑦𝐺 ,𝑚𝑆 , 𝑖𝑠 ,𝑚𝑅 ,
𝑐𝑅, 𝑖𝑅, 𝑗𝑅, 𝑥𝑅, 𝑦𝑅]).

According to Equation (5), the traffic of weight data from DRAM
to GB can be computed as follows:

𝑇𝐹𝑊
𝐷

(𝐿11) =𝑚𝐷∗𝑐𝐷∗𝑖𝐷∗ 𝑗𝐷∗𝑥𝐷∗𝑦𝐷∗𝑚𝐺∗𝑐𝐺∗𝐵𝑆𝑊 (𝐿11) = exp ⟨𝒒′, 𝒃⟩,
(21)

where 𝒒′ = [1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 1, 1, 1, 0, 1, 1, 0, 0, 1, 1]. Note that a
few transformations of the loop boundaries, e.g., (𝑖𝑅 − 1) ∗ 𝑆 + 𝑦𝑅 ,
might be required for discussing the buffer requirement and data
transfer traffic of 𝐼𝑁 array, as implied by Equation (1).

Different loop orders and buffering levels can lead to the product
of different sets of loop boundaries. We can simply let the ln-bound
vector involves the union of loop boundaries and transformations
required by various loop orders and buffering levels. And the query
vectors corresponding to different loop orders and buffering levels
can be stacked into a matrix, denoted as Query Matrix Q. For dif-
ferent memory levels of 𝐼𝑁 ,𝑂𝑈𝑇 , and𝑊 arrays, we generate a set
of individual Query Matrices to compute the buffer size and data
transfer traffic. To further enable parallel evaluation of design solu-
tions, different ln-bound vectors, corresponding to different tiling
and parallelism strategies, are stacked into a matrix, denoted as
𝐿𝑛 − 𝐵𝑜𝑢𝑛𝑑 Matrix 𝑩. In this way, various loop order and buffering
level solutions, as well as tiling and parallelism solutions, can be
evaluated in parallel by a fewmatrix multiplications. The Buffer Size
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Figure 1: CNN hardware and dataflow co-optimization framework.

Matrices BS𝑌
𝑋
(𝑋 = 𝐼𝑁 ,𝑂𝑈𝑇,𝑊 and 𝑌 = GB, RF) can be computed

as follows:
BS𝑌𝑋 = Q𝑋,𝑌

𝐵𝑆
B, (22)

where Q𝑋,𝑌
𝐵𝑆

is the Query Matrix of buffer size for 𝑋 array at 𝑌 .
BS𝑌

𝑋
(𝑖, 𝑗) corresponds to the buffer size requirement of 𝑋 array

at memory level 𝑌 with the 𝑖-th combination of loop order and
buffering level and the 𝑗-th tiling and spatial unrolling.

Similarly, the Traffic Matrices TF𝑌
𝑋
(𝑋 = 𝐼𝑁 ,𝑂𝑈𝑇,𝑊 and 𝑌 =

GR, RF) are computed as follows:

TF𝑌𝑋 = Q𝑋,𝑌
𝑇𝐹

B, (23)

where Q𝑋,𝑌
𝑇𝐹

is the Query Matrix of data traffic for 𝑋 array at mem-
ory level𝑌 . Here, data traffic at GB means the data transfer between
DRAM and GB. And data traffic at RF means the the data transfer be-
tween GB and RF. With the Traffic Matrices, we can further obtain
the Buffer Access Matrices 𝑨𝑪𝑌

𝑋
(𝑋 = 𝐼𝑁 ,𝑂𝑈𝑇,𝑊 and 𝑌 = DRAM,

global buffer, register file) by conducting a few linear transforma-
tions on the Traffic Matrices. 𝑨𝑪𝑌

𝑋
represents the buffer access

counts of 𝑋 array at memory level 𝑌 .
However, the curse of dimensionality prevents naïve applica-

tions of the aforementioned matrix-form model to systems with
multi-level memory hierarchy. Since the height of the Query Matri-
ces Q𝑋,𝑌

𝐵𝑆/𝑇𝐹 equals the number of combinations of loop order and
buffering level equals which grows exponentially to the number of
memory levels. We address this problem by breaking the coupling
between different memory levels. For example, Equation (20) can
be rewritten as

𝐵𝑆𝑊 (𝐿11) = 𝑦𝐺𝑥𝐺 ∗ (𝑚𝑆𝑚𝑅𝑐𝑅𝑦𝑅𝑥𝑅)
= 𝑦𝐺𝑥𝐺 ∗ Downstream Footprint
= exp ⟨𝒑, 𝒃 ′⟩ ∗ Downstream Footprint,

(24)

where 𝒑 = [0, 0, 0, 0, 1, 1] and 𝒃 ′ = ln[𝑚𝐺 , 𝑐𝐺 , 𝑖𝐺 , 𝑗𝐺 , 𝑦𝐺 , 𝑥𝐺 ]. In
this way, we only need to consider the loop order and buffering
level options at the current memory level when computing the
buffer requirement. The result is thenmultiplied by the downstream
footprint. In this example, the downstream footprint means the
footprint when buffering at loop 𝐿8.

Similarly, the traffic computation Equation (21) can be rewritten
as

𝑇𝐹𝑊
𝐷

(𝐿11) = (𝑚𝐷𝑐𝐷𝑖𝐷 𝑗𝐷𝑦𝐷𝑥𝐷 ) ∗𝑚𝐺𝑐𝐺𝑦𝐺𝑥𝐺 ∗ (𝑚𝑆𝑚𝑅𝑐𝑅𝑦𝑅𝑥𝑅)
= Upstream Bounds ∗𝑚𝐺𝑐𝐺𝑦𝐺𝑥𝐺 ∗ Downstream Footprint
= Upstream Bounds ∗ exp ⟨𝒑′, 𝒃⟩ ∗ Downstream Footprint,

(25)

where 𝒑′ = [1, 1, 0, 0, 1, 1]. It means that the effects of higher mem-
ory levels on the traffic of lower levels can be described by the
product of upstream loop boundaries, and the effects of lower mem-
ory levels on a higher level can be described by the downstream
footprint.

It is also noteworthy that our method can incorporate various
memory performance models, as long as the buffer requirements
and the data transfer traffics can be expressed as the product of
loop boundaries and their transformations. In this paper, we mainly
deploy the memory performance model in [26]. It is an analyti-
cal model for loop-nest optimization targeting architectures with
application managed buffer, which is commonly used in CNN ac-
celerators. We derive the matrix-form and extend it to consider
multi-level memory hierarchy by our aforementioned techniques.

5.2.3 One-Time Offline Computation. As discussed in Section 5.2.2,
different loop orders and buffering levels can lead to the product of
different sets of loop boundaries when computing the buffer size
requirements and data traffic. Previous analytical models [26, 32]
contain a large number of hidden “if-else" operations to find the
right set of loop boundaries for a given loop order and buffering
level, this greatly degrades the efficiency of gradient computation.

We propose a one-time offline computation technique that can
completely avoid any “if-else" operations during the online eval-
uation of design solutions. To be specific, we generate the Query
Matrices Q𝑋,𝑌

𝐵𝑆/𝑇𝐹 offline and reuse them across different CNN lay-
ers. As introduced in Section 5.2.2, each row in the Query Matrix is
a query vector that corresponds to one combination of loop order
and buffering level. It is a binary vector, and the locations of its
“1" elements indicate the set of loop boundaries that need to be
multiplied when computing buffer size or data traffic. In this way,
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the results of “if-else" operations are baked into the Query Matrices
and reused across CNN layers.

Table 2: Per Access Power

RF size Energy (pJ)

32 B 0.06
64 B 0.12
128 B 0.24
256 B 0.48
512B 0.96
1 KB 1.2

GB size Energy (pJ)

32 KB 5.82
64 KB 8.1
128 KB 11.66
256 KB 15.6
512 KB 23.27
1 MB 36.32

5.2.4 Latency, Power and Area Computation. We define 𝐸DRAM as
a constant scalar representing the per DRAM access power. But
the access power of GB and RF depends on their sizes, thus de-
pending on the hardware resource allocation. Table 2 is obtained
by interpolating the data reported in [31]. We can observe that
the per access power grows with the buffer size. Hence, we define
Per-Access-Power Matrices 𝑬𝑌

𝑋
(𝑋 = 𝐼𝑁 ,𝑂𝑈𝑇,𝑊 and 𝑌 = GB, RF)

as follows:
𝑬𝑌𝑋 (𝑖, 𝑗) = 𝑡𝑎𝑏 (𝑩𝑺𝑌𝑋 (𝑖, 𝑗)), (26)

where 𝑡𝑎𝑏 (𝑥) means rounding up x to the closest buffer size in
Table 2 and fetching the corresponding per access power value.

The Memory Access Power Matrices 𝑷𝒎𝑌
𝑋

(𝑋 = 𝐼𝑁 ,𝑂𝑈𝑇,𝑊

and 𝑌 = DRAM, GB, RF) can be calculated as:

𝑷𝒎𝑌
𝑋 (𝑖, 𝑗) =

{
𝑬𝑌
𝑋
(𝑖, 𝑗) ∗𝑨𝑪𝑌

𝑋
(𝑖, 𝑗), if 𝑌 = GB, RF;

𝑬𝐷𝑅𝐴𝑀 ∗𝑨𝑪𝑌
𝑋
(𝑖, 𝑗), if 𝑌 = DRAM.

(27)

The MAC computation power is

𝑃𝑀𝐴𝐶 = 𝑁𝑀𝐴𝐶 ∗ 𝐸𝑀𝐴𝐶 , (28)

where 𝑁𝑀𝐴𝐶 is the count of MAC computations and 𝐸𝑀𝐴𝐶 is the
per MAC computation power.

The Total Power Matrix 𝑷 can be obtained as:

𝑷 =
∑︁

𝑋=𝐼𝑁 ,𝑂𝑈𝑇,𝑊
𝑌=DRAM, GB, RF

𝑷𝒎𝑌
𝑋 + 𝑃𝑀𝐴𝐶 𝑱 , (29)

where 𝑱 is an all-one matrix with the same shape as 𝑷𝒎𝑌
𝑋
.

The Inference Latency Matrix 𝑻 can be calculated as:

𝑻 (𝑖, 𝑗) = 𝑁𝑀𝐴𝐶

𝑵𝑃𝐸 (𝑖, 𝑗)
, (30)

where the 𝑵𝑃𝐸 (𝑖, 𝑗) is the number of PEs, i.e., the product of bound-
aries of spatial unrolling loops, for the 𝑖-th combination of loop
order and buffering level and the 𝑗-th tiling strategy. Such inference
time can be achieved by providing a large enough data transfer band-
width, and we use the bandwidth as a constraint in our experiments.
The Bandwidth Requirement Matrices 𝑩𝑾𝑌

𝑋
can be computed as:

𝑩𝑾𝑌
𝑋 (𝑖, 𝑗) = 𝑻𝑭𝑌𝑋 (𝑖, 𝑗)/𝑻𝑌𝑋 (𝑖, 𝑗). (31)

The Area Matrix 𝑨 can be calculated as:

𝑨 =
∑︁

𝑋=𝐼𝑁 ,𝑂𝑈𝑇,𝑊
𝑌=GB, RF

𝑩𝑺𝑌𝑋𝐴𝑆𝑅𝐴𝑀 +𝐴𝑀𝐴𝐶𝑵𝑃𝐸 , (32)

where the 𝐴𝑆𝑅𝐴𝑀 is the area per buffer size unit and 𝐴𝑀𝐴𝐶 is the
area per MAC unit.

5.3 Non-Linear Optimization by Neural
Network Training

It is difficult to directly solve the original problem in Equation (7),
due to its enormous and discrete solution space. Hence, we relax
the original problem into a non-linear optimization problem and
then solve it with a gradient-based approach.

5.3.1 Problem Relaxation. Originally, the tiled loop boundaries
𝑚𝐷 ,𝑚𝐺 ,𝑚𝑅,𝑚𝑆 , 𝑐𝐷 , 𝑐𝐺 , . . . , 𝑥𝐷 , 𝑥𝐺 , 𝑥𝑅, 𝑥𝑆 are required to be inte-
gers. Now we relax them to continuous. Also, 𝒐𝐷 , 𝒐𝐺 and 𝒐𝑅 origi-
nally are one-hot vectors, each of which indicating the selection
of one combination of loop order and buffering level at the cor-
responding memory level. Now they are relaxed to represent the
probabilities of sampling over the combinations of loop orders and
buffering levels. Constraint (15) is relaxed as follows.

0 ≤ 𝜋𝐷1 , 𝜋𝐷2 , . . . , 𝜋𝐺1 , 𝜋
𝐺
2 , . . . , 𝜋

𝑅
1 , 𝜋

𝑅
2 , . . . , ≤ 1, (33)

𝑖=𝑘𝐷∑︁
𝑖=1

𝜋𝐷𝑖 = 1,
𝑖=𝑘𝐺∑︁
𝑖=1

𝜋𝐺𝑖 = 1,
𝑖=𝑘𝑅∑︁
𝑖=1

𝜋𝑅𝑖 = 1. (34)

We denote the relaxed version of 𝒐𝐷 , 𝒐𝐺 , 𝒐𝑅 as 𝝅𝐷 , 𝝅𝐺 , 𝝅𝑅 . One-
hot vectors 𝒛𝐷 , 𝒛𝐺 , 𝒛𝑅 can be generated according to 𝝅𝐷 , 𝝅𝐺 and
𝝅𝑅 as follows. For 𝑋 = 𝐷,𝐺, 𝑅,

𝑝𝝅𝑋
(𝑢𝑋 = 𝑖) = 𝜋𝑋𝑖 , 𝑖 = 1, 2, . . . , 𝑘𝑋 , (35)

𝒛𝑋 = 𝑜𝑛𝑒_ℎ𝑜𝑡 (𝑢𝑋 ), (36)

where 𝑝𝝅𝑋
denotes a probability distribution function with param-

eter 𝝅𝑋 .
.
The relaxed problem is defined as:

min
Ω≜{𝝅𝐷 ,𝝅𝐺 ,𝝅𝑅 ,𝒎,𝒄,𝒊,𝒋,𝒓,𝒒}

E𝒛𝐷∼𝑝𝝅𝐷
𝒛𝐺∼𝑝𝝅𝐺
𝒛𝑅∼𝑝𝝅𝑅

[𝑇 (Θ), 𝑃 (Θ), 𝐴(Θ)], (37)

Θ = [𝒛𝐷 , 𝒛𝐺 , 𝒛𝑅,𝒎, 𝒄, 𝒊, 𝒋, 𝒓 , 𝒒] . (38)

Here, E[𝑥] means the expectation of 𝑥 .

5.3.2 Neural Network Training. We notice the analogy between
neural network training and our problem Equation (37) as follows.

(1) Both problems are non-linear optimization problems. In neu-
ral network training, neural network weights are updated to
reduce the misprediction error; while our task is to optimize
hardware performance by tuning design parameters.

(2) In the forward propagation of neural network training, a
feature vector goes through a series of network layers, which
essentially comprise of matrix operations, to predict a label.
In our task, a CNN layer instance is fed to our matrix-form
model to output hardware performance.

(3) In the backward propagation of neural network training, the
gradient of the misprediction error w.r.t. network weights
are computed and used to update weights. In our task, the
gradient of hardware performance w.r.t. design parameters
are computed to guide the update of design parameters.

We implement our hardware performance model with the deep
learning toolkit PyTorch[23], which offers mature and efficient im-
plementation of matrix operations, automatic gradient derivation,
and optimization engines with compatibility to both CPU and GPU
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acceleration. We set the learning rate to be 0.1043 and epoch count
to be 500, and use the Adam optimizer for network training.

Our problem hasmultiple objectives, i.e., latency, power, and area.
We deploy the multi-objective optimization technique proposed in
[25], whose main idea is introduced in Section 3.4.
5.4 Parallel Local Search
The outputs from our non-linear optimization stage are continuous
design parameters. Hence, we conduct a local search around the
continuous parameters to find the best integer parameters, as shown
in Figure 1. It is a discrete optimization step and also implemented
with deep learning toolkits. It is noteworthy that our parallel lo-
cal search does not necessarily require the usage of multiple CPU
cores or GPU. Instead, thanks to our matrix-form model, millions
of design solutions can be evaluated in parallel via a few matrix op-
erations, which are efficiently accelerated by deep learning toolkits
even on a single CPU core.

6 EVALUATION
Experiments are conducted on VGG16, ResNet18, and AlexNet. All
algorithms are implemented in Python and run on one core in AMD
Ryzen Threadriper 1920X 12-Core Processor, except for section 6.3
where an additional Nvidia GeForce RTX 2080 Ti GPU is used.
6.1 Model Accuracy
Weevaluate the accuracy of ourmodel with respect to Timeloop [20],
which is a state-of-the-art DNN hardware performance model. We
generate thousands of different valid dataflows for three different
CNN layers. Each dataflow is fed to both Timeloop and our model
to compute the hardware performance.

Table 3: Relative errors of our model vs. Timeloop

RF Size GB Size Power Latency

Average 0% 0% 1% 0%
RMSE 0% 0% 3% 0%

Table 3 shows the relative errors of our model compared to
Timeloop. We can see a perfect match on register file level buffer
size, global buffer size, and latency estimation. The relative errors
for power estimation are 1% on average. In general, our model
matches Timeloop very well. Since many solutions generated in
the rest of the experiments cannot be handled by Timeloop, they
are evaluated by our model.

6.2 Comparison with Previous Works
Our hardware and dataflow co-optimization method is compared
with the following previous works:

(1) GAMMA[15]: It is a generic algorithm-based two-stage ap-
proach. Latency is optimized at stage I, while stage II focuses
on power optimization. The original GAMMAoptimizes only
dataflow, and we extended it to optimize CNN hardware as
well.

(2) Gumbel Softmax based approach[11]: Similar work is
proposed for a differentiable co-optimization framework for
network structure and accelerator co-design [6]. In our ex-
periments, we implement a differentiable accelerator search
engine for comparison using Gumbel Softmax.

(3) Bayesian Optimization introduced in [24].

6.2.1 Power-Latency Optimization Results. We first report opti-
mization results with power and latency as the objective. At the
same time, all themethods share the samemaximum chip area limit ≤
5𝑒6 𝜇𝑚2. Figure 2 shows layer-by-layer comparison for𝑉𝐺𝐺16. Our
approach dominates all the other methods in latency and power
for all layers. The CNN dimensions for layers 11, 12, and 13 are the
same, and so are their solutions for each method.

Figure 2: Per layer results for VGG16 when optimizing power
and latency.

Figure 3: Overall results on power and latency optimization
running on a single CPU core.

Figures 3 shows the overall results for 𝑉𝐺𝐺16, 𝐴𝑙𝑒𝑥𝑛𝑒𝑡 , and
𝑅𝑒𝑠18 on power, inference latency and optimization runtime. The
overall result for a CNN network is obtained by summing up the
results of all layers. Our approach dominates all the other meth-
ods in all three cases. Compared to Bayesian optimization, our
method achieves 1.2-6× less inference latency with 38% to 62%
less power consumption. Compared to GAMMA and Gumbel Soft-
max approach, our approach reduces latency by about 2.9× or
more and power reduction from 10% to 78%. Due to our matrix
form performance model, the non-linear optimization of the pro-
posed method can be performed through neural network training
in 𝑃𝑦𝑇𝑜𝑟𝑐ℎ. Therefore, the proposed method provides 9-13× and 8-
13×speedup of optimization runtime compared with GAMMA
and Gumbel Softmax approach, respectively.

6.2.2 PPA Optimization. We also evaluate our method on PPA
(Power Performance Area) optimization, where performance is indi-
cated by inference latency. The comparison is made with GAMMA,
which achieves the best power-latency results among the three
previous works. Figure 4 shows the PPA comparison results. The
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proposed method outperforms GAMMA in all cases. Compared
with GAMMA, our method achieves up to 1.7 × shorter inference
latency, 37.5% less power consumption, 3× less area and 6.2
less optimization time on ResNet 18.

Figure 4: PPA results. CNN performance is indicated by in-
ference latency.

6.3 Runtime Analysis
6.3.1 Why Does the Matrix Form Matter? One of our key contri-
butions is the analytical model in a matrix form, which allows
fast solution evaluation through a deep learning toolkit such as
PyTorch. Experiments are conducted on VGG16 layer 1. During
the local search, our matrix form model can evaluate 36 million
solutions (which is still a very tiny portion of the design solution
space) in 35 secs. The evaluation time per design solution of matrix
form is 2300× faster than non-matrix form analytical model. At
the same time, it is also 8300× faster than Timeloop solution eval-
uation. Therefore, the matrix form matters much more than merely
an analytical form model.

Figure 5: Runtime breakdown on different platforms.

6.3.2 Effect of Computing Platforms. Figure 5 shows the runtime
breakdown for optimizing PPA of VGG16 layer 1 by our method on
different platforms. On CPU, the non-linear optimization takes 68
secs, and local search takes 34 secs. Where on GPU, the non-linear
optimization takes 94 secs and local search takes 3.3 secs. One can
tell that the local search can be easily parallelized on GPU while
the non-linear optimization part runs faster on the CPU due to the
small size of our model.

6.4 Ablation Study
6.4.1 Effect of Local Search. The local search evaluates a large
number of integer solutions in the neighborhood of the fractional
non-linear optimization solution and finds the optimal integer one.
An alternative and naïve method is to round the fractional solution
to its integer neighbor with the minimum Euclidean distance, a.k.a.
nearest rounding. Figure 6 compares the integer solutions from
our local search and nearest rounding on 4 CNN layers of VGG16.
One can see that our local search leads to solutions superior to
the nearest rounding. Since the results are shown in a logarithmic
scale to cover a wide range, the actual difference is greater than it
appears to be. The runtime cost of our local search is labeled in the
figure.

Figure 6: Comparison be-
tween local search and near-
est rounding.

Figure 7: Power and latency
tradeoff of multi-objective
optimization.

6.4.2 Multi-objective Optimization. Figure 7 shows the effect of
our multi-objective optimization in comparison with a common
approach of minimizing a weighted sum between power and la-
tency on VGG16 layer 1. By varying the weighting factors, the
weighted sum method can obtain the blue dot solutions with differ-
ent latency-power tradeoffs. Our multi-objective optimization can
lead to the orange triangle solution that dominates all the Pareto
front solutions found by the weighted sum method.

6.5 Parallelism Between CNN Layers
So far our method focuses on the parallelism inside a single CNN
layer. We, therefore, devise a two-stage heuristic for applying our
method to accelerators where the entire CNN model is executed in
a layer-wise pipeline manner [15]. Stage 1: Run our algorithm to
optimize PPA for each layer. Stage 2: Identify the latency bottleneck
over layers and then re-optimizing power and area for each layer
given the latency bottleneck as a constraint. Future extensions of
our work will comprehend efficient handling of parallelism between
CNN layers.

7 CONCLUSION
Hardware and dataflow co-optimization is critical for the perfor-
mance, power, and area of CNN accelerator designs. However, the
co-optimization solution space is enormously large and presents
a huge challenge. We develop a matrix form analytical model for
evaluating co-optimization solutions, and it is 2300× faster than a
non-matrix form analytical model. Based on this model, we propose
a co-optimization approach that significantly outperforms several
state-of-the-art methods. Our approach can also be incorporated as
an important component in NAS-accelerator co-design.
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