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Low temperature optical spectroscopy in applied magnetic fields provides clear evidence of mag-
netoelastic coupling in the spin ice material HozTi2O7. In far-IR reflectometry measurements, we
observe field dependent features around 30, 61, 72 and 78 meV, energies corresponding to crystal
electronic field (CEF) doublets. The calculations of the crystal-field Hamiltonian model confirm
that the observed features in IR spectra are consistent with magnetic-dipole-allowed excitations
from the ground state to higher °Is CEF levels. We present the CEF parameters that best describe
our field-dependent IR reflectivity measurements. Additionally, we identify a weak field-dependent
shoulder near one of the CEF doublets. This indicates that this level is split even in zero-field,
which we associate with a vibronic bound state. Modeling of the observed splitting shows that the
phonon resides at slightly lower energy compared to the CEF level that it couples to, which is in
contrast with previously published inelastic neutron measurements. The magnetic field dependence
of the vibronic state shows a gradual decoupling of the phonon with the CEF level as it shifts. This
approach should work in pyrochlores and other systems that have magnetic dipole transitions in
the IR spectroscopic range, which can elucidate the presence and the ability to tune the nature of

vibronic states in a wide variety of materials.

I. INTRODUCTION

In pyrochlore titanates, RE;Ti;O7, the magnetic
RE3* ions occupy a lattice of corner-sharing tetrahedra,
providing the quintessential framework to study geomet-
rical frustration in three dimensions [1-3]. These sys-
tems have been shown to possess a diverse variety of un-
conventional cooperative magnetic ground states, includ-
ing spin liquid and spin ice states [4, 5]. The canonical
spin ices, HosTioO7 (HTO) and DysTisO7, have been
studied extensively as they form a two-in/two-out spin
configuration on each tetrahedron below 6y ~ 2 K [6-
8]. This is the result of the very large Ising anisotropy
and the long range dipolar interactions that lead to ef-
fective ferromagnetic coupling between Ho* spins [7-9].
Moreover, a large body of recent works has shown that
spin ice materials host fractionalized excitations (mag-
netic monopoles)[10-12].

The localized spin momentum on the Ho37 is strongly
coupled with the 4f orbital momentum and the interac-
tion of the 4f charge cloud with the crystal electronic field
from surrounding oxygens leads to the Ising anisotropy
found in spin ice materials. As pointed out by Ruminy
et al., the CEF Hamiltonian is essential to quantify pos-
sible quantum corrections to the classical model[13] in
spin ices like HTO. It explains several intriguing phe-
nomena in the rare-earth pyrochlore systems; i.e., the
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size of the monopole charge, anisotropy of the magnetic
moment, interactions with other degrees of freedom such
as phonons and spins[14, 15], and coupling strength of
any transverse spin component. This provides a logi-
cal pathway to understand the mechanism of Ising mo-
ment reversal allowing monopole dynamics and quantum
fluctuations beyond the classical spin-ice limits[16, 17].
Considerable activity has been devoted to the determi-
nation of the crystal field parameters and the correspond-
ing energy-level scheme in HTO [13, 18-21]. Rosenkranz
et al. obtained the set of six crystal field parameters
based on fitting energies of five CEF transitions mea-
sured in an inelastic neutron scattering (INS) experi-
ment. Because the number of the observed CEF tran-
sitions was restricted, Bertin et al. suggested a global
fitting procedure based on scaling the energy levels avail-
able at that time for a variety of rare earth ions within
the same pyrochlore RE;TipO7 series [21]. Recently, two
detailed experimental INS studies[13, 20] resolved addi-
tional CEF transitions in HTO and included the peak
intensities into the fitting. However, there is still some
discrepancy in these results. While it has been discussed
before that magnetic field can be used to resolve some
of the discrepancy|[21, 22], our modeling shows that in
order to unambiguously determine the CEF parameters
the direction of the magnetic field within the local Ho3"
ion coordinate frame is an important parameter.

Magneto-elastic effects are relevant in rare-earth py-
rochlores and manifest in terms of modified magnetic,
vibrational and electronic properties[23].  This ef-
fect has been recently reported in HTO through INS
measurements[20]. The measurements showed that the
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E, CEF doublet around 60 meV was split due to the
coupling with a phonon, evidencing the presence of an
entangled phononic crystal field excitation due to strong
magneto-elastic coupling[20].As we will show, magneto-
infrared spectroscopy is a powerful tool that can pro-
vide insight into CEF transitions and magneto-elastic
effects[24-28] in materials with rather complex CEF
schemes, such as HT'O. Vibronic states have also been
observed recently in other pyrochlore titanates [22, 29|
in the terahertz spectral range. These magneto-optical
studies provide a straightforward way to study how CEF-
phonon coupling strengths can be varied as a function
of applied magnetic field. This work has relevance be-
yond the pyrochlores. Magneto-IR spectroscopy could
provide deeper insights into vibronic states observed
in other systems, such as the high T superconductor
NdBasCuzO7_s. In this superconductor CEF-phonon
coupling can be tuned via isotopic substitution of oxy-
gen (to shift the phonon energy) and by applied fields
(to shift the CEF levels), providing two ways to tune the
nature of the bound state[30].

The main results presented in this paper are, 1) the ob-
servation and modeling of magnetic-dipole-allowed tran-
sitions between CEF levels and their evolution in ap-
plied magnetic field using far-IR reflectivity measure-
ments. We found good agreement between the modeling
and our data. 2) finding and modeling the magnetic field
dependence of a spectroscopic feature associated with a
CEF-phonon coupled (vibronic) state. We modeled the
field-evolution of the CEF levels and of the vibron using
a phenomenological model. The qualitative comparison
between the model and the data allows us to estimate
CEF parameters, along with the energy of the phonon
that couples to the CEF level.Our work is unique in that
it uses IR reflectivity rather than transmission and we
show that with IR reflectivity it is possible to observe
magnetic dipole allowed transitions between CEF levels
and identify the presence of a vibronic state in HTO.
There are many works that describe the CEF levels in
HTO, but these are mainly neutron studies, where much
larger samples are needed and studying magnetic field
dependencies (strength and direction) is time consum-
ing and far from trivial. Interestingly, the field depen-
dence has allowed us to clarify that the specific signs of
certain CEF parameters can only be distinguished when
the field is applied out of the (110) plane and away from
the <001> direction in the local Ho3t ion coordinate
frame (see Supplementary Materials [31]). Otherwise,
this sign issue will go wholly unnoticed. Furthermore,
the magnetic field dependence of the vibronic state shows
a gradual decoupling of the phonon with the CEF level
as it shifts, which has not been reported before. This
approach should work in pyrochlores and other systems
that have magnetic dipole transitions in the IR spectro-
scopic range, which can elucidate the presence and the
ability to tune the nature of vibronic states in a wide
variety of materials.

This paper is organized as follows. We start with de-
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Figure 1: (Color online) (top) Calculated reflectance of
HTO after adjusting the parameters from previously
published IR studies on Dy,Ti2O7 single crystals [32] to
best approximate our measurements (see Table I in the
Supplementary Materials [31]). (Bottom) Measured
single beam reflected intensity profiles for HTO (red)
and a gold reference sample (green). The blue curve
shows the multiplication of the model based calculated
reflectance (black) and the gold reference (green).

tails on the experimental (Section II) setup and impor-
tant information on the procedure for background correc-
tion so that small magnetic field induced changes can be
extracted. In section III we cover the results, the model-
ing, and we discuss the significance of our observations.
We start with an overview of the data after which we dis-
cuss the modeling of our data. We divide the description
and discussion of the modeling in subsections, starting
with subsection IIT A about the zero-field transitions and
comparing our observations to those reported by others,
subsection IITB about the field dependence of the CEF
transitions, and lastly subsection ITI C about the observa-
tion and modeling of the vibronic state in IR-reflectivity.

II. EXPERIMENTAL

The single crystal samples of HTO were grown using
the optical floating-zone method. The HoyO3 and TiO9
powders were mixed in a stoichiometric ratio and then
annealed in air at 1450°C for 40 h before growth in an
image furnace. The growth was achieved with a pulling
speed of 6 mm/h under 5 atm oxygen pressure. The crys-
tals were oriented by Laue back diffraction. The struc-
tural and compositional analyses of these samples were
performed previously, confirming the cubic symmetry of
crystals with the lattice parameter, in agreement with
previously reported values [5] (see [6] for more details).

The magneto infrared spectroscopy was performed
at the National High Magnetic Field Laboratory em-
ploying a 17 T vertical-bore superconducting magnet
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Figure 2: (Color online) a) Schematic showing the CEF energy levels[19] for the Ho?* ion in HopTisO7. The green
solid levels are the E, doublets and the red dashed levels are the A, and Ay, singlets, respectively. b)Normalized
reflection spectra measured for magnetic fields of B = 0 T (black line) and B = 10 T (blue line, with added offset).
The red line is a cumulative fit of three lorentz peaks at 59.11, 60.96, and 78.60 meV, respectively. An instrumental
artifact is marked by the asterisk. c¢) Normalized spectra at several magnetic fields in the vicinity of 60 meV. The
arrow shows the shoulder slightly below the strongest CEF transition.

coupled with Fourier-transform infrared spectrometer
Bruker Vertex 80v. The collimated IR radiation was
propagated from the spectrometer to the top of the mag-
net inside the evacuated (~ 4 mBar) optical beamline and
then focused to the brass lightpipe, used to guide the IR
radiation down to the sample space of the magnet. The
parabolic 90°degree mirror focused the IR radiation on
the sample with ~ 30°degree incident angle, while a sec-
ond confocal mirror collected the reflected IR radiation
inside the twin lightpipe with the Si composite bolome-
ter at the end. The reflective surface of the sample was
oriented parallel (Voigt geometry) to the magnetic field
applied along [001] crystallographic direction. The reflec-
tion spectra were measured in the spectral range between
50-800 cm~! with instrumental resolution of 0.3 cm™1.
Both sample and detector were cooled by low-pressure
helium gas to a temperature of 5 K. The experimental
information about Raman is discussed in the Supplemen-
tary Materials [31].

The signal-to-noise ratio of the magneto-infrared data
was improved by averaging over three spectra collected
at every field point. Then, the single beam spectrum
at each magnetic field was divided by a reference spec-
trum to remove a strong non-magnetic background signal
and thereby to disclose the tiny field-dependent features.
The spectra measured at all magnetic fields were com-
bined into the 2D matrix, with rows and columns cor-
responding to energy and magnetic field points, respec-
tively. The reference spectrum is created by taking the
highest value of the intensity at each column (i.e. at each
frequency point) of this 2D spectrum. The normaliza-
tion on such statistically created baseline keeps the rela-
tive reflectance spectrum below 100% and quantifies the
field-induced changes in the reflection signal. The statis-
tical approach for the background correction is frequently
used to process transmission data and causes the field-

dependent feature to possess a peak line shape, instead
of the peak-derivative shape, intrinsic to the normaliza-
tion on the zero-field spectrum. For instance, Amelin
et al. [22] employed the approach in their THz trans-
mission study of CEF excitations in another pyrochlore
compound, ThoTiO7. Interestingly, this approach also
works very well for the analysis of the reflection data
presented in this paper.

III. RESULTS AND DISCUSSION

In Fig. 1 we show single beam reflected intensities
collected for HTO (red curve) and for a gold standard
(green dashed curve), taken under similar instrumental
conditions. However, the direct ratio method is not a
viable option for extracting the absolute reflectance for
HTO due to inevitable small mismatches in the opti-
cal path and hence the appearance of reflectance val-
ues above 100%. Instead, we optimize the previously
published Lorentzian parameters for a Dy;TisO7 single
crystal [32] resulting in a calculated reflectance spectrum
(black curve, top panel in Fig. 1). We scale the gold stan-
dard intensity profile with this calculated reflectance and
superimpose the result over the measured reflected inten-
sity profile for HTO (blue curve, bottom panel). The
comparison between the experimental intensity profile
and the model based calculated reflection intensity pro-
file shows good agreement in the entire frequency range
of our interest. While the resonance frequencies barely
differ from DysTisO7 vibrational spectra, the linewidth
and oscillator strength for a few phonons show slight vari-
ations for HTO. We provide a table in the Supplementary
Materials [31] listing all the transverse and longitudinal
modes used to calculate the reflectance curve.

The relative changes of the IR spectrum induced by



applied magnetic field are shown in the Fig.S1b. The
magnetic field in our study is applied along the [001]
crystallographic direction, which provides the largest net
magnetic moment projection and the same CEF level
splitting for all four crystallographically different Ho3*
sites [31]. The significant field-induced responses are
found at energies of 30 (visible in 10 T spectrum), 61, 72
(visible in 10 T spectrum), and 78 meV. These energies
are in line with previous INS studies[13, 19, 20] and we
can associate these features with CEF excitations from
the ground state doublet E,4(0) to higher-energy states,
shown in Fig. Sla.

The largest change in the IR reflection spectra is lo-
cated in the vicinity of 60 meV, that corresponds to the
strongest peak in the INS intensity spectrum measured
in zero magnetic field and at low temperature [20]. This
INS peak appears to have a satellite peak with smaller in-
tensity at the low-energy side. Such splitting is explained
by phonon and E4(3) CEF level hybridization [20]. Con-
currently, the strongest feature of the normalized IR re-
flection is also different to other peak-like features due

to the presence of a shoulder on the low-energy side (see
Fig.Slc). Moreover, the shoulder disappears quickly in
applied fields of a few Tesla and we will discuss such be-
havior in more detail in the text below.

Interestingly, we can roughly compare the strength
of the electric and magnetic dipole excitations in HTO.
While the IR active phonons induce changes of > 25% to
the ideal 100 % reflectivity (Fig.1), the intensity changes
of CEF transitions are about 0.2%-1% of the magni-
tude of the normalized reflectivity (Fig.S1b). Owing to
the high sensitivity of the magneto-infrared spectroscopy
technique, the weak magnetic dipole transitions can be
still detected in the broadband spectral range. This en-
ables us to investigate the evolution of CEF levels with
applied magnetic field in a straightforward way using far-
IR reflection measurements, in addition to the magne-
toinfrared transmission studies, which are restricted in
the spectral range by the transparency windows of the
sample. The complete 2D (vs field and energy) spec-
trum of normalized reflection is presented in the Fig.3,
top panel.
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Figure 3: (color online) (Top) The normalized far-IR reflection spectrum as a function of the applied magnetic field.
(Bottom) The simulation of the transition intensity between ground and high-energy CEF levels. The field
dependencies of the transition energy are plotted with red dashed lines. The calculations used CEF parameters
presented in the bottom row of Table I. Both experimental and calculated spectra were normalized to the reference
spectrum obtained from the statistical approach described in the text, respectively. The panels on the right show
field-evolution of the strongest CEF transition in the vicinity of 61 meV.



A. The CEF Hamiltonian, an overview of zero-field
CEF parameters.

The pyrochlore compound HosTisO7 belongs to the
cubic space group Fd3m, where the Ho®* ions are sit-
ting on sites of antiprismatic trigonal symmetry D3d [18].
Hence, the crystal field Hamiltonian in applied magnetic
field can be conveniently expressed as the sum of seven
terms [18, 20, 21] as

Heer = BIOY + BYOY + B30? + BYOY+
B30} + BSOS + g, JH

where Of are the extended Stevens operators and B!
are the associated coefficients. The last term is the Zee-
man energy defined by the Lande g-factor gy, = 5/4, an-

gular momentum operator J (|J] = 8), and the magnetic
field H, applied along <111> axis in the local Ho?* co-
ordinate frame ([001] direction in the lab frame) [31].
We solved this problem and calculated the intensity of
magnetic-dipole allowed transitions at T' = 0 K using
the Easyspin package [33, 34] in Matlab.

There are several prior studies that report values for
the CEF parameters Bj. Rosenkranz et al. [19] re-
port the parameters determined from transition ener-
gies observed in INS experiments. Recently, two detailed
experimental INS studies [13, 20] clearly resolved CEF
transitions in HTO and, furthermore, allowed to include
their relative intensities into the fit constraints. Although
Gaudet et al. [20] observed the most intensive peak at 61
meV, it was concluded that the corresponding CEF tran-
sition was at 58.9 meV. Such red shift was attributed to
the hybridization of E, level with the silent phonon via
vibronic coupling. Using Stevens re-normalization proce-
dure [36] we reproduce the CEF parameters from Bertin
et al. [21], Rosenkranz et al. [19] (same as Tomasello et
al. [18]), Gaudet et al. [20], and Ruminy et al. (LS-
coupling scheme [13]) in Table I. The main differences
between all of these sets are i) the sign of the coefficients
B} and Bg, and ii) a relatively large spread (~ 20%) in
most of the B{ values also becomes apparent.

The CEF excitation spectra were simulated for zero
magnetic field for each of the parameter sets shown in Ta-
ble I. are shown in the Fig. 4, along with the intensities
of the experimentally observed INS peaks (Table II). The
simulation deviates from the observed values (see Fig.4),
which is related to complexity of multiple-parameter fit-
ting as well as to the discrepancy in the peak assignment.
The simulated CEF excitation spectrum using CEF pa-
rameters from Tomasello et al [18, 19] (Fig.4a) does not
agree with the INS results from Ruminy et al. [13]. Sim-
ilar deviations are found when comparing the CEF exci-
tation spectrum using Bertin et al. [21] CEF parameters
(Fig.4b). In panel ¢) of the same figure, the simulated
spectrum using the LS-coupling scheme CEF parameters
[13] is compared to the INS observations and overall the
agreement is good. Lastly, Ref.[20] (Fig.4d), the position
of the strongest peak observed in the INS experimental
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Figure 4: (color online) Zero-field CEF excitation
spectrum observed by INS studies (green bars[13] and
red bars [20]). The blue lines are simulations of CEF

transitions using Hamiltonian in eq. 1 and Stevens

coefficients shown in Table I.

spectrum is different compared to the calculated nomi-
nal energy of the E,(0) — E,4(3) transition based on the
presented CEF parameter values.

Ideally, we would simulate a similar zero-field spectrum
solely based on our IR spectroscopy results. However,
given that we only observe two of the expected seven
transitions in zero applied field, this would not produce
reliable CEF parameter values. Hence, we adopt the fol-
lowing optimization approach: we use reported INS data
(Table IT) that most closely matches our IR spectroscopy
data and fit both energies and intensities of INS peaks us-
ing CEF Hamiltonian eq.1 in zero field (Fig.4e). The ob-
tained CEF parameter values that best reproduce those
transition energies and intensities are further used for



Table I: Summary of CEF coefficients in [meV] taken from Ref.[13, 18-21] and determined in this work.

BY BY B3 By B B¢
Ref[18 —7.6e % |-1.1e7° [8.2¢7 7 —7.0e7% [—-1.0e7* [-1.3¢7*
Ref[21 —6.8¢ % |—1.13¢? [-1.0le™® |-7.4e ® [1.23¢ % [-1.01e™*
Ref[20, 35] —8.181e ?|—1.153e?|—8.175e > | —6.87e®[1.021e~*| —1.309¢*
LS-coupling[13] | -7.811e"?|-1.17e~® |—-8.03e ® |[-7.07"° [1.03e~* [-1.33¢~*
This work —7.558¢ % | —1.156e > | —8.685e > |—7.3¢~° [1.060e *|—1.264e~*

simulations with applied fields without any other adjust-
ments.

Note, these optimized CEF parameters are consider-
ably different from previously reported values for three
main reasons, 1) the spread in the observed transition
energy for E/(3), for optimization we selected 61 meV
for this transition, in line with our IR spectroscopy data
and most closely matching the transition energy reported
by Ruminy et al. [13] (see Table II); 2) The simulations
based on previously reported CEF parameter values show
a mismatch when compared to the reported observed
CEF transition energies; 3) The reported CEF parameter
values consistently underestimate the observed transition
energy that occurs around 70 meV, which is likely a sum
of the E4(4) and Ay, transitions. To give a sense of how
CEF parameters affect the transition energies, we show
the shift of each of the CEF levels (about 1 meV) for a
5% variation of each of the CEF parameters, see Supple-
mentary Materials [31].

Table II: The experimentally observed and calculated
CEF energies in HoyTipO7 [meV] at zero magnetic field.

CEF| Eops [20] [ To5s [20] | Bova [13] | Tove [ 13] | Eear
E, |0 0 0 0 0

Ay 207 [0.03 |- - 20.42
E, |22 019 |21.9 |02  |22.024
E, 1263 |0.17 |26 |0.14 |26.24
Ay, |284 |0.03 [283 |0.02 |28.07
E, |589 |1 61.0 |1 60.96
Ay, |- - - - 70.51
Ay 712 [0.05 |- - 71.26
E, |- - 72(1)  |0.08 |72.55
E, |779 |02 [787 |0.1  |78.05
Ay, |- - - - 81.89

B. Modeling of field-dependent IR reflectivity data

We use the optimized zero-field B} coefficients (last
row in Table I ) to model the field-dependence of the
CEF transitions and to compare it with experimental ob-
servations. The top panel of Fig.3 shows the color map
of measured intensities as determined from magneto-IR
reflection spectroscopy, along with the calculated Zee-
man splitting of the CEF levels (red lines). The data
exhibits a very good agreement with the shifts in the cal-
culated CEF transitions for E4(2) (at ~26 meV in zero

field), E4(3) (at ~61 meV in zero field), and E4(5) (at
~T78 meV in zero field). This agreement is striking, as the
simulated intensity is appropriate for transmission exper-
iments, while our IR spectra are measured in a reflection
geometry. Our measurements do not show a clear tran-
sition associated with the two lowest energy CEF levels
around 20 meV. This is due to low sensitivity of our mea-
surement in this energy range. Furthermore, at low field,
the IR transitions will be prone to thermal broadening,
making them harder to observe and model. It appears
that a field of 5 T or greater is needed to resolve some
weaker features in the IR spectra.

It is worth to note, that zero-field INS spectra can be
equally fitted with two sets of the CEF coefficients, with
the difference being the sign of the B3 and B§ coefficients.
The sign of these coefficients does alter the magnetic field
induced splitting of some CEF levels, but how the transi-
tion energies are affected depends on the direction of the
magnetic field within the crystal field frame [31]. With
the field applied in the xy-plane [18] or along the z-axis
in the Ho®t local frame, the resultant transition ener-
gies appear invariant upon a sign change of the B} and
B3 coefficients. Only if the field is applied away from
these directions, like along on of the <111> axes (which
is the case in our experiment), the transitions energy be-
come sensitive to this sign change (see Supplementary
Materials [31]). In agreement with previous report for
ThoTisO7 [22], we experimentally distinguished signs
of the CEF parameters in HTO using applied magnetic
fields (Fig.S13 in Supplementary Materials [31]). Fur-
thermore, if we use the previously reported Stevens coef-
ficients (see Table I) and calculate the field dependence of
the CEF levels, we find the agreement with our IR data
to be far less [31]. This shows that magneto-IR is effec-
tive in characterizing the field dependence of CEF levels
and that some Stevens operators can be determined with
a greater degree of accuracy, at least compared to zero
field measurements using other probes.

To further compare our optimized CEF parameters to
previously reported values, we determined and tabulated
the wavefunctions for each of the m  values of the ground
state multiplet for all parameters in Table I (see Sup-
plementary Materials [31]). Quantum corrections to the
classical model [13, 17] stem from spectral content of sub-
leading components of the wave function. As expected,
we find the spectral content to be predominantly | +8 >
with the sub-leading components of the wave function
comparable to those presented by others [13, 18, 21].



C. Observation and modeling of vibronic states.

While the equation 1 satisfactorily describes the split-
ting of the CEF levels in applied magnetic fields, this
model does not explain the appearance of the field-
dependent shoulder observed on the low energy side of
the 61 meV transition. This shoulder clearly indicates
that this CEF level is split even in zero field. This obser-
vation is consistent with previously reported INS mea-
surements [20], which reported evidence of overlapped
vibrational and electronic degrees of freedom, resulting
in a vibronic bound state around the same doublet tran-
sition energy. Density functional theory (DFT) calcula-
tions by others[13, 37, 38] have reported the presence of
an optically-silent phonon mode of E,, symmetry in the
close vicinity of the E,4(3) doublet transition. In the fol-
lowing, we will model this behavior and extract an energy
for the phonon that results in the observed CEF-phonon
hybridization.

To model the shoulder in the vicinity of 61 meV in
the IR spectra, we are solving the following Hamiltonian
eq.2, similar to the previous reports [20].

+2
Hiot = Heer + hw(ata +1/2) — > gy(a’ + @) BIOS

qg=-—2
(2)
Here, Hopr is the crystal field Hamiltonian with the
Zeeman term (eq.1). The operators @' and a correspond
to the creation and annihilation of a phonon. The last
term represents the vibronic Hamiltonian [20, 22] with a
phenomenological coupling constants g, and quadrupo-

lar operators 6‘21 The coupling constants were taken
g2 = go and g1 = 2gg to provide the same weight
for the angular momentum operators as in the Ref [20].
The IR response is proportional to the transition matrix
element of the magnetic-dipole operator, which we cal-
culated between the lowest-energy E,(0) doublet state
and four states, resulting from the coupling of the Eg4(3)
doublet and E, phonon.

Fig. 5 a) shows the intensity associated with the
E,(3) CEF excitation in the presence of phonon-CEF
hybridization, with the phonon energy hw = 59.5 meV
indicated by the dashed blue line.

The red dashed lines are the same as in Fig. 3. The
colormap clearly indicates the presence of a much broader
feature around 61 meV compared to the simulated IR in-
tensity using Hopp alone. To compare to our measured
data we apply the same normalization routine to the cal-
culated data as before, which results in the color map in
Fig. 5 (b). Profiles taken at B = 0, 2, 4 and 10 T result
in Fig. 5 (c) and show the field-evolution of the shoulder,
disappearing quickly with increasing field strength. The
normalization procedure distorts the original Lorentzian
lineshape and introduces a kink around 61.5 meV man-
ifesting as a vertical yellow strip between two blueish
areas. (Fig.5, b). This artifact is also observed in the
experimental data (Fig.3, right panels) and

stems from the considerable linewidth, which is larger
than the field-induced shift of the peak position. Assum-
ing the phonon energy just below the CEF level, we ob-
tain a field-evolution that is in great agreement with our
data. We repeated the simulation for a phonon energy
that lies above the CEF level and get a completely dif-
ferent result, i.e., the shoulder would appear on the high
energy side of the CEF transition (see Supplementary
Materials for more details). We conclude, unlike what
was reported in Gaudet et al. [20], that the phonon en-
ergy has to be lower than the CEF transition energy in
order to get the observed response in IR spectroscopy.
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Figure 5: (color online) a) Illustration of the excitation
spectrum from ground to hybridized states as a function
of the magnetic field. The intensity of the transitions is
calculated for T'= 0 K, faw = 59.5 meV, coupling
constant gg = 0.016 and Lorentizan linewidth of
1.6 meV. The dashed red and blue lines correspond to
the F,(3) CEF doublet and phonon mode, respectively.
The black solid lines show energies of hybridized states.
b) The same excitation spectrum but now normalized
by a reference spectrum, calculated in the same way
applied for the Fig. 3. c) Profiles taken at various fields
based on the middle panel.

Finally, it is worth noting that Hamiltonian eq.2 is just
an approximation, allowing to qualitatively and semi-
quantitatively describe our findings and explain why the
vibronic shoulder shows up in our IR data for low mag-
netic fields only. For instance, the atomic displacements
of the phonon mode have a complex influence to the crys-
tal field of Ho®>*t ions and, hence, each quadrupole oper-
ator Eg would have different coupling constant g,. In



addition, the presence of the vibronic coupling leads to
some intensity on the fast moving CEF branch associated
with E4(3) transition, while only the transition to the
lower E4(3) doublet branch is magnetic-dipole allowed
for gg = 0. In our experiment, the intensity of the higher
lying branch might be obscured for low fields by the high
intensity of the slow moving CEF branch, while for higher
fields, its intensity is already disappeared as the phonon
decouples from the CEF level as the field is increased (see
Supplementary Materials for more details).

IV. CONCLUSIONS

We have investigated the broadband magneto-optical
response of HT'O single crystals as a function of applied
magnetic field. The weak magnetic-dipole excitations be-
tween CEF levels were revealed in the far-IR reflection
signal on top of the strong electric-dipole phonon exci-
tations. We model our magneto-IR spectra using the
crystal-field Hamiltonian and a Zeeman term, leading to
very good agreement with experimental observations.

Our results unambiguously determine the sign of the
B} and Bg coefficients, which is impossible in zero field

measurements. Additionally, our spectroscopic data also
clearly shows the presence of splitting of the E,(3) CEF
level at zero field, which we associate with a vibronic
state. This vibronic state only appears at low field as its
intensity quickly diminishes in applied magnetic fields.
Modeling of the observed splitting shows that the phonon
resides at slightly lower energy compared to the CEF
level that it couples to, which is in contrast with previ-
ously published INS results [20].
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Supplemental Material:Magnetic field tuning of crystal field levels and vibronic states
in Spin-ice Ho,Ti,O7 observed in far-infrared reflectometry

Characterization of CEF levels and determination of optical phonons using absorption, Raman and IR
spectroscopy

HTO has a cubic structure (lattice parameter 10.1 A), crystallizing in Fd3m space group with eight formula units
in a unit cell. The eight-coordinated Ho®* ions are located at 16¢ sites, whereas six-coordinated Ti** ions are located
at 16d sites, as shown in panel a) of Fig. S1, both forming separate networks of corner sharing tetrahedra. The oxygen
anions of one kind occupy 48f sites coordinating with two Ho?* and two Ti** ions, whereas the oxygen anions of the
other kind occupy 8a sites that are tetrahedrally coordinated with four Ho3* ions, also shown in panel a) and b) of
Fig. S1 [S5].

Due to strong spin-orbit coupling in Ho?* ions, the 40 energy level splits into several spin-orbit multiplets, Ig
being the ground state. Furthermore, extended 4f orbitals result in strong orbital overlap with the surrounding
oxygen atoms, leading to substantial crystal electric field effects. The symmetry of the CEF Hamiltonian partially
lifts the 17-fold degeneracy of the J=8 state into six doublets and five singlets with a dominant |m; = £8) ground-state
doublet (see main text for CEF-level scheme), resulting in a strong local Ising anisotropy [S18, S19].

Based on lattice parameters, atomic Wyckoff positions, and lattice symmetry as shown in Fig. S1b), the entire set
of vibrational degrees of freedom is expressed in terms of the following irreducible point group representation at the
center of the Brillouin zone,

Here, N denotes the total number of atoms in the primitive cell, which is 22 (4 Ho, 4 Ti, 12 f-type and 2 a-type O),
as shown in panel b) of Fig. S1. All modes in red color represent Raman active modes (total 6 modes), while all in
blue are infrared active modes (total 8 modes including one acoustic mode). The rest of the 12 modes in green are
optically inactive modes. There have been several experimental and first-principle studies on vibrational properties
of HTO, which have tabulated all optically active and inactive phonon modes in the system. [S13, S24, S28, S37, S38]
In order to determine whether phonons play a role in the observed magnetic field dependence of the IR spectra of our
HTO crystals, we have determined the optically active vibrational modes using Raman and IR spectroscopy.

Room temperature polarized Raman spectra were measured using a Horiba JY LabRam HR800 Raman spectrograph
in the back-scattered geometry, supplying excitation wavelengths at 785 nm, 633 nm, 514 nm, 488 nm, 458 nm and
364 nm. LabRam HR800 was equipped with 600 and 1800 lines/mm gratings, providing a resolution of about 2-3
cm ™! in the measurement region. The grating stabilized diode laser emitting 785 nm laser excitation was operated at
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Figure S1: a) Crystal structure of HTO showing a) distorted cubic and octahedral crystal field around Ho®* and
Ti** ions respectively. b) Primitive unit cell showing interpenetrating FCC unit cells formed by both Ho®** and
Ti** ions. The primitive cell contains 4 Ho3*, 4 Ti*t, 12 f-type and 2 a-type O~ ions.

80 mW (15 mW at the sample), whereas the Melles-Griot 633 nm Helium-Neon laser was operated at 17 mW output
power (6 mW at the sample). A coherent I-308 argon ion laser system allowing the Raman experiment at several
wavelengths (514 nm, 488nm, 458nm, and 364 nm) was operated at about 20-30 mW of average power output.

Room temperature polarized Raman spectra were performed on HTO crystals in back-scattered geometry for several
polarizer-analyzer configurations and using various laser lines (Fig. S2). Panel a) shows spectra with Ej, parallel to
[010] axis while panel b) shows spectra with Ej, parallel to [110] axis. The analyzer is rotated in 30° steps between 0°—
90°, where the 0° spectrum represents the configuration in which the polarizer and analyzer have parallel transmission
axes. Spectra have been fitted with a Lorentzian model using HORIBA Scientific LabSpec 6 and the 0° fitted curve
is included for both measurement configurations. Phonons were observed at 220 cm™' (Fa,), 310 cm™! (Fg,), 330
em ™! (E,), 520 cm™! (Ay,) and 570 cm ™! (Fa,) (see Table I). A very weak feature is observed at 450 cm ™! (with A =
364 nm), which based on theoretical work [S13], could be associated with an Fa, mode. There is a weak band around
700 cm ™!, which is observed at all excitation wavelengths and is consistent with previous observations [S28]. Based
on the symmetries of the Raman-active modes, the parallel and perpendicular polarization spectra should discern Fq4
modes from E; and A, modes. Although the room-temperature spectra of HTO indicate towards somewhat relaxed
phonon selection rules, the mode assignments are performed based on their angular dependence and are in agreement
with other reported studies [S28].

Next, we focus on the infrared active phonons in HTO as determined from the IR spectrum shown in Fig. 1 of the
main text. Table I lists all the transverse and longitudinal modes used to calculate the reflectance curve shown in the
main text. The observed modes are in great agreement with previously reported values. Something that can be noted
is that none of these optically active modes correspond to the energies at which we observe magnetic-field-dependent
IR spectral features.

Field dependent Raman spectroscopy was performed in a back-scattering Faraday geometry in B up to 10 T
(B||[111]) at several temperature points. We used a 532 nm excitation to look for possible changes in the Raman
phonon modes, shifts in CEF levels, or changes in the relaxation mechanism of the excited carriers. This excitation
wavelength is still resonant with CEF transitions, leading to a complicated response in the 100 - 700 cm ™! range.
Fig. S3 a) shows spectra taken at 0 T and 14 T, with Fig. S3b) showing the field dependence of the Raman spectra
normalized with respect to the average spectrum (taken over all field points).The color map clearly shows many
field-dependent features of both phononic and CEF nature, making the Raman spectra hard to analyze.

Modeling of far-Infrared Spectra in applied field

We employed the EasySpin software package [S33] to solve the crystal field Hamiltonian and find the positions and
intensities of the magnetic-dipole excited transitions between CEF levels. In the main text, zero-field CEF parameters
previously reported by others [S13, S18-S21] are compared. We show the simulated IR spectra (in zero applied field)
for each of the CEF parameter sets presented in the main text. A small amount of artificial white noise and convolution
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Figure S2: (Color online) Polarized Raman spectra on an oriented HTO single crystal using 458 nm laser line in
back-scattered geometry. a) Ej,|| [010] and b) Ej,|| [110] (Analyzer axis || Ej, = 0°, Analyzer axis L Ej, = 90°).
Inset: Raman spectra using laser lines with A = 364, 488, 514, and 785 nm. The phonon mode frequencies obtained

1 k Table I,
Table I: Optical phonons as determme%[r?ntmarhl%l %vgl eawhﬁghag%g %lgvg%rle%mgr?% with other reports [S13, S28, S32].

For the infrared set, transverse [longitudinal] modes are provided for 5 K.

Freq. (cm™!) Assignment Type
84 [91] "Fio IR
130 [138] ’F1y IR
220 Fag Raman
198 [252] 3F1y IR
265 [317) Fiy, IR
310 Fag Raman
330 By Raman
371 [450] °Fiu IR
456 [535] 5F1u IR
520 Ay Raman
550 [612] "Fiu IR
570 Fag Raman
613 [747] Fi, IR

with Lorentzian broadening were added to the spectrum. Noticing some mismatch between reported CEF parameter
values and measured CEF level energies, we use the powerful fitting toolbox of EasySpin to determine optimized CEF
parameter values. EasySpin allowed us to include both the energy positions as well as intensities into the fit, where
six B} were the only fitting parameters (the magnetic field was fixed at zero). The best fit values for B{ are presented
in the main text. We use these optimized zero-field crystal field parameters to model our field dependent data. Fig.
S4 shows how much each of the CEF transition energies will be affected by a 5% change in each of the CEF parameter
values (B{). On average, changes of about 5% can lead to shifts of up to 1 meV in the transition energies.

To further compare our optimized CEF parameters to previously reported values, we determined and tabulated
the wavefunctions for each of the m; values of the ground state multiplet for all parameters presented in the main
manuscript (see Table IT). Quantum corrections to the classical model [S13, S17] stem from spectral content of sub-
leading components of the wave function. As expected, we find the spectral content to be predominantly |+ 8 > with
the sub-leading components of the wave function comparable to those presented by others [S13, S18, S21].
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Figure S3: a) Resonant Raman spectra on HTO using A = 532 nm taken at 5 K and B = 0 and 14 T focusing on the
spectral range containing phonons and °Is CEF transitions. b) Color map of normalized (with the average spectrum
taken at all fields) Raman spectra (532 nm) collected at 5 K as a function of magnetic field.

Applying magnetic field we notice that HTO has four non-equivalent sites for the Ho®>* magnetic ions that reside
on the vertices of the corner-sharing tetrahedra. The CEF Hamiltonian shown in the main text is written in the local
coordinate frame of each site, which is related to the global coordinate frame via rotation by the following paired
Euler angles (see Fig. S5).

ap=7; Pi= arccos\/ig;'y =0
ay =ay; Po=m— Py =m;
a3 =m+ai; fz=7— P17 =m;
ayg = —ay; Py= Py =0

Hence, we start by simulating the IR spectra as a function of applied magnetic field for each of the individual sites.
In Fig. S6 we show the calculated intensity for each of the inequivalent Ho3* sites as function of applied magnetic
field (based on the Bertin[S21] CEF parameters). The solid lines show the energy difference between high-energy and
lowest CEF energy levels and their splitting in the applied magnetic field. This shows that there are no significant
differences between the sites when it comes to their contributions to the IR spectroscopic response in applied magnetic
field. Hence, in the following we simply average the contributions from the sites to generate color maps of calculated
IR intensity.

Similar to what we present in the main text, we used the powerful fitting toolbox of EasySpin to model the field
dependence of IR spectroscopic features associated with the CEF transitions for each previously reported B} parameter
set (see Table I in the main text). Figs. S9, S12, S11, and S10 show color maps of the calculated intensity of CEF
transitions as a function of applied magnetic field (bottom panels). The solid red lines show the energy difference
between the high-energy and the lowest CEF energy levels and their splitting in applied magnetic field. We compare
each of these calculated color maps to our measured spectroscopic response (top panels). The field dependence of the
CEF levels based on the parameters presented by Tomasello [S18] and Bertin [S21] show clear discrepancies for the
field-evolution of the E4(2) CEF level and both parameter sets underestimate the energy of the transition associated
with E4(3). The parameters presented by Ruminy [S13] and Gaudet [S20] describe the transitions observed in far-
IR spectroscopy quite well, but both still underestimate the energy for the transition associated with E4(3). We
calculated the transition energies as a function of applied field strength and direction using the Hamiltonian described
in the manuscript. We show the effect of a sign reversal of the B and B? coefficients using the Tomasello coefficients.
In Fig. S7 we plot the behavior of the transition between the ground state doublet and between the ground state and
Eg(1) levels while the field direction is varied in the xz-plane. In Fig. S8 we plot the same transitions as a function
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Figure S4: (Color online) Variation in CEF transition energy as a function of changes in the CEF parameters.

of field, but now with the field direction varied within the xy-plane. What these figures show is that qualitatively
the sign change in the coefficients only results in an actual change in the observed transition energies when the field
is applied in very specific directions within the crystal electric field frame. When the field is applied anywhere in
the xy-plane (this is what Tomasello et al. [S18] does), the sign changes do not affect the transition energies even in
applied fields. This is also true for fields along the z-axis. Because we apply the field in the [001] direction of the
global or lab frame (i.e., the field is along a <111> in the local frame) in our experiments, we are able to distinguish
the sign of the coefficients. Different CEF transitions are not affected in the same way, i.e., the field strength needed
to be able to distinguish the signs is different for each of the transitions.

We simulate the IR spectrum around 61 meV using the vibronic Hamiltonian defined in the main text, similar to
previous reports, we do not take into account any splitting of the ground state due to the presence of the vibronic
coupling. In the top panel of Fig. S14 we show the calculated IR absorption line associated with the E,(3) CEF
transition in the presence of phonon-CEF hybridization, with the phonon energy indicated by the dashed black line,
i.e., at higher energy compared to E4(3) at zero field. The red dashed lines are the CEF transitions and their field
dependence based on the CEF Hamiltonian only. The colormap clearly indicates the presence of two well-resolved
features around 61 meV. To compare to our measured data we apply the same normalization routine as before, which
results in the color map in Fig. S14 (center panel). Profiles taken at B = 0, 2, 4 and 10 T result in the bottom panel
and show the field-evolution of the split CEF level. By assuming the phonon energy to be just above 61 meV, i.e.,
above the CEF level, we obtain a field-evolution that is completely different from our observations in IR spectroscopy.
If the phonon is at higher energy compare to the CEF it couples to, the shoulder or resolved peak would appear on
the high energy side of the CEF transition. This clearly shows that unlike what was reported in Gaudet et al. [S20],
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Table II: Tabulated wavefunctions of the crystal field states of HT'O obtained using each of the CEF parameter sets
presented in the main text in Table I. For each of the m ; values of the ground state multiplet, with only the first

member of the doublet shown.

my Tomasello [S18] Bertin[S21] Ruminy [S13] Gaudet[S20] This Work
8 0 0 0 0 0

7 -0.0073 0.0055 0.0069 0.0068 0.0065
6 0 0 0 0 0

5 0 0 0 0 0

4 0.0573 0.0316 0.0541 0.0518 0.0491
3 0 0 0 0 0

2 0 0 0 0 0

1 -0.0744 0.0714 0.0731 0.0704 0.0705
0 0 0 0 0 0
-1 0 0 0 0 0
-2 0.0766 0.0137 0.0747 0.0727 0.0639
-3 0 0 0 0 0
-4 0 0 0 0 0
-5 -0.1536 0.1907 0.1542 0.1509 0.1562
-6 0 0 0 0 0
-7 0 0 0 0 0
-8 0.9806 0.9784 0.981 0.982 0.9819

X

Figure S5: (color online) (Color online) One of the corner-sharing Ho* (green spheres) tetrahedra is shown, the x;
(blue arrow), y; (green arrow), and z; (red arrow) indicate the site specific reference frame for each of the sites, and
the X, Y, Z directions indicate the laboratory reference frame.

that the phonon energy has to be lower than the CEF transition energy in order to get the observed response in IR
spectroscopy. .

It is worth noting that to model this CEF-phonon hybridization, quadrupolar operators (B3(£1,+2)) become
non-zero, leading to symmetry breaking of the CEF. When we model the IR intensity of the CEF transitions in
the presence of this symmetry breaking, we find that in applied field, both CEF branches that originate from the
E4(3) CEF level have non-zero intensity in IR spectroscopy. The field dependence (up to 1 T) of both branches in
IR transmission (transition energy and intensity) is presented in Fig. S15. The lower energy branch shifts slowly
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Figure S6: (Color online) The Ho?" ions reside on cornersharing tetrahedra. The four sites within one tetrahedron
(see Fig. 3 in the main text) are not equivalent. Panels a) - d) show the calculated intensity of the CEF transitions
for each of these sites as a function of applied magnetic field. The solid lines show the energy difference between
high-energy and lowest CEF energy levels and their splitting in the applied magnetic field.

to higher energy and increases in intensity with applied field. This branch has non-zero intensity in IR even if the
quadrupolar operator coefficients are zero. When these operators are assigned larger coefficients this branch is shifted
to slightly lower energy and the intensity rises more slowly in applied field. The second branch has no intensity in
any applied field unless the quadrupolar coefficients are given a nonzero value. The effect of each of the quadrupolar
operators appears to be very similar. The energy shifts faster as a function of applied field while the IR intensity
of this transition decreases quickly in increased magnetic field. While the vibronic coupling allows the fast moving
branch to show intensity at low fields, this cannot be resolved in our measurements because of the presence of the
much more intense transition (i.e., the lower energy CEF branch).
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Figure S7: (color online) (Left) Calculated field dependence of the transition energy between first and second CEF
levels (E;(0)— — E,;(0)4). The magnetic field is applied in the xz plane of the Ho®" local coordinate frame. The
black line corresponds to the calculations using CEF parameters taken from Tomasello’s article [S18]. The orange
line is calculated for the (B}, Bg) coefficients taken with reversed sign. The overlap between the lines is observed for
magnetic field applied parallel to the = and z axes only. (Right) The same dependence is calculated for the
transition between first and fourths CEF levels (E,4(0)- — Eg4(1)-).
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Figure S8: (color online) (Left) Calculated field dependence of the transition energy between first and second CEF
levels (E;(0)— — E,4(0)4). The magnetic field is applied in the xy plane of the Ho? local coordinate frame. The
black line corresponds to the calculations using CEF parameters taken from Tomasello’s article [S18]. The orange

line is calculated for the (B}, Bg) coefficients taken with reversed sign. No difference after sign exchange is found for
all field orientations. (Right) The same dependence is calculated for the transition between first and fourths CEF

levels (E4(0)- — E4(1)-) .
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Simulations were using crystal field parameters presented by Tomasello et al. [S18].

Figure S9: (Color online)
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(top) The same experimental data presented in the Fig.3 of the main text. (Bottom)

Simulations were using crystal field parameters presented by Bertin et al. [S21].

Figure S10: (Color online)
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Figure S11: (Color online)

Simulations were using crystal field parameters presented by Ruminy et al. (LS-coupling scheme) [S13].
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Figure S12: (Color online)

Simulations were using crystal field parameters presented by Gaudet et al. [S20].
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Figure S13: (Color online) (top) The same experimental data presented in the Fig.3 of the main text. (Bottom)
Simulations were using the optimized crystal field parameters with (B3, Bg) coefficients taken with reversed signs.
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Figure S14: (Color online) Top) Illustration of the excitation spectrum from ground to hybridized states as a
function of the magnetic field. The intensity of the transitions is calculated for T'= 0 K, hw = 61 meV, coupling
constant gop = 0.016 and Lorentizan linewidth of 1.6 meV. The dashed red and blue lines correspond to the E4(3)

CEF doublet and phonon mode, respectively. The black solid lines show energies of hybridized states. Middle) The
same excitation spectrum but now normalized by a reference spectrum, calculated in the same way as was applied
for the Fig. 3 in the main text. Bottom) Profiles taken at various fields based on the middle panel.
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Figure S15: (color online) Overview of how B22 and B12 coefficients affect the energy and intensity of the 60 meV
CEF as a function of applied field. Left two panels: the slow moving CEF branch. right two panels: the faster
moving CEF branch.
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