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Abstract

As Phasor Measurement Units (PMUs) become widely deployed, power systems can take advantage
of the large amount of data provided by PMUs and leverage the advances in big data analytics to
improve real-time monitoring and diagnosis. In this paper, we develop practical analytics that are not
tightly coupled with the power flow analysis and state estimation, as these tasks require detailed and
accurate information about the power system. We focus on power line outage identification, and use a
machine learning framework to locate line outages. The same framework is used for the prediction of
both single line and multiple line outages. We investigate a range of machine learning algorithms and
feature extraction methods. The algorithms are designed to capture the essential dynamic characteristics
of the power system when the topology change occurs abruptly. The proposed methods use only voltage
phasor angles obtained by continuously monitoring the buses. We tested the proposed methods on their
prediction performance under different levels of noise and missingness. It is shown that the proposed
methods have better tolerance for noisy data and incomplete data when compared to the previous work

that involves solving power flow equations or state estimation equations.
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I. INTRODUCTION

Following the major blackout in 2003, topics on anomaly detection and subsequent fault
localization have been heavily investigated. Among all disastrous events, power line outage hits
most frequently. Power line outage identification becomes the first and most powerful tactic to

improve situational awareness. Being aware of the changes on the power lines is paramount for
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several critical tasks, such as state estimation, power load flow analysis, real-time contingency
analysis [1]. For instance, the state matrix used in the state estimation is based on an assumed
topology and parameters. A topological change of the grid can completely overthrow the state
estimation [2]. Topology errors caused by power line outages can potentially lead to very costly
large-scale power outages if not addressed timely [3], [4].

This work focuses on identifying the line outage location(s) and we consider it a classification
problem in machine learning. We investigate several classification algorithms, including logistic
regression, random forest, and graph convolutional neural networks. The methods can be applied
in real-time. Although training a classifier can be time-consuming, the prediction of power line
status can be done in real-time.

Previous work on line outage detection and identification heavily rely on other critical tasks
of the power system, such as state estimation, or load-flow analysis [1]. Some either use the
residual of state-estimation [2], or carry out a joint outage identification and state estimation [5].
However, these tasks require a lot of global information that may not be available all the time.
Measurement data from PMU are more accessible. In this paper, we use measurement data only
to infer the status of power lines. The advantage of this approach is that there is no interlocking
with other tasks, and therefore the line outage identification can be used independently and prior
to the implement of state estimation or power flow analysis.

The data-driven inference approach compared to the previous work that relies on accurate state
information of the system for line outage detection/identification is a fundamental breakthrough.
Compared to earlier works that use machine learning approaches, the proposed work distinguishes
itself in several ways: 1) It is not based on a particular flow model (DC or AC). The input to
the classifiers is derived information from PMU measurements, and the classifiers do not use
model-specific information; 2) We do not use voltage magnitudes and power injections. We only
use phasor angles. Instead of using phasor angles directly, we use the difference between the
phasor angles from two adjacent buses to build time series. We then use the spectrum features
extracted from the time series as input for the classifiers. These features more accurately capture
the correlation with the network topology than those used in previous work; 3) The performance
of the classifiers are reported by using precision and recall as metrics, instead of an overall
accuracy or error rate as in the past work. The overall accuracy is high mainly because the
classifiers perform well for the non-case, i.e., it predicts the network has no outage when there

is no outage. For rare event detection, the non-case is the majority case in the dataset. Even



though a classifier performs poorly for the ”yes” case, the overall accuracy is still high. However,
we think it is a reasonable argument that to detect the “yes” case accurately is more important.
We therefore emphasize how to improve the detection rate (recall) in this paper; 4) Our work
does not depend on the sparsity assumption as in [1]. Since each line is predicted separately,
the number of line outages that it can predict is unlimited; 5) Using our method, the classifiers
do not require PMU data from all buses. Experiment results show that it requires only a subset
of PMU data. The algorithms are robust to noise and missingness. 6) Finally, to our knowledge,
this is the first work to predict power line outage in a very large system (1354-bus with 1991
lines) at high detection rates.

The rest of the paper is organized as follows: in Section II, we survey the most related work
in power line outage detection and identification; in Section III, we cover the preliminaries
underlying the proposed method, and describe the characteristics of the signal caused by line
outage; in Section IV, we provide detailed description of the line identification methods; in
Section V, we provide extensive simulation results on single and multiple line outages using the
39-bus, 118-bus IEEE standard test systems and a very large system; in Section VI, we conclude

the paper with outlook for future work.

II. RELATED WORK

As PMUs become increasingly deployed, power line outage detection and identification based
on PMU measurements have received much attention recently. In early work [6], system topology
information together with PMU phasor angle measurements are used to detect a single line
outage. To further determine the broken line, the pre-outage flow is estimated, in which power
flow equation is used and the system admittance matrix is needed.

Tate and Overbye further extended the single line outage detection method in [6] to double
line outage detection [7]. It is proved in [7] that there exists indistinguishable outages due
to incomplete PMU deployment, and a method of recognizing these indistinguishable outages
is presented. This conclusion is also consistent with the conclusion of our own study. The
indistinguishable outages due to the limited PMU deployment is a major contributing factor of
prediction errors.

Other recent works on outage identification based on PMU data include [8] and [1]. In [8],
a linear multinomial regression model is estimated by solving a maximum likelihood problem

using the sampled PMU data, however, the classifier is only effective in the presence of perfect



dynamic simulation. [1] focuses on detecting multiple line outages at low complexity. [1] solved
the sparse line outage identification problem by using the DC linear power flow model. Like
[1], the proposed logistic regression and random forest models also avoid the combinatorial
complexity issue; but different from [1], the proposed method only uses PMU data and does not
need the reactance information on the power lines.

There are also notable works that solve outage detection, state estimation and optimal sensor
locations as coupled problems. In [5], a joint detection and estimation problem was studied
for outage identification in power systems. The authors employed a Bayesian framework, in
which the prior distributions of outage events and network states are assumed to be Gaussian,
and developed the closed-form joint posterior distribution of outage events and network states,
which can be used to determine the optimal joint outage detector and state estimator. It is also
not rare to address line outage detection and identification as one coupled problem (see [9], [10]).
Both [9] and [10] use incremental changes from measurements between two time instances as
random variables to build time series. [9] uses phasor angles and [10] uses voltage magnitudes.
In [9] change point detection is performed based on the time series directly, and line outage is
detected from the first series that reported the change. In [10] detection and identification are
based on changes on conditional correlation. There are also several works using message passing
algorithms for network topology inference, e.g., [11], [12].

In recent years, there are a handful of works using machine learning approaches for power
line outage detection. In [13], a classical support vector machine (SVM) approach is developed
for single line outage detection, and it was proved successful on a 14-bus system. In [14] and
[15] neural networks are developed to predict single and double line outages, and both use a
single hidden layer. In [14], the input to the neural network includes phasor angles and power
injections; in [15] the input is voltage magnitudes and phasor angles. [15] addressed partial
data inference and [16] discussed optimal locations for PMUs. It was solved as an optimization

problem to maximize the system’s ability to detect single-line outages.

III. LINE OUTAGE SIGNAL

This paper focuses on the identification of power line outage, i.e., to locate which lines are
out. We use the measurement data from buses for this task. Such data are available from Phasor

Measurement Units, which are widely available nowadays. Throughout the implementation of



the method, we assume no prior knowledge about the admittance matrix or state equations of
the system.

Early work has proposed a method of change point detection from time series [17], which
can be used to detect changes from time series of measurements, but does not tell exactly which
lines are out. To further determine whether it is single line outage or multiple line outages,
and identify which lines are out, we formulate the problem as a classification problem, and use
different machine learning algorithms to solve the problem.

The first question to answer is: among the rich data collected from PMUs, which ones are
useful for classification? It is observed that in the normal operation when two buses are connected
by a transmission line, the power transfer amount is approximately proportional to the angle
difference between the two buses. When the line between two buses is open, the angles at two
buses lose this dependent relationship. Therefore upon line breakage, we expect to see a transition
from a relatively stable signal to a more dramatically changing signal when we measure the angle
differences. The machine learning algorithms can learn this feature and identify which line is
out.

Fig. 1 shows the angle difference between bus 1 and bus 39 when line outages happen in
the IEEE 39-bus system. When a line outage occurs at a branch, we observe a change in the
difference of angles between the two buses that the branch connects, as well as from other pairs
of buses connected by a branch. Although the change in the magnitude is small, the change in
the dynamic feature is significant — a high frequency component occurred at the time of the
abrupt change. Fig. 2 shows the frequency domain features. Although the plots look similar in
shape, the differences in amplitudes across rows are more significant than the differences across
columns, which suggests that the amplitudes of the dominant frequencies under different line
outage scenarios are very different, more so than the differences caused by varying loads under
the same topology.

Based on the observation above, the only information needed for the purpose of classification
is the phasor angles at buses, and more specifically, it is the angle difference between a pair of
connected buses that varies with the line outage location. Assume there are angle measurements
from N buses, then there is a N-dimensional time series {6}, t = 1...T, where 8, € RN, We
will not directly use {6;} as input data, instead we define ¢, = > 6, —6,, Vi where ¢ is the set

(i,5)€e
of lines in the power grid network, and uses {6;} as input data. We could use {6, —0;},V(i,j) € ¢
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Fig. 1: Observed time series for ; — 639 when a line outage happens. X-axis is time, Y-axis is
the angle difference in radians. Top row: when line (1, 2) is out; middle row: when line (1, 39)
is out, bottom row: when line (2, 30) is out. The three columns correspond to three different

load settings.

as input, however, this leads to very high dimensional feature space since the number of lines
i1s much higher than the number of buses in a graph. Using the sum of the angle differences is

sufficient to capture the signal pattern with a minimum dimension in feature space.

IV. LINE OUTAGE IDENTIFICATION
We consider using three types of classification algorithms for the task of line outage identifi-
cation.
« Logistic Regression (LR)
o Random Forest (RF)
o Graph Convolutional Network (GCN)

A. Logistic Regression

Logistic regression ( [18]) is used to model binary response variable, Y. Given an observation

X, we can compute the probability of Y being one. If P(Y = 1) > 0.5, we predict the line is out.
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Fig. 2: The spectrum of the angle difference in Figure 1. X-axis is the frequency index, and

Y-axis is the amplitude.

The model is trained by using pairs of (Y, X). The detail of the logistic model is included in the
Appendix A. A separate logistic model is estimated for each line. If there are L lines, there are
L models. For line outage detection, we have a vector with the I-th element p) = P(Y(®) = 1)
indicating the probability of line [ being open.

The logistic regression method is used for both single line outage and multiple line outages.
The process involves training each model and then predicting p) for the new data, for [ =
1,..., L. The computational complexity does not increase with the number of outages, thus

making the algorithm scale better than the multiclass classification methods.

B. Random Forest

Random Forest is a tree-based method [19]. Different from regression models, Random Forest
uses decision trees as building blocks to construct prediction models.

A classification tree here is used to predict a qualitative response (Yes or No). Using decision
trees for classification essentially involves two steps: In the first step — training, we divide the

predictor space defined by the set of all possible values for the m-dimensional predictor variables



into J distinct and non-overlapping high-dimensional regions { Ry, ..., R;}, then in the second
step— prediction, for a new observation that falls into the region I2;, we assign it to the most
commonly occurring class of training observations in 12;. In the training step, the regions are
constructed to minimize the classification error rate, i.e., the fraction of the training observations
in that region that do not belong to the most common class. In practice, either cross-entropy or
Gini Index is used to evaluate the classification error rate.

Random forest involves producing multiple trees, which are then combined to yield a single
consensus prediction by averaging all the predictions. When building individual decision trees,
each time a split of the predictor space is considered, a random sample of p predictors are
randomly chosen as split candidates out of the full set of m predictors. The split then uses only
one of the p predictors. p is typically an integer smaller than /m.

Using random forest for the classification of line outage can be carried out in two ways:

1) Binary outcome. For each possible line outage, we train a separate model to decide if
the line is broken, and then apply each of the models to the new observation. If multiple
models yield ”Yes”, then there are multiple line outages. The complexity of the problem
does not grow with the number of broken lines.

2) Multi-categorical outcome. We build one training model for all possible classes. If there
are L possible line outages, there are L + 1 classes, or L + 1 possible outcomes, with
outcome= ( indicating no line is broken, outcome= [ indicating line [ is broken. This
method is only suitable for single line outage, as in the case of multiple line outages, the

number of classes grows exponentially with the number of broken lines.

Experiments on single line outage detection indicate that multi-categorical random forest
underperforms binary random forest by at least 20% in detection rate. For multiple line outage
detection, the multi-categorical version cannot even detect 50% of the line outages due to having
too many categories. Having too many categories with limited training data is detrimental to the
method. Therefore, in this paper, we use random forest with binary outcomes, which yields not

only less complexity but also better performance.

C. Graph Convolutional Network

The graph convolutional neural network has two essential components that distinguish itself

from other convolutional neural networks: Graph Fourier Transform (GFT) of the signal, and



graph convolution operation in the neural network. The GFT step captures the spatial feature,
and the convolution step captures the temporal feature.

Let matrix GFT = V!, where V is the eigenvector matrix of the standardized adjacency
matrix A (see Appendix B). Then the graph Fourier transformation of a vector s is given as a
matrix-vector multiplication:

§=GFTs ey

The output of Graph Fourier Transform provides some notion of frequency on graphs. In
discrete Fourier transform, the notion of frequency is straightforward: frequency f, = 2]@—"”, which
is interpreted as k cycles per IV samples, and large frequency corresponds to highly variated
spectral components. Similarly, we can define high graph frequencies as those whose spectral
components have a high variation, i.e., magnitudes of neighboring nodes are highly variated. It
is proved in [20] that for adjacency matrix, smaller eigenvalues corresponds to higher variated
eigenvectors, thus represents higher frequencies.

1) Spectral Convolution in GCN: For our application, the graph under consideration is undi-
rected. Since the normalized adjacency matrix A s symmetric, we have GFT = V! = VT ¢
RNXN_

To derive output features from the convolution layer, we first define the frequency filter as a

degree H polynomial in matrix A to consider information from nodes within H hops.

H
w(A) = thAh (2)
h=0
The convolutional output is then given by
Yy =w(A)Z = wox +w AZ + ... + wgA"Z, 3)

where w;,i = 0,1,..., H, are trainable weights, and Z = V. Elements of Z are the spectral
coefficients of x. In spectral convolution, we take & as input features for the convolution layer.
The generalization of the above operation to a middle layer in the GCN, where there are G

output features and K input features, is achieved by using a simple summation,
K
=~ k ~k
77 = Zw UNE: “)
k=1

where each parameter w*9(A) is used to connect the kth input feature Z* to the gth output

feature yY. Same as convolution in spatial domain, the number of learnable weights is O(KG).
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The input to the GCN is a graph signal {x;,t = 1,...,T}, with each z; € R". The GFT
operation is first applied to each x; to get Z;, and then the convolved features are obtained using
(4). To complete the convolution layer, a point-wise nonlinear activation function is applied to

each component of y. The corresponding architecture is shown in Figure 3.

D. Feature Extraction

The data matrix {6’} is a matrix of N x 7. {6’} cannot be directly used as input for
classification yet. The elements of the matrix are low level features for classification. Such

low level features won’t make a good predictor, since each element is a local feature, and it



doesn’t capture the spatial feature across the network. The successful identification of line outage
needs to recognize the network-wide features.

For each of the three proposed methods, we have different ways to overcome the issue of local
features. For GCN, the Graph Fourier Transform operation serves this purpose. As shown in Fig.
3, the output of GTF is used as input for the convolutional layer. For LR and RF, we extract the
network-wide dynamic features from the frequency domain by using Fourier Transform, and the
output of FFT is used as input for LR and RF algorithms.

Fast Fourier Transform (FFT) takes a discrete signal in the time domain and transforms that
signal into its discrete frequency domain representation. Assume the input signal is a length-n

vector {z;},7 =0,...,n— 1. The output of FFT is
n—1
X, = Z xje—i27rk:j/n
=0

where X, is a complex number that encodes both amplitude and phase of a complex sinusoidal
component e*?™*J of function z;, and the frequency of the component is k cycles per n samples.

FFT results in a sequence of { X}, with £ = 0,...,n—1. We consider the dominant non-zero
frequencies (i.e., the frequencies with the largest amplitudes) so that the dynamic features of
the time series are fully captured in the frequency domain. In this paper, we use the amplitudes
| X| corresponding to the dominant frequencies {k} as predictor variables for the classification
problem.

The dominant frequencies can be selected by using the critical value from a Gumbel distri-
bution (see Appendix C). A simpler approach is to sort the amplitudes and then select the top
K (e.g., K = 3 worked well in this application) dominant non-zero frequencies. Although a
fixed value K may correspond to a different significance level o, when it comes to line outage
identification, the results from the two approaches are very close and non-distinguishable.

The extracted spectral feature compared to angle time series have the following advantages:
1) has lower dimension, therefore it requires less training time; 2) more accurately captures the
relative changes of the angles and is independent of the angle measurements, therefore it is more

stable when the load changes.



V. RESULTS
A. Experiment Setup

The machine learning models are tested on IEEE standard test systems. Time domain simu-
lation of the systems is implemented in Power System Analysis Toolbox (PSAT) [21]. PSAT is
a free open source package equipped with modules for solving power flow (PF), optimal power
flow (OPF), continuation power flow (CPF) and time domain simulation (TDS). In this paper, we
do not use power flow analysis, since we assume neither the admittance matrix nor the Jacobian
matrix is available. We use the time domain analysis part of PSAT, and the only information
needed for the proposed methods is the incidence matrix for the line topology and the PMU
measurements from buses. The OMP method from [1] will need the line parameters (e.g., the
reactance along the line) to work.

We simulate the power system in PSAT and collect phasor angles {6;} at each bus. Each
simulation lasts for a total of 200s, and the line outage occurs at 100s. We collect the data at the
interval of 1/8 second or at a frequency of 8 samples per second. Single line outage is simulated
in IEEE 39-bus and 118-bus systems, and multiple line outage is simulated in the 1354-bus
system. The reason for using a larger system for multiple line outage detection is that we need
to ensure the network is still connected after the line outages. If the network is disconnected
with an isolated island, some buses will be disconnected from the rest of the network, and bus
voltages will have no variation after the outage, thus the problem of identifying broken lines
becomes too trivial.

The dataset for the 39-bus system has a total of 460 data points, among which 100 cases are
line outage cases, and others are non-outage cases. The dataset for the 118-bus system has a
total of 1120 cases with 100 line outage cases and the rest is non-outage cases. Each case is
generated under a random initial bus load setting. The dataset is randomly split into a training
set and a testing set following a 80%-20% rule.

The PSAT simulation provides measurements at buses as time series. We first use PMU
measurements from all buses for training and testing, then we test on the situations where not
all buses have PMUs installed, and therefore we have to deal with missing data. In addition,
random Gaussian noise is added, and the robustness of the algorithms against noise is tested.

For GCN, the architecture consists of a convolution layer, followed by a readout layer, a

fully-connected layer and a softmax activation function for classification. The convolution layer



uses up to one-hop neighborhood information. In this application, it is not necessary to use
information from two or more hops although the GCN model is flexible to consider a larger
neighborhood. The Adam optimizer is used for optimization, and exponential decay is applied
to the learning rate, with a starting rate 0.001 and a decay rate 0.9. Cross entropy is used for

the loss function. The number of epochs during training is 50 with 60 examples per batch.

B. Performance Metrics

We use recall and precision to assess the performance of the machine learning algorithms.
Precision is defined as the fraction of true outages that are detected among the total detected
outages, whereas recall (i.e., detection rate) is the fraction of true outages that are detected

among all true outages.
precision = true positives/(true positives + false positives)
recall= true positives/(true positives + false negatives)

For rare event detection, an algorithm with a low detection rate can still achieve a high overall
accuracy if the negative cases are dominant in the dataset and the algorithm produces a perfect
true negative rate. Power line outage is a rare event, therefore recall is a better performance
indicator than the overall accuracy.

In the following, we use recall and precision as metrics to compare the performance of the

three proposed methods with the OMP method from [1] under different test conditions.

C. Line Outage Ildentification in IEEE 39-Bus and 118-Bus Systems

1) Noise-Free Condition: We first test the performance of the methods under the perfect
condition, that is, during simulation, the only perturbation is caused by line outage, other than
that, the system remains at a steady state. Figure I shows the signal under this condition.
Table I shows the averaged results of 10 runs per line. Results are averaged across 10 different
realizations per line of the test sets..

We can see from Table I that all of the three methods we proposed outperform OMP. The
advantage is more significant for larger systems. For example in the 118-bus system, the recalls
of RF, LR and GCN all achieve 99%, which are superior than OMP by 13%. Among these three

methods, RF and GCN are more competitive and outperform LR.



TABLE I: Noise-Free Condition

‘ Method ‘ System ‘ Recall ‘ Precision ‘

39 0.99 0.99
RF

118 0.99 0.99

39 0.98 0.92
LR

118 0.99 0.984

39 0.99 0.98
GCN

118 0.99 0.98

39 0.942 0.916
OMP

118 0.86 0.92

2) Noisy Conditions: This part considers the situation when measurement data are perturbed
by noises. In [1] and other previous work, fixed loads plus small perturbations are considered,
which account for small variations in the bus loads and can be modeled as a zero-mean Gaussian
vector with a known covariance matrix. In this paper, we experiment on two cases: case 1),
injecting dynamic loads at buses that cause larger load variations, and case 2), adding Gaussian
noise (with dynamic load settings) to account for small load variations.

Specifically, we perturb the system during simulation by changing the powers of a subset of
PQ load buses during time 25s < ¢ < 50s. This situation causes the measurement at each bus
to exhibit extra oscillations besides the drastic changes due to line outage, thus add difficulty
for the algorithms to classify line outage case. Fig. 4.(b) shows the measurements at buses
with dynamic loads. Fig. 4.(c) shows the measurements with both dynamic loads and additional
Gaussian noise. This is the result of adding Gaussian noise ¢; to measurements 6; at all buses,
ie., 0, =0, +¢, e ~N(0,0%) is the noise term, with o = T ST, 6,. Here we set a = 0.02.
We test the performance of the proposed methods and OMP under such situations. The results
are shown in Table II.

From Table I we can see that for Fig. 4.(b), our methods outperform OMP by up to 12%
in recall. RF and GCN are most robust to noise and can still achieve quite satisfying results
from perturbed signals. LR shows slight degradation but can still achieve at least 95% in recall.
GCN achieves the best results for both the 39-bus system and 118-bus system. For Fig. 4.(c), the

three methods are robust to noise for small systems, the performances are only slightly degraded
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TABLE 1II: Noisy Conditions.

Noisy case 1 Noisy case 2
Method | System
Recall | Precision Recall | Precision

RF 39 0.98 0.98 0.97 0.98

118 0.974 0.98 0.97 0.95
LR 39 0.958 0.86 0.95 0.84

118 0.970 0914 0.954 0.793

39 0.99 0.98 0.927 0.82
GCN

118 0.98 0.98 0.805 0.90

39 0.9 0.85 0.5 0.46
OMP

118 0.86 0.8 0.37 0.4

compared to the case in Fig. 4.(b). When the network is large, while RF and LR are still good

but GCN is affected more. It is also noted that when noise is injected, OMP is significantly

affected. This is expected, as OMP only uses the measurements at two snapshots, one before

and one after the line outage. In this case, it’s performance is severely impacted by the existence

of noise.

3) Missing Data: This experiment deals with missing data. Missingness is a challenging

problem for machine learning algorithms. We consider the task of identifying a single line

outage in the 39-bus system when only a subset of buses are measured. Assume line(1,2) is the

open line. The index set for the buses with missing data is denoted by B,,;ss. We distinguish



two cases with regard to the locations of the buses with missing measurements: Case 1) they
are located close to the open line, and Case 2) they are located far from the open line.

Case 1): We first consider the situation when missing measurements are at the following
buses, Bniss = [1,2,3,9,10,30,39]. Most of buses in B,,;,s are within two-hop neighborhood
of the open line. Intuitively, measurements at these buses carry very important information for
classification, and missing measurements can severely impact line outage identification.

In the experiment, the dataset consists of 410 inputs with 50 outage cases. Table III shows

the results.

TABLE III: Results with missing data, when the missing measurements are from buses close to

the open line.

‘ Method ‘ Recall ‘ Precision

‘RF \ 0.84 \

‘ GCN ‘ 0.778 ‘ 0.778

|
s |
\LR\O\O\
|
|

‘OMP‘O‘O

Table III shows that all three methods are impacted in different degrees when the measurements
at these buses are not available. The impact is most significant to LR as it leads to complete
failure of the algorithm. GCN and RF are still able to predict higher than 77% line outage cases.
OMP would not work since the algorithm requires complete data as input.

Case 2): Next, we consider the situation where the missing measurements are at buses
that lie far away from the open line(1,2). We randomly select a subset of such buses, indexed
by Bpniss = [5,6,8,12,16,21,25,29, 32,34, 38]. All these buses are located outside of at least
two-hop of the open line(1,2). Under the same settings, we list the results in table IV. We can
see that LR and RF are quite robust to this condition, indicating that the classifiers do not rely
on measurements at buses that are not close to the open line. On the other hand, GCN shows
performance degradation, although the degradation is not as severe as in the previous case where

buses with missing measurements are near the open line.



TABLE IV: Results with missing data, when the missing measurements are from buses far from

the open line.

‘ Method ‘ Recall ‘ Precision

R |t | o

‘LR 1

‘ GCN 0.8

! \

|
[ os | o
o | 0 | o

D. Large System with Multiple Line Outages

We further consider three line outages in a large system, the 1354-bus system, which is part
of the European transmission system. The network contains 1354 buses and 1991 branches. Due
to the combinatorial complexity in enumerating all possible topologies with three line outages
(there are (1991) topologies), only 30 randomly chosen topologies are simulated. The simulation

lasts for 50s and three lines outages simultaneously occur at time ¢ = 25s during the simulation.

TABLE V: The 1354-bus system with three line outages.

‘ Method ‘ Recall ‘ Precision

T |oss | 0% |
[tR | 0919 | 095 |
‘ GCN ‘ 0.93 ‘ ‘
‘ OMP ‘ 0.24 0.3 ‘
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Fig. 5: The probability of line outage of each line from a subset of 40 lines in the 1354-bus

system.



Table V shows that GCN achieves the best performance. In addition, we notice that OMP is
not suitable for large systems as its recall is very low and its precision is also very low. On
the other hand, the machine learning algorithms we proposed can handle such networks with

satisfying performance with recalls all above 90%.

VI. CONCLUSION AND OUTLOOK

We have studied the line outage identification problem in power systems by using a machine
learning framework. Under this framework, three learning algorithms are considered: Logistic
Regression, Random Forest, and Graph Convolutional Network. They can be applied to both
single line and multiple line outage identification with remarkable detection rates.

The developed line outage identification algorithms have been tested via simulation data. The
IEEE 39-bus, 118-bus standard test systems and a very large 1354-bus systems are simulated in
PSAT for time-domain analysis. Time series data from phasor angle measurements are used to
train the algorithms. The tests on new data show that the prediction performance is satisfactory
as indicated by both high precision and high recall, and the overall accuracy is comparable to
methods that involve state estimation or power flow analysis.

In addition, we also addressed the situation with missing data. PMU data are often incomplete
due to limited installation of PMUs in the power system. Through extensive experiments, we
showed which PMU location is dispensable and which is not, and the answer is dependent on
the location of the open line. In future work, we plan to furnish more rigorous analysis regarding
the PMU locations and the system’s ability to discriminate line topology. Additionally, real data
often come with measurement errors. We showed that the proposed methods are robust to noise

to a large extent.
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APPENDIX
A. Logit Function

In logistic regression ( [18]), Y is the binary outcome, (z1,...,z,,) is the set of predictor
variables, and p is the probability of Y being 1.

Using the training data and the following logit link function,

p
log, (ﬂ) = o+ b1 + Boza + .. Pt = B - X
we can estimate the coefficients B

For the prediction of new data at Xy, using the following can compute the probability of
Y, =1,

P(Y;, = 1)

B. Graph Fourier Transform

Graph Fourier transform extends the idea of discrete Fourier transform to vectors defined on
a graph. We first provide a graph interpretation of DFT and show how it can be extended to
GFT.

The discrete Fourier transform of a vector s is given by

| Nl

~ 27

s :—_E Spe Nk =0,--- ,N—1
’ anO

where 5, is the element of vector s.
The discrete Fourier transform of a vector can be written as the multiplication of a matrix

DFT with a vector s,

s=DFTs )

Let w = e 2"/N_ The DFT matrix can then be defined as follows:
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(11 I
1 w w1
DFT = L
VN | | ok V1)
1 N1 W N-D(V-1)
The row vectors of DFT are —=[1,w* - "™ V] k = 0,.--- N — 1, which are the

VN
spectral components.

To give DFT operation a graph interpretation, we can consider vector s as a signal defined
on a directed cycle graph 0 — 1 — ...n —1 — 0 ( [22], [23]). The adjacency matrix of the

cycle graph, in which element A; ; represents the edge from j to ¢, is the following matrix,

00 0 --- 0 1

10 0 --- 0 O

01 0 0 0
A =

0

0 0 1 0 0

0 0 0 1 0
The eigen-decomposition of A, gives
A.=VAV™!

64%“-0
(6)
=DFT ! DFT
77;277~(N—1)
e N

Columns of V are eigenvectors of A., and A is a diagonal matrix of the eigenvalues of A..

Since the frequencies % of a DFT operation correspond to the eigenvalues of A., we can view

1

the eigenvalues as a representation of frequencies. Analogously, V™" is considered playing the

role of the DFT matrix in the context of Fourier transform of graph signals.
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The connection between DFT and circulant adjacency matrix of time signal leads to the natural
definition of Fourier transform operated on graph signals. We now extend from the directed cycle

graph to general graphs, which only requires to replace A, with the normalized adjacency matrix

A.
Let A be the normalized adjacency matrix of the power grid network. The eigen-decomposition

of A gives

A=VAV! (7)

Here A = diag[\o---Ay_1] is a complete set of eigenvalues. V = [vg, vy, ,vny_1] is an
N x N matrix with v; denoting the eigenvector corresponding to );. The eigenvectors are the
graph spectral components.

Now we wish to define the Graph Fourier Transform of a signal defined on a graph analogously
by replacing matrix DFT with its graph counterpart GFT. We define matrix GFT = V1,
Analogous to DFT in (5), the graph Fourier transformation of a vector s is also given as a

matrix-vector multiplication:
§=GFTs=V's=[5,5,,5nv.1]" (8)

where 5, is the Fourier coefficient corresponds to Ay.

C. Gumbel Distribution Critical Value

FFT results in a sequence of { X}, with k =0,...,n — 1. Let M,, = ax | X5)2.
M,, follows Gumbel distribution asymptotically. It has been proved in _[221] that there exists

two sequences (a,) and (b,) such that

lim P

n—o0

(Memte <) - -
b, ) °

et Solving it for ¢, we

With the level of significance o (e.g., « = 0.05), we have 1 —a = e~
get critical value t = —log(—log(1 — «)). Then we can select the dominant frequencies using

this critical value.



